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SUMMARY 

This thesis deals with the design of error-control coding schemes 
for three different problems of noisy information transmission, 
storage and processing. These problems have in common that 
they are of interest from a practical, industrial point of view and 
that they cannot be solved elegantly by traditional error-control 
coding schemes. 

Problem one is concerned with the transmission and storage 
of messages in which different parts are of mutually different im­
portance. So it is natural to give parts of mutually different im­
portance different protection against errors. This can be done by 
using different coding schemes for the different parts, but more 
elegantly by using a single so-called Unequal Error Protection 
coding scheme. 

The second coding scheme is designed to be used as an au­
tomatically readable product identification code in an automated 
manufacturing environment. The identification number (and pos­
sibly other useful information) of a product is encoded into a 
square matrix of round dots on a contrasting background. Prob­
lems to be dealt with in practice are the rotations of dot matrices 
and the corruption of dots due to printing imperfections, dust par­
ticles and reading failures. To this end source codes and so-called 
square-cyclic channel codes have been designed. 

The third part of this thesis describes an approach towards 
error-control coding for systems in which digit as well as sym­
bol errors can occur, where a symbol is a position-fixed group 
of .digits. Examples of such systems are computer systems and 
compound channels. We give the detailed design of the codes 
and the decoders for three particular applications. These are a 
generalized Triple Modular Redundant fault-tolerant computer, a 
memory array composed of three 9-bit wide units for storage of 
16-bit words, and a '(4,2) concept' fault-tolerant computer. Fi­
nally some general theory on these so-called combined Symbol and 
Digit Error-Control codes is developed. 
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PREFACE 

As already suggested by the title, this thesis is not monolithi­
cal. Apart from an introduction (Chapter 0), it consists of three 
chapters, each of which is subdivided into one or more sections. 
These sections were written at intervals and either appeared in 
journals, were scheduled to appear or were submitted for publi­
cation. The sections are therefore self-contained and can be read 
independently of one another. Co-author of sections 3.3 and 3.4 is 
J.P. Boly. The research work for these papers was done in strong 
co-operation, but for both papers it holds that the main part of 
the work was done by the first author. 

The author is greatly indebted to the management of the 
Philips Research Laboratories, Eindhoven, The Netherlands, for 
the opportunity to carry out and to publish the work described 
here. Stimulating discussions with Professor J.H. van Lint, Profes­
sor H.C.A. van Tilborg, C.P.M.J. Baggen, G.F.M. Beenker, C.J.L. 
van Driel, L.M.H.E. Driessen, Professor J.-M. Goethals, T. Krol 
and L.M.G.M. Tolhuizen have greatly contributed to the contents 
of this thesis. Special thanks are due to J.-P. Boly for the fine 
co-operation on the subject of combined Symbol and Digit Error­
Control codes. 
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1 

0. Introductory chapter 

This introductory chapter gives the motivation for the research 
work reported in this thesis. It also provides some basic concepts 
of coding theory necessary for understanding the results. For an 
extensive treatment of the theory of error-correcting codes the 
reader is referred to the books of Blahut [1], van Lint [10] and 
Mac Williams and Sloane [ 11]. 

Coding theory preliminaries 

In data transmission, storage and processing systems a desired 
level of error control can be guaranteed by using error-correcting 
codes. A linear [n, k] block code C of length n and dimension 
k (k < n) over the alphabet GF(q), the Galois field contain­
ing q elements, is a k-dimensional subspace of the n-dimensional 
vector space GF(q)n. A (linear) encoding of the message set 
M := GF(q)k is a linear mapping from M onto the code space C; 
a message m = (mb m 2, ... , m~c) E M is mapped onto the code­
word!;,.= mG, where G denotes a k-by-n matrix over GF(q) whose 
rows generate C. The matrix G is called a generator matrix of the 
code C and the fraction R := kjn is called the {information) rate 
of the code. If a generator matrix G contains the k-by-k identity 
matrix I as a submatrix, then G is called systematic. In that 
situation the message is a part of the corresponding codeword. 

If a message m E GF(q)k has to be transmitted (respectively 
stored or processed), then one does not transmit (respectively 
store or process) the message, but the codeword attached to it. 
During transmission (respectively storage or processing) the code­
word can be corrupted. The nature of the corruption depends on 
the specific channel used. In this thesis we will assume that the 
channel is (or is very close to) a q-ary symmetric channel. For a 
q-ary symmetric channel the probability that an arbitrary, trans­
mitted symbol from GF(q) will be received as an arbitrary, differ­
ent symbol from GF(q) is constant, say c:. The corrupted version 
r.. of a codeword !;,. can be seen as the addition of an error pattern 
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2 Introductory chapter 

(additive noise) ~ E GF(q)n to~: r. =~+~~where the probability 
that ~ occurs is independent of the codeword ~ sent. 

It is the task of the decoder, which is at the receiving end of the 
channel, to estimate the original message m as good as possible 
from the corrupted version r. ~ + ~ of the codeword ~ = mG. 
The decoder's strategy is to choose the most likely codeword f._, 
given that r. was received. Provided the codewords are all equally 
likely, this strategy is optimal in the sense that it minimizes the 
probability of the decoder making a mistake. It is called maximum 
likelihood decoding. 

To describe the maximum likelihood decoder more precisely 
we need the definitions of (Hamming) weight and distance. For a 
vector;!?_ in GF(q)n the (Hamming) weight wt(;!;_) is defined as the 
number of nonzero components in;!;_: 

wt(;!;_) I { i : Xi f:: 0 , i = 1, ... , n} I· 

For two vectors ;!;_and~ in GF(q)n, the (Hamming) distanced(;!;_,¥) 
between {f and 'lL is defined as the number of positions in which {f 
and ~ differ: 

d(;!;_,~) := l{i :Xi Yi, i = 1, ... ,n}l. 

Hence, for ;f,'lf_ in GF(q)n we have 

We assume that the channel error rate cis smaller than 1/ q. Then, 
to minimize the probability of making a miscorrection, the decoder 
decodes a received vector r. as a nearest {in Hamming distance 
sense) codeword f., i.e., it picks an error vector§.. which has smallest 
weight: 

d(r.,f..) = minimum{d(r.,~): ~ E C}, 

or equivalently 

wt(~) = minimum{wt(~) : r.- ~ E C}. 

This procedure is called (complete) nearest neighbour decoding. 
It is equivalent to maximum likelihood decoding if c < ljq. In 
practice such a complete decoding strategy would be too complex 
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Coding theory preliminaries 3 

for implementation. Therefore an incomplete, so-called bounded 
distance decoder is used, which only corrects the error patterns 
of weight at most some fixed value t. To determine this value t, 
we need the definition of the minimum (Hamming) distance of a 
code. For a linear code C the minimum {Hamming) distance is 
defined as the minimum distance between two different codewords 
of C, 

d := minimum{ d(~, ;l!.) : ~' 'M. E C, ~ =/= 'M_}· 

Because Cis linear, the minimum Hamming distance of Cis equal 
to the minimum Hamming weight of C, 

d minimum{ wt(~) : ~ E C, ~ =/= Q}, 

where Q denotes the allzero vector of length n. When the minimum 
(Hamming) distance of a code C equals d, then all error patterns 
of weight at most some fixed value t can be corrected if and only 
if t:::; l(d- 1)/2J, where lxJ denotes the largest integer less than 
or equal to x. The code is called t-error-correcting. All received 
words that are outside the spheres with radius t around codewords 
can be detected to be in error. Because all error patterns of weight 
at least t 1 and at most d- (t + 1) can be detected, the code C 
is called (d- t -!)-error-detecting. In practice, it is not feasible 
to compare a received word to all codewords to determine which 
is closest. To overcome this problem we introduce a so-called 
syndrome decoder. 

An (n k)-by-n matrix Hover GF(q) is called a parity-check 
matrix of the linear code C if 

For a vector~ E GF(q)n, 

is called the syndrome of ~· So for all codewords Q in C the 
syndrome equals Q. It is well-known that for all error patterns ~ 
of weight at most l (d-1)/2 J the syndromes are mutually different. 
Hence these syndromes can be used in the decoder. Two elements 
in GF(qt are in the same coset of C if and only if they have 
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4 Introductory chapter 

identical syndromes. For all cosets of C we determine a minimum 
weight element contained in it and call it a coset leader of that 
coset. Notethateachofthecosets~+G,wt(*.) S l(d-1)/2J has 
a unique coset leader. The coset leaders are used in the syndrome 
decoder which works as follows: 

1. whenever r. is received, the syndrome§.:= r.HT is computed; 

2. the coset leader L of the coset with syndrome §.is taken as 
the estimate for the error pattern; 

3. the estimate for the codeword is~:= r.- [. 

In the incomplete syndrome decoder only the syndromes of cosets 
with a coset leader of weight at most some fixed value t, t S 
l ( d 1) /2 J, are used for error-correction, the other syndromes 
being used for error-detection. Step 2 of the syndrome decoder 
can be implemented as a list of syndrome, coset leader pairs. If 
this list becomes too long, other implementations of step 2 are 
needed. For example, for codes defined in an algebraic way, e.g. 
BCH and Reed-Solomon codes, this can be implemented by more 
sophisticated (algebraic) algorithms. 

We say that a received word contains an error if it is not a 
codeword and we do neither know the position nor the value of 
the corruption. We say that a received word contains an erasure if 
it is not a codeword and we know the position, but not the value 
of the corruption. Of course, combinations of erasures and errors 
can also occur. A linear [n, k, d] code of length n, dimension k, 
and minimum distance d can correct e erasures and t errors if 
e + 2t S d 1 [1,Ch.9,Sec.2]. 

In coding theory, it is very popular to construct new codes 
from old ones. The most trivial way to do this is by adding to any 
codeword ( c11 ••• , en) one symbol, namely its overall pan'ty-check 

n 

Cn+l := - L Ci• 

i=l 

Other minor changes to codes are called extending, puncturing, 
expurgating, augmenting, lengthening and shortening, whose def­
initions can be found in [ll,Ch.1,Sec.9]. More complex ways of 
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Motivation 5 

constructing new codes consist in combining several codes into 
new ones. This is done to construct good codes and for ease of 
decoding. These methods can be found in [ll,Ch.18]. 

For ease of encoding and decoding so-called cyclic codes 
[11, Chs.3,4, 7, 8], [10, Ch.6] are often used. A linear code is called 
cyclic if the cyclic shifts of the codewords of the code again yield 
codewords of the code. The most famous classes are the BCH 
codes [ll,Ch.9], [10,Ch.6] and the Reed-Solomon (RS) codes 
[11, Ch.10], [10, Ch.6]. 

Motivation 
The investigations reported in this thesis were initiated by the 
following considerations. In practical situations, the size q of the 
alphabet is a power of 2: q =2m, m ~ 1. If m > 1, then a symbol 
from GF(2m) is built up from m binary digits (bits). In the past 
four decades a lot of linear coding schemes have been constructed 
with the following three assumptions: 

• all q-ary message digits are equally important, 

• codewords are only corrupted by additive noise, 

• either binary digit error-control or 2m-ary symbol error­
control is required, in other words the channel is supposed 
to be a binary symmetric channel or a 2m-ary symmetric 
channel for some m > 1. 

Chapters 1,2, and 3 deal with three practical situations in which 
in each of them exactly one of the above assumptions is not 
fulfilled. These three situations demand three different coding 
schemes which have the following three respective properties: 

• different parts of a message should get different protection 
against errors because they are of mutually different impor­
tance, 

• 'rotations' (that are certain permutations of the symbols) 
of codewords during transmission, in addition to corruption 
by additive noise up to a certain level, should not cause 
miscorrections by the decoder, 
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6 Introductory chapter 

• both bit and (m-bit) symbol errors should be coped with 
because the behaviour of the channel is a combination of 
that of a binary symmetric channel and that of a 2m-ary 
symmetric channel. 

Those three coding schemes are briefly discussed below. 

1. Unequal Error Protection 

Most error-correcting codes considered in the literature have the 
property that their correcting capabilities are described in terms 
of the correct reception of the entire message. These codes can 
successfully be applied in those cases where all positions in ames­
sage word require equal protection against errors. 

However, many applications exist in which some message po­
sitions are more important than others. For example in trans­
mitting numerical data, errors in the sign or high-order digits are 
more serious than are errors in the low-order digits. As another 
example consider the transmission of message words from different 
sources simultaneously in only one codeword, where the different 
sources have mutually different demands concerning the protec­
tion against errors. Linear codes that protect some positions in a 
message word against a larger number of errors than other ones 
are called Linear Unequal Error Protection {LUEP} codes. Mas­
nick and Wolf [12] introduced the concept of unequal error protec­
tion (UEP). But, in contrast with what one would expect, they 
considered error protection of single positions in codewords. In 
Chapter 1 we consider error protection of single positions in the 
input message words, following the formal definitions of Dunning 
and Robbins [6]. They introduced the so-called .separation vec­
tor to measure the error-correcting capability of an LUEP code. 
Whenever a k-dimensional LUEP code over GF(q) with separa­
tion vector~ (sb s2 , ••• , sk) is used on a q-ary symmetric chan­
nel, complete nearest neighbour decoding guarantees the correct 
interpretation of the ith message digit if no more than (si- 1)/2 
errors have occurred in the transmitted codeword. 

Chapter 1 deals with L UEP codes. A basic problem is to find 
an LUEP code with a given dimension and separation vector such 
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Motivation 7 

that its length is minimal and hence its information rate is maxi­
mal. In Section 1.1 we derive a number of bounds on the length of 
L UEP codes. For the special case where all message positions are 
equally protected, some of our bounds reduce to the well-known 
Singleton, Plotkin and Griesmer bounds. Section 1.1 provides a 
table containing the parameters of all binary L UEP codes with 
maximal separation vector and length less than or equal to 15. 
The construction of these codes is given in the Appendix of Chap­
ter 1. The second part of Section 1.1 deals with cyclic UEP codes. 
It gives a table of all binary cyclic UEP codes of length at most 
39 and it provides classes of binary cyclic UEP codes that are 
majority logic decodable. Majority logic decoding means that the 
decoder estimates a message bit by taking the majority vote over a 
number of votes generated from the received word. In Section 1.2, 
methods for combining codes, such as the direct sum, direct prod­
uct, and lulu+ vi construction, concatenation, etc., are extended 
to L UEP codes. 

Section 1.1 is a reprint from IEEE Transactions on Informa­
tion Theory, vol. IT-29, no. 6, pp. 866-876, Nov. 1983, except for 
the tables which have been updated. Section 1.2 was published 
in the same journal, vol. IT-30, no. 3, pp. 544-546, May 1984. 
The constructions in the Appendix appeared in Philips Journal 
of Research, vol. 39, no.6, pp. 293-304, 1984. Finally, we like 
to refer to Driessen et al. [4], who describe the application that 
stimulated the research in Unequal Error Protection. 

2. Two-dimensional square-cyclic dot codes 

The widespread use of bar codes in automated manufacturing 
clearly shows the need for an automatically readable product iden­
tification code. A bar code is built up from a number of parallel 
bars. The relative widths and mutual distances of these bars de­
termine the meaning of the bar code. 

We believe, however, that dot codes provide a better alterna­
tive to bar codes in this area of technology. A dot code consists of 
a square matrix of round dots on a contrasting background. The 
meaning of the dot code is determined by the absence or presence 
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8 Introductory chapter 

of dots. In a dot code the information is recorded in two dimen­
sions, whereas in a bar code only one direction is used to encode 
information. This difference enables the dot code to offer higher 
information density, thereby allowing smaller product identifica­
tion areas. For example, at the flat top of an electric motor shaft 
there is not enough room for a bar code. Furthermore, in auto­
mated manufacturing it is easy to write the dot codes onto the 
mechanical parts by an engraving process. With bar codes this 
would be more complicated. The dot codes can be read by a stan­
dard TV camera and can be recognized by a relatively inexpensive 
picture processing system. 

We shall therefore introduce a method for the transmission 
of numbers from one point to another point by means of square 
matrices of round dots. These square dot matrices can be trans­
lated into square binary matrices by representing the presence of 
a dot by a one (1) and the absence of a dot by a zero (0). In 
a practical situation it was observed that only random dot cor­
ruptions (causing random bit errors) occurred in the dot squares. 
These errors were due to printing imperfections, dust particles, 
and reading failures. Furthermore, because of the possibly ran­
dom rotation of the mechanical parts during the manufacturing 
process, decoding of the dot matrices should be possible irrespec­
tive of the orientation of the matrices. For example, one should 
again think of a square dot matrix on the flat top of a rotated 
shaft of an electric motor, without any synchronization indication 
outside the dot matrix. 

Chapter 2 describes a possible solution to this transmission 
problem, where we have to deal with random corruptions but also 
with 'rotations' of codewords. The solution is split into a source 
coding scheme and a channel coding scheme. In the source cod­
ing scheme product identification numbers are transformed into 
channel message words. The channel coding scheme encodes the 
channel message words into channel codewords, which are trans­
mitted as square dot matrices. The source code depends on the 
channel code and is such that the four rotations of a dot matrix 
are all decoded into the same product identification number. We 
describe two source coding schemes. One is the optimal one, in 
the sense that it uses the minimum number of bits to encode a 
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Motivation 9 

product identification number into a channel message word. The 
other scheme is not optimal, but gives rise to a very simple and 
fast encoding/decoding algorithm. The channel coding scheme 
uses so-called square-cycl£c codes. In a square-cyclic code, the ro­
tation of a codeword (as a dot matrix) again gives a codeword 
of the code. We construct square-cyclic codes from well-known 
quasi-cyclic and (shortened) cyclic codes. 

This research was stimulated by the application of dot codes in 
product identification schemes as described in [2] and [13]. Chap­
ter 2 appeared in the IEEE Transactions on Information Theory, 
vol. IT-33, no. 5, September 1987. 

3. Combined symbol and digit error-control 

Up to now coding experts have spent a great deal of effort con­
structing binary codes that can correct random bit errors, such as, 
for example, BCH codes. A lot of research into codes over larger 
alphabets, such as the Reed-Solomon (RS) codes, has also been 
done. These RS codes are able to correct symbol errors, a symbol 
being a position-fixed group of (binary) digits. In many applica­
tions, however, one encounters situations where both types of er­
rors, i.e., random bit and random symbol errors, occur. For exam­
ple, this is the case in computers, memory arrays and compound 
channels. Up to now substantial effort has only been put into 
designing codes that can detect single symbol errors, in addition 
to their single-bit error-correcting and double-bit error-detecting 
capabilities [3,5,7,8,14,15]. These codes were designed for mem­
ory systems composed of m-bit wide chips, where m is larger than 
one. In such architectures a chip failure causes a random (m-bit) 
symbol error, which has to be detected. Single bit errors caused 
by the failure of single memory cells are corrected, double bit er­
rors are detected. The need for a wider class of codes that are 
able to detect and correct digit errors and erasures and symbol 
errors and erasures was first recognized by Krol in his design of 
the '(4,2) concept' fault-tolerant computer [9]. 

Chapter 3 deals with the design of these so-called combined 
Symbol and Digit Error-Control (SDEC) codes. The first three 
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10 Introductory chapter 

sections give the design of SDEC codes for three particular appli­
cations and describe their implementations. 

Section 3.1 describes a so-called generalized Triple Modular 
Redundant fault-tolerant computer design. In the Triple Modu­
lar Redundancy (TMR) concept, computer hardware is triplicated 
and majority voting is applied to improve the overall system avail­
ability and reliability. Seen from the point of view of coding the­
ory, the TMR technique is a realization of a [3,1] repetition code. 
The question posed by us was how to construct [3,1] codes that 
cannot only correct symbol errors, caused by the failure of one of 
the three identical parts in the system, but also multiple bit errors 
caused by the memories. These codes would save the use of bit­
error-correcting codes for the memories. In Section 3.1, [3,1] codes 
over GF(2m), m = 4,8, 16 are constructed, their error-control ca­
pacities are shown, and their decoder designs are described. 

Section 3.2 describes codes for storing 16-bit words in a mem­
ory array consisting of three 9-bit wide units, a unit being a single 
card or a single chip. These codes are able to correct single bit 
errors, to detect up to four bit errors, and to detect the failure 
of a complete memory unit. The codes have an elegant structure 
which makes fast decoding possible by simple means. 

In Section 3.3 the construction, properties and decoding of 
four nonequivalent [4,2] codes over GF(28

) are described. These 
codes are able to correct single (8-bit) symbol errors, to correct 
up to three bit errors, and to correct the combination of a symbol 
erasure and at most one bit error. In addition all error patterns 
containing one symbol erasure and two bit errors can be detected. 
These codes can be used in a ( 4,2) concept fault-tolerant computer 
[9] and in memory systems composed of 8-bit wide chips or cards. 

Finally, Section 3.4 gives, after the 'preparing' sections, a more 
theoretical discussion of combined Symbol and Digit Error-Control 
codes. It starts with the definition of the minimum distance pro­
file, a measure for the symbol and digit error-control capacities 
of a code. Equivalence of SDEC codes is discussed and the con­
struction of several classes of SDEC codes is given. Furthermore, 
Section 3.4 contains tables of parameters of SDEC codes over al­
phabets of 2-,3-,4-,6- and 8-bit symbols. 

Section 3.1 appeared in IEEE Transactions on Computers, vol. 
IPR2018-1557 
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C-35, no.7, pp. 623-631, July 1986. Section 3.2 was published in 
Philips Journal of Research, vol. 41, no. 4, pp. 391-399, 1986. 
Section 3.3 appeared in IEEE Transactions on Information The­
ory, vol. 33, no.6, November 1987. Section 3.4 has been submitted 
to the same journal for publication. 
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1.1 

Two topics on linear unequal error 
protection codes: bounds on their 

length and cyclic code classes 

Wil J. van Gils 

Abstract 

13 

It is possible for a linear block code to provide more protection for 
selected positions in the input message words than is guaranteed 
by the minimum distance of the code. Linear codes having this 
property are called linear unequal error protection (LUEP) codes. 
Bounds on the length of a LUEP code that ensures a given unequal 
error protection are derived. A majority decoding method for 
certain classes of cyclic binary UEP codes is treated. A list of 
short (i.e., of length less than 16) binary LUEP codes of optimal 
(i.e., minimal) length and a list of all cyclic binary UEP codes of 
length less than 40 are included. 
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14 Two topics on linear unequal error protection codes 

I. Introduction 

Most error-correcting block codes considered in the literature have 
the property that their correcting capabilities are described in 
terms of the correct reception of the entire message. These codes 
can successfully be applied in those cases where all positions in a 
message word require equal protection against errors. 

However, many applications exist in which some message posi­
tions are more important than other ones. For example in trans­
mitting numerical data, errors in the sign or in the high-order 
digits are more serious than are errors in the low-order digits. As 
another example consider the transmission of message words from 
different sources simultaneously in only one codeword, where the 
different sources have different demands concerning the protection 
against errors. 

Linear codes that protect some positions in a message word 
against a larger number of errors than other ones are called linear 
unequal error protection (LUEP) codes. Masnick and Wolf [8] in­
troduced the concept of unequal error protection (UEP). But, in 
constrast with one would expect, they considered error protection 
of single positions in codewords. In this paper we consider error 
protection of single positions in the input message words, following 
the formal definitions of Dunning and Robbins [2]. They intro­
duced a so-called separation vector to measure the error-correcting 
capability of a L UEP code. Whenever a k-dimensional L UEP code 
over GF(q) with separation vector£= (8 11 8 2, ... ,8k) is used on 
a q-ary symmetric channel, complete nearest neighbour decoding 
[7, p. 11] guarantees the correct interpretation of the ith input 
message digit if no more than l(8i 1)/2J errors have occurred in 
the transmitted codeword. 

A basic problem is to find a LUEP code with a given dimension 
and separation vector such that its length is minimal and hence its 
information rate is maximal. In Section III we derive a number 
of bounds on the length of L UEP codes. For the special case 
where all message positions are equally protected, some of our 
bounds reduce to the well-known Singleton, Plotkin, and Griesmer 
Bounds. Some earlier work on bounds was done by Katsman [6]; 
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he derived Corollary 14 for the binary case. Our bounds give 
better results than the bound in [ 6]. Table I provides a table of 
binary LUEP codes with maximal separation vector and length 
less than or equal to 15. 

In Section IV we consider classes of cyclic UEP codes that 
can be decoded by majority decoding methods. Earlier results on 
cyclic UEP codes were obtained by Dyn'kin and Togonidze [3]. 
Table II provides a table of all binary cyclic UEP codes of length 
less than or equal to 39. 

II. Definitions and preliminaries 

A. The separation vector 

Let q be a prime power and let GF(q) be the Galois field of order 
q. A linear [n, k] code C of length nand dimension k over GF(q) is 
a k-dimensionallinear subspace of GF(q)n. A generator matrix G 
of this code is a k-by-n matrix whose rows form a basis of C. The 
bijection from GF(q)k onto C that maps any element mE GF(q)k 
of the message set onto a codeword f.= mG is called an encoding 
of C by means of the generator matrix G. For~ E GF(q)n, wt(~) 
denotes the (Hamming) weight of ~' i.e.,the number of nonzero 
components in ~-

Dunning and Robbins [2] have introduced the following formal 
definition. 

Definition 1. For a linear [n, k] code Cover the alphabet GF(q) 
the separation vector §.(G)= (s(G)t, ... ,s(G)k) of length k, with 
respect to a generator matrix G of C, is defined by 

s(G)i :=min {wt(mG): mE GF(q)k,mi ::/:- 0}, i 1, ... ,k. 
(1) 

This means that for any a,{3 E GF(q),a ::/:- {3, the sets 
{mG: mE GF(q)k,mi =a} and {mG: mE GF(q)k,mi = [3} 
are at distance s(G)i apart (i 1, ... ,k). This observation im­
plies the following error-correcting capability of a code when we 
use it on a q-ary symmetric channel. 
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Theorem 1. For a linear [n,k] code Gover GF(q), which uses 
the matrix G for its encoding, complete nearest neighbour decod­
ing guarantees the correct interpretation of the ith message digit 
whenever the error pattern has a Hamming weight less than or 
equal to l(s(G), 1)/2J (lxJ denotes the largest integer less than 
or equal to x). 

From Definition 1 it is immediately clear that the minimum 
distance of the code equals d min { s( G), : i 1, ... , k }. If a 
linear code C has a generator matrix G such that the components 
of the separation vector 2.( G) are not mutually equal, then the 
code C is called a linear unequal error protection (L UEP} code. 

One can easily decode LUEP codes by applying a syndrome 
decoding method using a standard array (cf. [7,p.15]). This de­
coding method reaches the correction capability given by The­
orem 1, because of the following fact. For a fixed coset R of 
a linear code C, encoded by means of the generator matrix G, 
let U be the set of all possible coset leaders of R. For r. E R, 
r. + U contains all codewords that are closest tor., i.e., at distance 
d(r., G) := min { wt(.t f.) : f. E C} from r.. If i E {1, ... , k} is 
such that the weight of the elements of U is less than or equal to 
l ( s( G), -1) /2 J, then the ith digits of the messages corresponding 
to the elements of r. + U are easily seen to be mutually equal. 
Hence, if f. = mG is the transmitted codeword and r. is the re­
ceived word such that wt(.t f.) 5 l(s(G), -1)/2J then syndrome 
decoding correctly reproduces the ith digit m, of the message m 
sent. 

For two vectors ~' '!!.. E Nk (N denotes the set of natural num­
bers) we define the ordering 2:: by 

~ 2:: '!!..if Xi 2:: Yi for all i = 1, ... , k, (2) 

where the ordering 2:: in x, 2:: Yi denotes the natural ordering in 
the integers. We call a vector ~ E Nk nonincreasing if Xi 2:: Xi+I 

for i 1, ... , k - 1. 
By simultaneously permuting the message positions in the 

message words and the rows of a generator matrix G, we may 
obtain a generator matrix G for the code such that 2-(G) is non­
increasing, i.e., s(G), 2:: s(G)t+1 fori= 1, ... , k 1. From now on 
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we assume that the message positions and the rows in generator 
matrices are ordered such that the corresponding separation vec­
tors are nonincreasing. 

B. Optimal Encoding 

The separation vector defined by (1) depends upon the choice of 
a generator matrix for the code. But, fortunately every code has 
a so-called optimal generator matrix G*, whose separation vector 
~( G*) is componentwise larger than or equal to the separation 
vector ~(G) of any other generator matrix G of the code (no­
tation: ~(G*) 2:: ~(G) ). This was shown in [2]. From [2] we 
mention the following two results, which we will need later on. 
For a linear [n,k] code C and p E {O, ... ,n} let C(p) denote 
the set of codewords in C of weight less than or equal to p, i.e., 
C(p) := {f. E C : wt(f.) ~ p }. 

Theorem 2 [2, Theorems 4 and 6]. a) A generator matrix G of a 
linear [ n, k] code C is optimal if and only if for any p E { 1, ... , n} 
a subset X of rows of G exists such that the linear span< C(p) > 
of C(p) equals the linear span< X> of X. 
b) For p E {1, ... , n}, dim< C(p) > - dim< C(p- 1) > compo­
nents of the separation vector of an optimal generator matrix G 
of a linear [n, k] code C are equal top. 

Theorem 3 [2, Theorems 5 and 6]. For a linear [n, k] code C 
a minimal weight generator matrix G, i.e., a generator matrix of 
C with the minimal number of nonzero entries, is optimal and 
satisfies wt(Gi.) s(G)i fori= 1, ... ,k, where Gi• denotes the 
ith row of G. 

Hence the following definition makes sense. 

Definition 2. The separation vector of a linear code is defined as 
the separation vector of an optimal generator matrix of the code. 

We shall use the notation [n, k, ~] for a linear code of length n, 
dimension k , and ( nonincreasing) separation vector ~· 
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18 Two topics on linear unequal error protection codes 

C. The canonical generator matrix 

Boyarinov and Katsman [1] have introduced a special form of a 
generator matrix, called the canonical form. 

Definition 3. A generator matrix G of a linear [n, k] code, whose 
nonincreasing separation vector §.(G) has z distinct components 
t 1 > t2 > ... > tz with multiplicities respectively k17 k2, .. . , kz, is 
called canonical if the submatrix consisting of the k rows of G and 
the first k columns of G is a k-by-k lower triangular partitioned 
matrix having unit matrices of order repectively k1-by-k1, k2-by­
k2, ... ,kz-by-kz on its diagonal. That is, G has the following form: 

Ik1 0 0 0 
G21 Ik2 0 0 . 

p (3) 

Gz-1,1 Gz-1,2 Jkz-1 0 
Gzl 

' 
Gz,2 Gz,z-l Ik. 

Any generator matrix G of a code can be transformed into a 
canonical generator matrix Gcan of the code, such that §.(Gcan) ~ 
§.(G), by a number of elementary transformations on the rows of G, 
that are permutation and addition of rows and multiplication of 
rows by scalars (cf. [1],[4]). If we want to transform a generator 
matrix G into a systematic generator matrix G syah we cannot 
guarantee that §.(Gsyat) ~§.(G). For example [4], for q=2, 

1 0 0 0 0 1 1 1 1 0 
1 1 0 0 0 1 0 0 0 1 

G= 0 0 1 0 0 1 1 0 0 1 
0 0 0 1 0 1 0 1 0 1 
0 0 0 0 1 1 0 0 1 1 

has separation vector§.( G) (5, 4, 4, 4, 4). It is easy to see that it 
is impossible to transform G into a systematic generator matrix 
G8 yst such that §.(Gayst) ~ (5,4,4,4,4). Actually, it can be easily 
verified that a 5-by-10 binary systematic generator matrix with a 
separation vector of at least (5,4,4,4,4) does not exist. 
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III. Bounds on the length of L UEP codes 

A basic problem is to find LUEP codes with a given dimension 
and separation vector such that their length is minimal and hence 
their information rate is maximal. 

Definition 4. For any prime power q, k E N, and 2. E Nk we 
define nq(2.) as the length of the shortest linear code over GF(q) 
of dimension k with a separation vector of at least 2,, and n:x(2.) 
as the length of the shortest linear code over GF(q) of dimension 
k with separation vector (exactly) 2_. 

An [nq(§.),k,.£] code is called optimal, if an [nq(2.),k,1] code with 
1 :2:: §., 1 =/= §. does not exist. For any prime power q, k E N, 
and 2,, t E Nk the functions nq(.) and n:x(.) satisfy the following 
properties. 

nq (§.) < n :x (2.), 

2. S. t ===> nq (2.) S. nq (t), 

( 4) 

(5) 

§_ S. 1 ~n:x(2.) S. n:x(t_). (6) 

To illustrate (6), observe that n~x(5,4,4) 8 (cf. Table I) and 
n~x(5, 4, 3) = 9, which can be seen by easy verification. 

Now we derive upper and lower bounds for these functions. 

A. Upper bounds 

The following theorem provides a trivial upper bound for nq(.) 
and n~x(.) and an easy way to construct LUEP codes. Let "I" 
denote concatenation. 

Theorem 4. For any prime power q, k E N, v E N, and an 
arbitrarily partitioned vector (~Js2 j ... J:!!J E Nk we have 

v 

n:x(~Js2J· · .j:!!J S. L n:x(~. (7) 
i=l 

The same inequality holds for nq(.) (replace n~x(.) in (7) by nq(.)). 
IPR2018-1557 
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Proof. For u = 1, ... , v, let Gu be a generator matrix of a code 
with length n:x(~ and separation vector §.(Gu) = Su. Then G := 
diag(G1, G2, ... , Gk) has separation vector §.(G)= (s1ls2l·. -I~· 

D 

Corollary 5. For any prime q, kEN, and§. E Nk we have 

k 

n:x(§.)::; Lsi. 
i:::l 

Proof. Apply Theorem 4 with v 
1-by-su, for all u = 1, ... , k. 

k, and Gu 

(8) 

[1111 .. -11], 

D 

Hence for any §. E Nk it is possible to construct a k-dimensional 
code over GF(q) with separation vector§.. 

B. Lower bounds 

We start with a trivial, but useful, lower bound on nq(.). 

Theorem 6. For any prime power q, kEN, and§. E Nk we have 

Proof. By deleting a column from a k by nq(§.) matrix G with 
separation vector §.(G)~ (sbs 2, ... ,sk), we obtain a 
k-by-(nq(§.) - 1) matrix G' with separation vector 
§.(G') ~ (s1 -1,s2 -1, ... ,sk -1). 

D 

Theorem 7. For q = 2, any kEN and (sbs 2, ... ,sk) E Nk we 
have 
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The same inequality holds when we replace n2 (.) by n~z(.). 

Proof. By adding an overall parity-check to a binary 

21 

[n = n 2(8b ••• , 8k), k] code with a separation vector of at least 
(81! .•• , 8k), we obtain an [n + 1, k] code with a separation vector 
of at least (2l 81i 1 J,2l 82i 1 J, ... ,2l 8

ki
1 J). 

D 

Theorem 8. For any prime power q, k E N, and nonincreasing 
~ E Nk we have 

Proof. By deleting the column ek := (0, 0, ... , 0, 1)T and the kth 
row from an optimal canonical (cf. Definition 3) generator matrix 
of a linear [n = nq(~), k] code over GF(q) with a separation vector 
of at least~' we obtain a generator matrix of an [n -1, k -1] code 
with a separation vector of at least (81!82, .•. ,8k-d· 

D 

Corollary 9. For any prime power q, k,j E N, 1 ~ j ~ k, and 
nonincreasing ~ E Nk we have 

Corollary 10. For any prime power q, kEN, and nonincreasing 
~E Nk we have 

(13) 

For 8 1 = 8 2 = ... = 8k Corollary 10 reduces to the Singleton 
bound (cf. [7, Ch.1, Th.ll]). 

Theorem 11. For any prime power q and kEN, and any v EN 
and nonincreasing ~ E Nk such that 8v-l is strictly larger than 8v 

and 
k 

L 8i ~ n~z(~) 1 (14) 
i=v 

IPR2018-1557 
HTC EX1010, Page 33



22 Two topics on linear unequal error protection codes 

we must have 

n;~(st,···,sk) ~ 1 nq(St- 1, ... ,sv-1- 1,sv,···,sk)· (15) 

Proof. Let v EN and a nonincreasing vector 2 E Nk be such that 
Sv_ 1 > Sv and (14) holds. Let G be a minimal weight generator 
matrix of an [ n n~~ (2), k, 2] code over G F( q). Because of (14) 
and Theorem 3, G has a column containing zero elements in the 
last k - v 1 positions. By deleting this column from G we 
obtain a k-by-( n 1) matrix G', whose separation vector satisfies 
2(G') ~ (sl l, ... ,sv-1-1,sv,···,sk), since Sv-1 > Sv· 

0 

Theorem 12. For any prime power q, kEN and nonincreasing 
2 E Nk we have that 

holds for any i E {1, ... , k}, where 

A ·- { si l(q- 1)s;jqj for j < i; 
8
i·- fsifql for j>i, 

(17) 

where r X l denotes the smallest integer larger than or equal to X. 

Proof. Let C be a linear [ n = n~~ (2), k, 2] code over G F( q) and 
let G be a minimal weight generator matrix for C. By Theorem 3, 
wt(Gi.) = Si for all i l, ... ,k. 

Fix i E {1, ... ,k}. Without loss of generality the first si 

columns of G have a 1 in the ith row. Deleting these first si 
columns and the ith row from G, we obtain a (k- 1) by (n- si) 
matrix G. Clearly G has rank (k 1), for otherwise there would 
be a nontrivial linear combination of rows of G that equals Q, and 
hence the corresponding linear combination of rows of G would 
have distance less than si to a.G,. for some a E GF(q)\{0}, a con­
tradiction. Hence G is a generator matrix of an [n- si, k -1] code 
with separation vector.§. 2(G) (sll ... , si-b si+l' ... , sk)· 

Let j E {1, ... , k },j # i, and let m E GF(q)k be such that 
m, = O,mi # 0, and!;.:= mG = (ct,~, where c1 has length Si, 
satisfies wt(~ si. Since mi # 0, we have that 

(18) 
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Furthermore, for some o: E GF(q)\{0} at least rwt(~j(q- 1)1 
components of o:~ equal 1, and hence 

On the other hand we have that 

(20) 

The combination of (18), (19), and (20) yields (16) and (17). 

D 

Lemma 13. For any prime power q, k E N, and nonincreasing 
§. E Nk a linear [nq(§.),k] code over GF(q) with a nonincreasing 
separation vector§.'' such that §. ::; §..* ::; s 11 (811 denotes the k­
vector with all components equal to 8I) exists, i.e., n~x(§.*) nq(§.). 

Proof. Let G be a minimal weight generator matrix of an 
[n = nq(§.),k] code with separation vector §.(G)~§.. If 8(Gh > 8 1 

then replace a nonzero element in the first row of G by zero to 
obtain a matrix G', whose separation vector satisfies §.{G') ~ §. 
and 8(G')t = 8(G)I - 1. We may transform G' into a minimal 
weight generator matrix G" spanning the same linear subspace. 

Now, we repeat the above procedure until we obtain a k-by-n 
matrix G* such that §..::; §..( G*) ::; 8 11. 

D 

The combination of Theorem 12 and Lemma 13 gives the following 
corollary. 

Corollary 14. For any prime power q, kEN, and nonincreasing 
§. E NA:, nq(§.) satisfies the inequalities 

k 

nq(8b ... ,s.~:) ~ 2.:f8i/l-1l. (22) 
i=l 

For 8 1 s2 = ... = so~; Corollary 14 reduces to the Griesmer 
bound (cf. [7,Ch. 17, Th.24]). Deleting the fl brackets in (22) 
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24 Two topics on linear unequal error protection codes 

we obtain an analog of the Plotkin bound (cf. [7,Ch.2,Th.1]) for 
LUEP codes. 

Lemma 13 also implies the following corollary. 

Corollary 15. For any prime power q, kEN, and nonincreasing 
§. E Nk we have 

(23) 

This corrollary allows us to use the bounds on n~z (.) to obtain 
bounds on nq(.). 

Katsman[6] has shown Corollary 14 for q = 2. In many cases a 
combination of Corollary 15 and the bounds on n~z(.) give better 
results than Corollary 14. For example, Corollary 14 yields that 
n 2 (5, 4, 3, 3, 3, 3) ~ 11, while a combination of Corollary 15 and 
the Theorems 6 and 12 yield that n 2(5,4,3,3,3,3) ~ 12 (using 
the values of Table I for n s; 10). Actually n 2(5, 4, 3, 3, 3, 3) = 12 
( cf. Table I). Another interesting fact is to observe that Theorem 
12 gives better results than the bound in [6], i.e., Theorem 12 for 
i = 1 and q 2. For example, Theorem 12 yields that 

n~z(6,6,3,3,3,3,3) ~ 6+n2 (3,2,2,2,2,2) 14, fori 1 

and 

n~z(6, 6, 3, 3, 3, 3, 3) ~ 3 + n2 (5, 5, 2, 2, 2, 2) = 15, fori= 7. 

Table I provides the separation vectors of the binary optimal 
L UEP codes of length less than or equal to 15. n denotes the 
length of the code, k denotes the dimension, and d( n, k) denotes 
the maximal minimum distance of a binary linear code of length n 
and dimension k. The brackets and commas commonly appearing 
in separation vectors have been deleted. Only in the cases where 
a component of a separation vector is larger than 9, it is followed 
by a point (.). The construction of the codes in Table I can be 
found in the Appendix. The various possibilities for a separation 
vector of an optimal L UEP code of small length and dimension 
show how difficult it would be to determine all possibilities for 
larger lengths and dimensions. 
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n k d(n, k) separation vector 
4 2 2 A32 
5 2 3 A 42 
5 3 2 A 322 
6 2 4 A 52 
6 3 3 A 422 
6 4 2 A 3222 
7 2 4 A 62, I 54 
7 3 4 A 522 
7 4 3 A 4222 
7 5 2 A 32222 
8 2 5 A 72, I 64 
8 3 4 A 622, C 544 
8 4 4 A 5222 
8 5 2 A 42222, J 33332 
8 6 2 A 322222 
9 2 6 A82, I74 
9 3 4 A 722, C 644, G 554 
9 4 4 A 6222, C 5444 
9 5 3 A 52222, J 44442, B 43333 
9 6 2 A 422222, J 333322 
9 7 2 A3222222 

10 2 6 A 92, I 84, I 76 
10 3 5 A 822, C 744, L 664 
10 4 4 A 7222, C 6444, G 5544 
10 5 4 A 62222, C 54444 
10 6 3 A 522222, J 444422, J 433332 
10 7 2 A 4222222, J 3333222 
10 8 2 A 32222222 
11 2 7 A 10.2, I 94, I 86 
11 3 6 A 922, C 844, K 1 764 
11 4 5 A 8222, C 7 444, E 6644 

11 5 4 A 72222, C 64444, G 55444 

Table 1: The separat£on vectors of all binary optimal LUEP codes 
of length less than or equal to 15. 
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n k d(n,k) separation vector 
11 6 4 A 622222, J 544442, B 533333 
11 7 3 A 5222222, J 4444222, J 4333322 
11 8 2 A 42222222, J 33332222 
11 9 2 A 322222222 
12 2 8 A 11.2, I 10.4, I 96 
12 3 6 A 10.22, C 944, E 864, K 2 77 4, K 1 766 
12 4 6 A 9222, C 8444, K 1 7644 
12 5 4 A 82222, C 7 4444, E 66444, M 55554 
12 6 4 A 722222, C 644444, G 554444 
12 7 4 A 6222222, J 5444422, J 5333332 
12 8 3 A 52222222, J 44442222, J 43333222 

12 9 2 A 422222222, J 333322222 
12 10 2 A 3222222222 
13 2 8 A 12.2, I 11.4, I 10.6, I 98 
13 3 7 A 11.22, C 10.44, K 1 964, E 884, L 866 
13 4 6 A 10.222, C 9444, L 8644, F 77 44, K 1 7666 
13 5 5 A 92222, C 84444, K 1 76444, L 66664, 

H 66555 
13 6 4 A 822222, C 7 44444, D 664444, M 555544 
13 7 4 A 7222222, J 6444442, B 6333333, 

J 5544442, K 1 5444444 
13 8 4 A 62222222, J 54444222, J 53333322 
13 9 3 A 522222222, J 444422222, J 433332222 
13 10 2 A 4222222222, J 3333222222 
13 11 2 A 32222222222 
14 2 9 A 13.2, I 12.4, I 11.6, I 10.8 
14 3 8 A 12.22, C 11.44, L 10.64, K 1 984, K 1 966 
14 4 7 A 11.222, C 10.444, K 1 9644, L 8844, 

L8666 
14 5 6 A 10.2222, C 94444, L 86444, F 77444, 

N 76666 

Table I( continued): The separation vectors of all binary optimal 
LUEP codes of length less than or equal to 15. 
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n k d(n, k) separation vector 
14 6 5 A 922222, G 844444, E 764444, 

L 666644, J 665552 
14 7 4 A 8222222, G 7 444444, J 6644442, Q 6544444, 

M 5555444 
14 8 4 A 72222222, J 64444422, J 63333332, J 55444422 

K 1 54444444 
14 9 4 A 622222222, J 544442222, J 533333222 
14 10 3 A 5222222222, J 4444222222, J 4333322222 
14 11 2 A42222222222, J33332222222 
14 12 2 A322222222222 
15 2 10 A 14.2, I 13.4, I 12.6, I 11.8 
15 3 8 A 13.22, G 12.44, K 1 11.64, K 1 10.84, L 10.66, 

K2 994, K 1 988 
15 4 8 A 12.222, G 11.444, L 10.644, K 1 9844, K 1 9666 
15 5 7 A 11.2222, G 10.4444, K 1 96444, L 88444, 

L 86666 
15 6 6 A 10.22222, G 944444, L 864444, K2 77 4444, 

J 166662, K 1 766644, 0 765554 
15 7 5 A 9222222, G 8444444, P 7644444, L 6666444, 

J 6655522 
15 8 4 A 82222222, J 7 4444442, B 73333333, 

J 66444422, J 65444442 L 64444444, 
R 55554443, S 55544444 

15 9 4 A 722222222, J 644444222, J 633333322, 
J 554444222 K 1 544444444 

15 10 4 A 6222222222, J 5444422222, J 5333332222 
15 11 3 A 52222222222, J 44442222222, J 43333222222 
15 12 2 A422222222222, J 333322222222 
15 13 2 A3222222222222 

Table I( continued}: The separation vectors of all binary optimal 
L UEP codes of length less than or equal to 15. 

In [4] also a number of constructions of optimal LUEP codes and 
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methods for combining (LUEP) codes to obtain LUEP codes of 
larger length are given. 

IV. Cyclic UEP codes 

A. The separation vector of a cyclic UEP code 

A cyclic [n, k] code over GF(q) is the direct sum of a number 
of minimal ideals in the residue class ring GF(q)[x]f(xn 1) of 
polynomials in x over GF(q) modulo (xn 1) (cf. [7,Ch.8,Sec.3]). 

Theorem 16 [2]. For a cyclic code C that is the direct sum of v 
minimal ideals, an ordering Mil M2 , ••• , Mv of generator matrices 
of these minimal ideals exist such that 

G ·-.- (24) 

is an optimal generator matrix. 

Proof. For p E {1, ... ,n}, < C(p) >is a cyclic code. Hence 
< C(p) >is the direct sum of minimal ideals of GF(q)[x]/(xn-1). 
By applying Theorem 2a) we get the theorem. 

D 

The following corollaries are immediate consequences of Theorems 
2 and 16. 

Corollary 17. For a minimal ideal in GF(q)[x]f(xn 1) all com­
ponents of the separation vector are mutually equal. 

Corollary 18. For a cyclic code C with an optimal generator 
matrix G defined by formula (24) the ith and jth component of 
the separation vector 2. = 2.( G) are equal if the ith and jth row of 
G are in the same minimal ideal of GF(q)[x]f(xn- 1). 
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If the weight of the generator polynomial of a cyclic code C 
equals the minimum distance d of the code, then all components of 
the separation vector are mutually equal, sind C =< C(d) > (cf. 
Theorem 2). If this is not the case, we can compute the separation 
vector of a cyclic code by comparing the weight distributions of 
its cyclic subcodes. A number of separation vectors in Table II 
were computed in this way. 

Theorem 19. For i 1, 2 let .M; be a minimal ideal in 
GF(q)[x]J(xn- 1) with minimum distance d; and weight distri­

bution (A}i))i=o such that .M 1 =/= .M2 and d1 ~ d2; let (A;)i=o be 
the weight distribution of their direct sum .M 1 EB .M 2• Then the 
components of the separation vector of .M 1 EB .M 2 are all equal to 
the minimum distance d of .M 1 EB .M 2 if d < d2 or if d d2 and 
A~2) < Ad; they take two different values if d = d2 and A~2) Ad, 

namely d2 and min{i: A}2
) < A;}. 

Proof. If d < d2 or if d = d2 and A~2) < Ad then a sum of an 
element in .M 1 \ {Q} and one in .M 2 \ {Q} exists such that its weight 
equals d. For d = d2 and A~2) Ad, if A}2

) < A; then a sum of an 
element in .M 1 \ {Q} and one in .M 2 \ {Q} exists such that its weight 
equals j; if A}2

) = A; it does not. Combining these observations 
with Theorem 16 and Corollary 18 proves the theorem. 

D 

B. A majority decoding method for certain bi­
nary cyclic UEP code classes 

In this section we discuss certain classes of binary cyclic UEP 
codes which can be decoded by a majority decoding method. It 
is easy to implement this method and it is very useful whenever 
the number of independent votes on each message digit equals (or 
is not much less than) the separation component corresponding 
to that message position. For a cyclic [n, k] code, we number the 
message positions from 0 to k- 1, the code positions form 0 to 
n -1. 
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Unlike the usual definition [9,p.6] we define an orthogonal 
check set of size 6 on a code position j of a linear [n, k] code C 
to be 6 subsets BP), B~i), ... , Bij) of { 0, 1, ... , n 1} that satisfy 
the following three conditions, 

(25) 

6 

U (") B/ c {0,1, ... ,n 1}\{j}, (26) 
r=1 

c; = L cP for all fE C and all r E {1, ... ,6}. (27) 
pEB~j) 

We define the weight of a check B!il as the number of elements 
in B!i). We extend this definition of orthogonal check sets on 
code positions to orthogonal check sets on message positions. For 
a binary linear [n, k,2.] code C that uses an optimal generator 
matrix G for its encoding, we define an orthogonal check set of 
size 6 on a message position j to be 6 subsets nii), D~i), ... , D~i) of 
{0, 1, ... , n-1} and 6 linear functions ft, /2, ... , Is ofm0, mb ... , m;-1 
that satisfy the following three conditions, similar to {25)-(27), 

D~i) n D!i) 0 for r i= s, 

6 

U (') D / C { 0, 1, ... , n 1}, 
r=1 

m; L cP + fr(mo, mb ... , m;-1) 
pED~i) 

for all fE C and all r E {1, ... ,6}. 

(28) 

(29) 

{30) 

If we have an orthogonal check set of size 6; on message position 
j for j = 0, 1, ... , k 1 such that 60 ~ 61 ~ ... ~ 6"_ h then we 
perform the following decoding rule. 

• Whenever we receive a vector Y:,, we estimate the message 
digit m 1 for j = 0, 1, ... , k 1, starting with j = 0 and 
increasing j by 1 until j equals k - 1. We estimate m; by 
fn; which is defined as the majority of the votes 

L Up + fr(fno, fnt, ... , fni_t), r = 1, ... , 6;. {31) 
pED~i) 
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It is easily seen that this majority decoding method guarantees 
the correct estimation of the ith message digit (i.e., mj = mj), 
whenever the Hamming distance between the transmitted code­
word f = mG and the received word !! is less than or equal to 
l ( Oj - 1) /2 J. For Oj being even, an error in the i th message posi­
tion is detected whenever the error pattern has Hamming weight 
Oj/2. Hence, the ith component Sj of the separation vector of the 
code C satisfies Sj 2::: oi U = 0, 1, ... , k- 1). 

Now, we consider a special class of binary cyclic codes. Let 
p(x) and q(x) be two irreducible polynomials in GF(2)[x] with 
degrees respectively kp and kq and exponents respectively Tp and 
Tq such that Tp and Tq are relatively prime. Let Cp and Cq 
be respectively [Tp, kp] and !Tq, kq] codes with check polynomi­
als repectively p(x) and q(x). Furthermore let Cp have an or­
thogonal check set of size oP on any code position such that any 
check has the same even weight. These strong restrictions are suf­
ficient to build codes that have orthogonal check sets on their 
message positions of "large" size. Define C to be the binary 
cyclic In := TpTq, kp + kq] code with check polynomial p(x)q(x) 
and C* the binary cyclic !TpTq, kp + kq + 1] code with check poly­
nomial (x + 1)p(x)q(x). The following theorem provides a lower 
bound on the first kp components of the separation vectors §.. := 

§..((MJJM{)T) and§.." := §..((MJJMqTJMl)T) of respectively C and 
C", where MP, Mq, and M0 are generator matrices of the minimal 
ideals in GF(2)[x]j(xn + 1) with check polynomials respectively 
p( X), q (X), and (X + 1). 

Theorem 20. a) The separation vector§.. of the code C defined 
above satisfies 

if Cq is an even-weight code, 
for i = 0, 1, ... , kp - 1; 
otherwise, fori= 0, 1, ... , kP - 1. 

(32) 

b) The separation vector§.." of the code C" defined above satisfies 

(33) 
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Proof. a) Without loss of generality we consider the first mes-
sage digit m 0 • Let Gv and Gq [y0 jy1 j .. . JyT. - 1 ] be systematic 

-- q 

generator matrices of Cv respectively Cq. Without loss of gener-
ality the first column of Gv equals e0 := (1, 0, 0, ... , O)T. 

Since Cv has an orthogonal check set of size 8v on any code 
position such that any check has the same even weight, say 2w, 
we have 2w8p mutually different columns a~1), a~2), ... , a}2

w), i = 
1, ... , 8v of Gv such that - - --

a (ll + a(2J {2w) _ c . _ ~ _,_ _,_ ... + ~ - eo 1or ~ - 1, ... , up. (34) 

The matrix 
G ·- [ Gv Gv · · · Gv l 

.- Gq Gq Gq · · · Gq 
(35) 

is an optimal generator matrix of C. Since the greatest common 
divisor gcd(Tv, Tq) of Tv and Tq equals one, any pair (eTI~T)T, 
where e and ~ are columns of respectively Gv and Gq, occurs 
exactly once as a column of G. By combining this fact with formula 
(34), we get that for any i E {1, ... , 8v} and any i E {0, ... , Tq 1} 
the equality 

(36) 

holds, where the 2w8pTq columns occuring in the left-hand side 
(LHS) in (36) are mutually different columns of G. 

Equation (36) implies Tq8p orthogonal checks on the message 
digit m 0 • (In this case, the linear functions fr (r = 1, ... , Tq8p) in 
formula (30) are all equal to the zero mapping.) If Cq is an even­
weight code, mo = co + cTp c2Tp + · · · + C(Tq-l)Tp is an additional 
check for m0 , orthogonal to the Tq8p previous ones. 

b) Follows as in the proof of a). 

0 

If in addition Cq has an orthogonal check set of size 8q on any code 
position such that any check has the same even weight, then we 
have the following lower bound for~· 

Theorem 21. a) If wt((xTq + 1)/q(x)) is even and Tq8p 1 > 
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TP(h'q + 1), then the separation vector§. of the [TpTq, kp kq] code 
with check polynomial p(x)q(x) satisfies 

si ~ { Tqh'p + 1 for ~ = 0, ... , kp 1; (37) 
TP(h'q+1) for z=kp, ... ,kp+kq 1. 

b) If wt((xT'~ + 1)/q(x)) is odd and Tqh'p > Tp(h'q 1), then the sep­
aration vector§. of the [TpTq, kp + kq] code with check polynomial 
p(x)q(x) satisfies 

> { Tqh'p for i 0, ... , kp - 1; 
Si - Tp(h'q + 1) for i = kp, ... , kp + kq - 1. 

(38) 

Proof. a) Fori = 0, ... , kp 1, (37) was shown in Theorem 20. 
Without loss of generality we consider the message digit mk,· For 
j = 0, 1, . .. , Tp - 1, mk, equals 

k,-1 

mk, = ciTq + L miGi,iTq, 
i=O 

(39) 

where G is the matrix of (35). If an error pattern of weight less 
than or equal to l Tp( Oq 1) /2 J occurs, then the message digits 
m 0 , ••• , mk,-1 are correctly decodable, since Tqh'p + 1 > 
Tp(h'q 1). If we fill in these values of m0, ••• , mk,-1 in (39), 
then the Tp(h'q + 1) checks on mk, obtained from (36) and {39) 
are mutually orthogonal (i.e., satisfy formulas (28)-(30)). Hence 
sk, ~ Tp(h'q + 1). 
b) Follows as in a). 

D 

Example 1. Take p(x) := x3 + x+ 1, q(x) := x4 + x3 + x2 x + 1. 
Tp = 7, Tq = 5. The [7,3] code Cp with check polynomial p(x) 
has an orthogonal check set of size h'p 3 on any code position, 
where all checks have weight 2 (for example, for the 0-position we 
have the checks {1, 5}, {2, 3}, and { 4, 6} ). The [5,4] code Cq with 
check polynomial q(x) has an orthogonal check set of size Oq = 1 
on any code position, where the check has weight 4 (for example, 
for the 0-position we have the check {1, 2, 3, 4}). By Theorem 21 
the [35,7] code C with check polynomial p(x)q(x) has a separation 
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vector~ which satisfies~;::: (16, 16, 16, 14, 14, 14, 14). 

pabcdefpghifjkpelbkmnpjchnaopmhlogd 

111 . 1 .. 111. 1 .. 111 . 1 .. 111 . 1 .. 111. 1 .. 
. 111 .1 .. 111. 1 .. 111. 1 .. 111.1 .. 111. 1 . 
.. 111.1 .. 111.1 .. 111.1 .. 111.1 .. 111.1 
11 ... 11 ... 11 ... 11 ... 11 ... 11 ... 11 ... 
. 11 ... 11 ... 11 ... 11 ... 11 ... 11 ... 11 .. 
. . 11 ... 11 ... 11 ... 11 ... 11 ... 11 ... 11 . 
.. . 11 ... 11 ... 11 ... 11 ... 11 ... 11 ... 11 

ABCD EFAB DGEF BCDG FABC GEFA CDGE 

Figure 1: Generator matrix of the [35, 7} code wa'th check polyno­
mial {x3 x + 1)(x4 + x 3 + x 2 + x + 1). 

Figure 1 shows an optimal generator matrix for C (points (.) 
should be read as zeros (0)), together with two rows of characters, 
corresponding with the orthogonal checks on m 0 and m 3 given be­
low. Note that, we did not take G11 and Gq to be systematic as 
we did in the proof of Theorem 20, because this is not necessary, 
but only convenient for the proof of Theorem 20. The generator 
matrix in Figure 1 directly shows that C11 and Cq are cyclic codes. 
The message bit m 0 is equal to the following sixteen orthogonal 
checks: 

a: cl + c26 f: c6 + cu k: C13 + Cts 

b : c2 + c17 g : Cg + Cgg l : Ct6 + Cgl 

c : Cg + C23 h: Cg + c24 m: Ctg + c29 

d: c4 + C34 t : ClQ + ego n: c2o + C25 

e : cs Cts J : C12 + c22 0: c21 + Cg2 

p: co c7 + c14 + c21 + c2s· 

The message bit m3 is equal to the following fourteen orthogonal 
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checks: 

A: cl + ca + Czz + Czg co mo 

B: Cz Cg + c16 + Cz3 Cs ml 

C: ca C17 + c24 + ca1 c1o ml + mz 
D: C4 cu + c1a + Caz C15 mo ml 

E: C6 c1a + Cz7 + C34 c2o m2 

F: C7 + C14 C21 + C28 Czs + mo + mz 
G: c12 CI9 Cz6 + C33 cao mo + m1 + mz. 

Actually the separation vector of C equals (16,16,16,14,14,14,14), 
as one can easily check. 

The [35,8] code C* with check polynomial (x 1)p(x)q(x) 
has a separation vector equal to (15,15,15,7,7,7,7,7). For C*, 
a, b, c, ... , o are fifteen orthogonal checks for m 0 ; A, B, C, ... , G 
are seven orthogonal checks for m 3. For the message bit m7 we 
have the following seven checks: 

co + C7 + C14 c21 + Cza + mo 

cl + ca + C15 Czz + Czg + mo + ml 

Cz + Cg + C!6 Cza + Cao + mo ml + mz 
ca + ClQ + C17 c24 ca1 + ml + mz 
C4 + cu c1a Czs Caz + mo + mz 
cs + c12 + C19 Cz6 cas + ml 

c6 + c13 + Czo Cz7 C34 + mz 

We can extend Theorem 20 to codes with a check polynomial that 
is a product of more than two irreducible polynomials in GF(2) [x]. 

Theorem 22. Fori 1, ... , v let p1(x) be an irreducible polyno­
mial in GF(2)[x] of degree ki and exponent Ti such that 
gcd(T1, T;) = 1 for all i,;', i J·, and let the [T1, k1] binary code 
with check polynomial p1(x) have an orthogonal check set of size 
81 such that all checks have the same even weight. Then the code 
C of length n = Tir=l T1 and dimension I.:r=l k1 with check poly­
nomial Tir=l Pi(x) has separation vector§. that satisfies 

s · > nli·/T.· :J - ' • 

fori= 1, ... , v and;'= (I.:~:\ k~,~), ... , (I.:~=l ku - 1). 

Proof. Analogous to Theorem 20. 

(40) 
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D 

In many cases we can do much better than formula (40) by 
adding other checks, e.g. checks like the ones in formula (39). 
This will be shown in the next example. 

Example 2. Take p(x) := x3 + x + 1, q(x) := x2 + x 1, and 
r(x) := x 4 + x 3 + x 2 + x + 1. Tp = 7, Tq = 3, Tr 5. Let C 
be the [105,9] code with check polynomial p(x)q(x)r(x). C has 
an optimal generator matrix G := [M{IM[IM,!]T, where Mp, Mq 
and Mr are repetitions of respectively 

[ 
1110100 l [ 110 l P = 0111010 , Q = 

011 
, R 

0011101 I 
11000 
01100 
00110 
00011 

The [7,3] code with generator matrix P has three orthogonal 
checks {1, 5}, {2, 3}, and { 4, 6} of weight 2 on code position 0. 
The [3,2] code with generator matrix Q has one check {1, 2} of 
weight 2 on code position 0. the [5,4] code with generator ma­
trix R has one check {1, 2, 3, 4} of weight 4 on code position 0. 
Hence Op = 3, Oq 1, and Or = 1. Any vector (~TilLTI~Tf, where 
~' y and ~ are columns of respectively P, Q, and R, occurs ex­
actly once as a column of G. Now for any i E {0, ... , Tq- 1} and 
j E {0, ... ,Tr 1} we have 

[ ~:: l [ ~:: l = [ ~:: l + [ ~:: l = [ ~:: l + [ ~:: l I ~ 
R., R., R., R*, R*, R*, 

0 

(41) 
This implies TqTr8p = 45 orthogonal checks on m0 • These checks 
do not contain the fifteen code digits {ci : j = 0 mod 7}, which 
corresponds to the columns of G given in Figure 2. 
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0 21 42 63 84 35 56 77 98 14 70 91 7 28 49 
111111111111111 

1 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 1 

1 1 1 1 1 1 
1 1 1 1 1 1 

1 1 1 1 1 1 
1 1 1 1 1 1 

a a a b c c c c a b b b b c a 

37 

Figure 2: Columns G.; of G where j 0 mod 7. The first row 
gives the column numbers. 

From Figure 2 it is easy to see that 

a: co + c21 + C42 + 
b : cr + c14 + cas 
c : c2s + css + csa 

C49 + Cgg 

cro + c91 

C77 + Cg4 

are three additional orthogonal checks on m0 , which are orthogo­
nal to the 45 checks implied by formula (41). Hence we have 48 
orthogonal checks on m 0 • Analogously we can find 48 orthogonal 
checks on m1 and m 2• 

For any i E {0, ... , Tp -1} and any j E {0, ... , Tr -1} we have 

[ 
P,.i l [ P.i l Q.~ Q,.~ = e3 := (0,0,0,1,0,0,0,0,0f. 
R., R,.1 

(42) 

This implies TpT/5q 35 orthogonal checks on m3 • These checks 
do not contain the code digits {ci : j 0 mod 3}, which corre­
spond to the columns of G given in Figure 3. 
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0 21 42 63 84 15 36 57 78 00 30 51 72 03 0 45 66 87 3 24 60 81 102 18 30 75 06 12 33 54 00 6 27 48 69 

111111 
1 

1111111 

1 1 
1 

1111111 
1111111 

1 1 1 1 1 
1111111 

1 1 1 1 1 
1 1 1 1 
1 1 1 

11111111111 

1 1 
1 

1 1 1 1 
1 1 1 

1 1 
1 1 1 

1 1 1 1 1 

1 1 1 1 
1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

abcddeo./g/cdbo.o.bcefgge d bbdfa••fgg 

Figure 3: Columns G*i of G where j 0 mod 3. 

From Figure 3 it is easy to see that 

a: co + Cg + cu + Cs6 + Cgs 

b : C18 c21 + Csg C45 C72 

c : Cso C42 + C4g C66 + Cag 

d: Cs1 + cas C75 + Cg4 + c102 

e : C1s + Css cs4 + Cgl Cg7 

/: cs + cs1 + Cgo + Cg6 Cgg 

g: ca C24 + C27 Cao C7g 

are seven additional checks on m 3 , which are orthogonal to the 
35 checks implied by formula (42). Hence we have 42 orthogonal 
checks on m3 • Analogously we can find 42 checks on m 4• 

For any i E { 0, ... , Tp- 1} and any j E {0, ... , Tq -1} we have 

1 1 

Q.; + Q.; + Q.; = es := (O,O,O,O,O,l,O,O,O)T. [ 
P., l [ p*' l [ P., l 
R.2 R.3 R.4 

( 43) 
This implies TpTq8,. 21 orthogonal checks on m5 • These checks 
do not contain the 21 code digits { c; : j = 0 mod 5}. Since 

4 

c; L m 1G1;, 

i=O 

for j E {0, 5, 10, ... , 100} build 21 additional checks on m 5 ( cf. 
the proof of Theorem 21). Hence we have 42 orthogonal checks 
on m 5 • Analogously we can find 42 checks on m 6, m7 , and m 8 • 

We have shown that the [105,9] code with check polynomial 
(x 3 +x 1)(x2 +x l)(x4 +x3 x2 +x+ 1) has a separation vector 
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of at least ( 48,48,48,42,42,42,42,42,42). Actually equality holds, 
as one can easily check. So we have derived a majority decoding 
scheme for the code that reaches the actual separation vector. 

For a binary cyclic code whose check polynomial is the product 
of (x + 1) and two primitive polynomials we have the following 
theorem. 

Theorem 23. For the primitive polynomials p(x), q(x) E GF(2)[x] 
of degrees respectively kP and kq such that kP > kq and 
gcd(kp,kq) = 1, the binary cyclic [(2k" 1)(2kq- 1),kp + kq + 1] 
code with check polynomial (x + 1)p(x)q(x) has separation vector 
§. that satisfies 

{ 
(2kq - 1)(2kv-1 1) fori= 0, ... , kP- 1, ( 

44
) 

s; = (2kv - 1)(2kq-1 - 1) fori kp, ... , kp + kq. 

Proof. The [2kv 1, kp] cyclic code Cp with primitive check poly­
nomial p( x) of degree kp is a simplex code (also called a maximal­
length feedback shift register code (cf. [7,p.31])), i.e., all elements 
of GF(2)k"\{O} occur as columns in a generator matrix of Cp)· 
Hence we have an orthogonal check set of size lip := (2kv- 1 - 1) 
on any code position, where all weights of the checks equal 2. 
The same holds for the [2kq - 1, kq] code Cq with primitive check 
polynomial q(x); liq := (2kq- 1 1). Since gcd(kp, kq) = 1, we may 
apply Theorem 20b) to the first kp message bits as well as to the 
message bits mk,, ... , mk,+kq-1· 

Furthermore 
n-1 

wt((xn + 1)/p(x) + L x') = (2k9 - 1)(2k,-l- 1) 
i=O 

and 
n-1 

wt((xn + 1)/q(x) + L x') 
i=O 

where n (2k,- 1)(2kq- 1). 
These observations imply ( 44) for i = 0, 1, ... , kp kq - 1. 

From the observations above it also follows that 
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D 

Dyn'kin and Togonidze [3] mentioned Theorem 23 without a proof. 

Example 3. Take kp = 3, kq = 2, p(x) = x3 + x + 1, q(x) 
x 2 x 1. 

G ·-.-

111.1 .. 111.1 .. 111.1 .. 
. 111.1. .111.1. .111.1. 
.. 111.1. .111.1. .111.1 
11.11.11.11.11.11.11 . 
. 11.11.11.11.11.11.11 
111111111111111111111 

is an optimal generator matrix for the [21,6] cyclic code C with 
check polynomial (x+ 1)p(x)q(x). §.(G) (9,9,9, 7, 7, 7). m0 ,m3 , 

and ms have the following checks: 

mo cl + C}g c2 CI7 C3 + Cg 

C4 + CI3 cs Cg C6 + CIS 

ClQ Ct6 cu c2o cl2 cis, 

CI + Cg c2 + ci6 C4 cu 

cs + CI9 C7 + CI4 ClQ + CI7 

ci3 + c2o, 

ms co + CI + C2 + mo m2 

C3 C4 + cs + mo 

c6 C7 + Cg mi + m2 

Cg + ClQ + cu + m2 

Cl2 C13 + Cl4 + mo + m1 m2 

cis ci6 + CI7 mi 

cia Cig + c2o mo + mi. 

The generator matrix G' for this code, whose rows are the cyclic 
shifts of the generator polynomial, has separation vector §.( G') = 

(7, 7, 7, 7, 7, 7). A binary [21,6] code has a minimum distance of 
at most 8 ( cf. [5]). 

IPR2018-1557 
HTC EX1010, Page 52



Cyclic UEP codes 41 

We can also extend Theorem 23 to the following theorem. The 
proof is analogous to that of Theorem 23. 

Theorem 24. For the primitive polynomials Pi(x) E GF(2)[x], 
i = 1, ... , v of degrees respectively ki, i = 1, ... , v such that k1 > 
k2 > ... > kv and gcd(ki,ki) I for all i,j,i =/= j, the binary 
cyclic 

tJ 

I), I+ LkiJ 
i=l i=1 

code with check polynomial 

tJ 

(x I) II Pi(x) 
i=1 

has a separation vector§. which satisfies 

tJ 

s, (2k;-1 -I) II (2k,. - I)/(2k; I) 
u=1 

r . - '\'i-1 k '\'i k I d . 
IOf t - L..tu=1 tH ••• 'L..tu=1 u - an J 

v-1 

I, ... , v, and 

Si = (2ku-1 1) II (2ku -I) 
u=1 

(45) 

(46) 

Table II contains the parameters of all binary cyclic UEP codes 
of length less than or equal to 39. In this table, the exponents 
i,j, k, ... of a primitve nth root of unity a are given for each 
code of length n such that a', ai, ak, ... are nonzeros of the code. 
For example, the first row of the table denotes a binary cyclic 
[15,7,(5,5,3,3,3,3,3)] code with nonzeros {a' ; i E C5 U Co U C3}, 

where ci (i 5, 0, 3) denotes the cyclotomic coset modulo I5 
containing i. The order of the nonzeros corresponds to the or­
der of the components in the separation vector, i.e., if the order 
of the nonzeros is i, j, k, .. . , then the separation vector equals 
2.((M{IMJ1Mll· . . )),where Mt (t = i,j, k, .. . ) denotes a genera­
tor matrix of the minimal ideal in GF(2)[x]j(xn + 1) with nonze-
ros {a11 : y E Ct}· In the above example .Q.((M[IMfiMJ)) 
(5,5,3,3,3,3,3). 
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The last column of the table contains the minimum length or 
a bound on the minimum length of a binary linear code with a 
separation vector of at least the one of the corresponding cyclic 
code. The separation components (and the corresponding nonze-
ros) larger than the minimum distance of the code are underlined. 

length dim. nonzeros separation vector§. n(£) 
15 7 §.,0,3 5,5,3,3,3,3,3 14 

9 1,0,3 4,4,4,4,3,3,3,3,3 14 
9 Q,1,7 §.,4,4,4,4,4,4,4,4 15 

11 Q,1,5,7 §.,2,2,2,2,2,2,2,2,2,2 15 
13 Q,1,3,7 ~,2,2,2,2,2,2,2,2,2,2,2,2 15 

21 6 ~,0, 7 9,9,9,7,7,7 2:: 20 
7 Q,1 2,8,8,8,8,8,8 21 
8 ']_,3,9 8,8,6,6,6,6,6,6 20 
9 ']_,0,3,9 7,7,3,3,3,3,3,3,3 18 
9 Q,1,7 ']_,6,6,6,6,6,6,6,6 19 

10 Q,1,9 2,4,4,4,4,4,4,4,4,4 20 
11 ']_, 1, 9 6,6,4,4,4,4,4,4,4,4,4 19 
12 ~' 1, 9 6,6,6,4,4,4,4,4,4,4,4,4 2:: 20 
12 ']_,0, 1,3 6,6,5,5,5,5,5,5,5,5,5,5 21 
13 Q,1,5 1,4,4,4,4,4,4,4,4,4,4,4,4 21 
13 1,0,3,9 4,4,4,4,4,4,3,3,3,3,3,3,3 2:: 18 
15 Q,1,5,7 ']_,2,2,2,2,2,2,2,2,2,2,2,2,2,2 21 
17 ~,1,5,7 4,4,4,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2 21 
18 0,3,1,5,7 3,3,3,3,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2 21 
19 Q, 1, 3, 5, 9 ~,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2 21 

25 21 Q, 1 §.,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 
2,2,2,2,2,2 25 

Table II: All binary cyclic UEP codes of length less than or equal 
to 99. 
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length dim. nonzeros separation vector §. n(§.) 
27 7 Q,3 j!,6,6,6,6,6,6 19 

19 Q, 1 ~,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2 27 
20 ~' 1 6,6,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2 27 
21 0,9,1 3,3,3,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2 24 
25 Q,1,3 a,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2,2,2,2,2 27 

31 16 Q,1,3,15 ~,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6 ~ 29 

33 12 11,3 12,12,6,6,6,6,6,6,6,6,6,6 ~ 29 
13 Q, 1, 11 11,10,10,10,10,10,10,10,10,10, 

10,10,10 ~ 32 
13 11,0,3 11,11,3,3,3,3,3,3,3,3,3,3,3 > 28 
21 Q,1,5 11,4,4,4,4,4,4,4,4,4,4,4,4,4,4, 

4,4,4,4,4,4 ~ 32 
23 Q,1,5,11 11,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2,2,2 33 
23 1,11,0,3 5,5,5,5,5,5,5,5,5,5,5,5,3,3,3 

3,3,3,3,3,3,3,3 ~ 32 
31 Q,1,3,5 a,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2 33 

35 7 §_, 7 16,16,16,14,14,14,14 ~ 34 
8 §_,0,7 15,15,15, 7,7,7,7,7 ~ 32 

11 7_,0,5,15 7,7,7,7,5,5,5,5,5,5,5 22 
13 Q, 1 15,8,8,8,8,8,8,8,8,8,8,8,8 ~ 33 
15 §_, 1 12,12,12,8,8,8,8,8,8,8,8,8,8, 

8,8 > 33 

Table II (continued): All binary cyclic UEP codes of length less 
than or equal to 39. 
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length dim. nonzeros separation vector§. n(§.) 
35 16 Q,1,15 15,4,4,4,4,4,4,4,4,4,4,4,4,4, 

4,4 2:: 32 
17 Q,1,7 1,6,6,6,6,6,6,6,6,6,6,6,6,6,6, 

6,6 2:: 28 
18 2.,1,15 8,8,8,4,4,4,4,4,4,4,4,4,4,4,4, 

4,4,4 2:: 29 
19 0,5,1,15 5,5,5,5,4,4,4,4,4,4,4,4,4,4,4, 

4,4,4,4 2:: 26 
19 Q.,1,7 8,8,8,6,6,6,6,6,6,6,6,6,6,6,6, 

6,6,6,6 2:: 30 
19 1,1,15 6,6,6,6,4,4,4,4,4,4,4,4,4,4,4, 

4,4,4,4 2:: 27 
20 0,5,7,1 7,7,7,7,7,7,7,7,6,6,6,6,6,6,6, 

6,6,6,6,6 2:: 31 
22 5, 7,1,15 6,6,6,6,6,6,6,4,4,4,4,4,4,4,4, 

4,4,4,4,4,4,4 2:: 31 
25 Q,1,3 1,4,4,4,4,4,4,4,4,4,4,4,4,4,4, 

4,4,4,4,4,4,4,4,4,4 2:: 33 
28 Q,1,3,5 Q.,4,4,4,4,4,4,4,4,4,4,4,4,4,4, 

4,4,4,4,4,4,4,4,4,4,4,4,4 35 
29 Q,1,3,7 1,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2,2,2,2,2,2,2,2,2 35 
31 Q,1,3,5,15 Q.,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2 35 
31 2_,1,3, 7 4,4,4,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2 35 
32 0,5,1,3,7 3,3,3,3,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 35 

Table II ( cont,·nued): All binary cyclic UEP codes of length less 
than or equal to 39. 
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length dim. nonzeros separation vector §. n(§.) 

39 13 Q.,1 15,12,12,12,12,12,12,12,12,12, 
12,12,12 ~ 37 

14 13,3 14,14,6,6,6,6,6,6,6,6,6,6,6,6 ~ 35 
15 Q.,1,13 13,10,10,10,10,10,10,10,10,10, 

10,10,10,10,10 ~ 36 
15 13,0,3 13,13,3,3,3,3,3,3,3,3,3,3,3,3,3 ~ 33 
25 1,0,3 6,6,6,6,6,6,6,6,6,6,6,6,3,3,3 

3,3,3,3,3,3,3,3,3,3 ~ 35 
25 Q.,1,7 13,4,4,4,4,4,4,4,4,4,4,4,4,4,4, 

4,4,4,4,4,4,4,4,4,4 39 
27 1,13,0,3 6,6,6,6,6,6,6,6,6,6,6,6,6,6, 

3,3,3,3,3,3,3,3,3,3,3,3,3 ~ 37 
27 Q.,1,7,13 12,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2,2,2,2,2,2,2 39 
37 Q.,1,3,7 ~,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2 
2,2,2,2,2,2,2 39 

Table II (continued): All binary cyclic UEP codes of length less 
than or equal to 99. 
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1.2 

Linear unequal error protection codes 
from shorter codes 

Wil J. van Gils 

Abstract 

The methods for combining codes, such as the direct sum, di­
rect product, and lulu+ vi constructions, concatenation, etc., are 
extended to linear unequal error protection codes. 
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I. Introduction 

Consider a linear code G over the Galois field GF(q) to be used 
on a q-ary symmetric channel. Input message words mE GF(q)k 
are encoded into codewords ~ = mG E GF(q)"' , where G, k, and 
n denote a generator matrix, the dimension, and the length of the 
linear code, respectively. 

In many applications it is necessary to provide different protec­
tion levels for different components m1 of the input message word 
m.. For example, in transmitting numerical data, errors in the 
high-order digits are more serious than are errors in the low-order 
digits, and therefore high-order digits should have more protection 
than low-order digits. A suitable measure for these protection lev­
els on separate positions in input message words is the separation 
vector [3]. 

Definition. For a linear [n, k] code Gover the alphabet GF(q), 
the separation vector §.(G) = (s(G)t, s( G)2, ... , s(G)k) with re­
spect to a generator matrix G of G, is defined by 

s(G), := min{wt(mG) I mE GF(q)k,mi i= 0}, i = 1, ... ,k, 

where wt(.) denotes the Hamming weight function. 

This separation vector §.(G) guarantees the correct interpretation 
of the ith message digit whenever nearest neighbour decoding [8,p. 
H] is applied and no more than (s(G), 1)/2 errors have occurred 
in the transmitted codeword [3]. A linear code that has a gener­
ator matrix G such that the components of the corresponding 
separation vector 2.( G) are not mutually equal is called a linear 
unequal error protection (LUEP) code [3]. 

For our convenience we define the following ordering function. 
For a vector;£ E Nk , the ordered version, ord(;£), of;£ is the vector 
resulting from ordering the components of ;£ in non-increasing 
order, i.e. {x,li = 1, ... , k} { ord({f.)ili 1, ... , k} and ord(;£)i ;?: 
ord(;£)i+l fori= 1, .. ,k-1 (N denotes the set of natural numbers). 

Any L UEP code G has a so-called optimal generator matrix 
G*. That is, the ordered version of the separation vector 2.( G*) of 
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Q+ is componentwise larger than or equal to the ordered version 
of the separation vector 2,(G) of any generator matrix G of C [3], 
denoted by ord(2.(G")) 2: ord(2.(G)). The vector§. ord(§.(G*)) 
is called the separation vector of the linear code C. We use the 
notation [n, k, 2.] for C. 

For any prime power q, k E N, and 2. E Nk we define nq(2.) to 
be the length of the shortest linear code over GF(q) of dimension 
k with a separation vector of at least 2. [5,6]. A linear [nq(§.), k, 2.] 
code over G F( q) is called optimal if a linear [ nq (2.), k, t] code over 
GF(q) with t 2: §.,t =/;§.does not exist [5,6]. In [5,6] a number 
of bounds on the function nq (2.) are derived and a nearly com­
plete list of all separation vectors of binary optimal LUEP codes 
of length less than 16 is given. In this paper we give a number of 
constructions of LUEP codes of longer length, which often yield 
optimal L UEP codes. 

II. Combining codes to obtain LUEP codes 
of longer length 

In this section we apply methods for combining codes to L UEP 
codes. Earlier constructions and/ or construction methods were 
given in [1,2,3,7,13]. 

Construction 1. Let G1 be an optimal generator matrix of an 
[n,k,§. 2.(GI)] code 0 1 over GF(q) such that Si::; n(q 1)/q 
for all i = 1, ... ,k. FormE Nand j = 0,1, ... ,qm -1 define Ai 
to be an m-by-n matrix whose columns are all equal to the q-ary 
representation of j, i.e. I::=1 (Ai)uvQu- 1 j for all v 1, ... ,n. 
Then the ( m + k) by nqm matrix 

G
2 

= [ Ao A1 · · · Aqm-1 ] 
G1 G1 · · · G1 

is a generator matrix of an [ nqm, m + k, ( n( q- 1 )qm- 11, qm 2.)] code 
0 2 over GF(q), where 1 denotes the all-one vector of length m. If 
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0 1 is an optimal LUEP code, so is 0 2• 

Proof. Using that Si :$ n(q 1)/q for all i = 1, ... ,k, it is easy 
to show that the parameters of the code 0 2 are those given above. 
Suppose 0 1 is optimal. Then by using m applications of formula 
(21) from Corollary 14 in [6] the length of a (k + m)-dimensional 
code over GF(q) with separation vector (n(q-1)qm- 1l,qm2) is at 
least n(qm -1) + nq(s1 , s2, ... , sk) nqm and similarly the length 
of a code with separation vector larger than (n(q- 1)qm-ll, qm§.) 
is at least nqm + 1 (by~ is larger than y we mean that~ 2:: y and 
xi> Yi for at least one index i). Hence-02 is optimal. -

D 

Example 1. If in Construction 1 we take m = 1 and for G1 a 
generator matrix of a binary [2t-1, 2t-t-1, (3, 3, ... , 3)] Hamming 
code, then G2 is a generator matrix of an optimal [2t+1 2, 
2t- t, (2t 1, 6, 6, ... , 6)] binary L UEP code. 

Construction 2 (the direct sum construction [10]). If for i = 
a, b, Oi is a linear [ ni, ki, si] code, then the direct sum {( Ca, £!!.)I Ca E 

Oa,cb E Ob} is a linear [na + nb,ka + kb,ord((§.a,§.b))] code. 

Construction 3A (the lulu+ vi construction [9,11]). If for i = 
a, b, Oi is a linear [n, ki, si] code with an optimal generator matrix 
Gi such that si := .§.(Gi) = ord(§.(Gi)), then 

G:=[~] (1) 

is a generator matrix of a linear [2n, ka kb] code 0 where 
§. := §.(G) satisfies 

s; 2:: min {2sj, max{sj,s~J }, for j 1, ... ,ka, 

Ska+i = s~, for j 1, ... , kb. (2) 

Proof. Forma E GF(q)ka,mb E GF(q)kb,m. := (ma,mb) we 
have that wt(mG) = wt(maGa) wt(maGa + mbGb)· Hence for 
j 1, ... , ka it holds that if mj # 0, mb Q then wt(mG) 2:: 2sj; 
if mj =/- 0, Q then wt(mG) 2:: wt(maGa) 2:: sj and 

wt(mG) 2:: wt(maGa) wt(mbGb) wt(maGa) 
= wt(mbGb) 2:: st, 
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since s1
6 

is the minimum distance of the code Gb. This proves the 
first inequality in formula (2). The derivation of the second part 
of formula (2) is similar. 

Example 2:. If, in the previous construction method, Ga is a 
binary [13,12] even weight code and Gb is a binary linear [13,6, 
(5,5,5,5,4,4)] code [5,6], then s(G); ~ 4 for j 1, ... , 12, s(G); 
5 for j = 13,14,15,16, and s(G); = 4 for j 17,18 by formula 
(2). Actually, G is a [26,18,(5,5,5,5,4,4,4, ... ,4)] LUEP code. 
This code is nearly optimal or optimal, since the length of an 
eighteen-dimensional binary code with a separation vector of at 
least (5, 5, 5, 5, 4, 4, 4, ... , 4) can be shown to be at least 25 (by 
[6,Cor.14]). 

Construction 3B (the lulu+ vlparity(u)l construction [12]): If 
q = 2 then by adding the sum of the first n columns of the gen­
erator matrix G in formula (1) to this matrix G, we obtain a 
generator matrix G' of a [2n + 1, ka + kb] code with separation 
vee tor §. := §.( G') satisfying 

s;~min{sj+2fsj/2l, max{2fsj/2l,st}}, forj=1, ... ,ka, 

sk,.+i s~ for j 1, ... , kb, 

(f x l denotes the smallest integer larger than or equal to x). 

Example 3. Let Ga be the trivial [9,9] binary code and Gb be 
a binary [9,5,( 4,3,3,3,3)] LUEP code (cf. [6,Table I]). Then Con­
struction 3B yields a [19,14,(4,3,3, ... ,3)] code. Note that for 
a binary linear [19,14] code, the minimum distance is at most 3, 
and for a binary linear code of length 19 and minimum distance 
3, the dimension is at most 14. 

For completeness, we include the direct product construction[3]. 

Construction 4 (the direct product construction[3]). By tak­
ing the direct product [8,Ch. 18, Sec. 2] of a linear [na, ka] code 
with optimal generator matrix Ga and a linear [nb,kb] code with 
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optimal generator matrix Gb, both over the same field, we obtain 
a linear [nanb, kakb] code with optimal generator matrix Ga * Gb 
and separation vector ord(.!i(Ga)*.!i(Gb)), where* denotes the Kro­
necker product. 

Proof. Cf. [3,Ths. 3,8]. 

D 

Construction 5 ( concatenation[4]). Let C be a linear [N, K, S = 
(S~, ... , Sx )] code over GF(qk) with an optimal generator matrix 
G0 , and let D be a linear [n,k,d] code over GF(q) with minimum 
distance d and generator matrix G D· The encoding procedure of 
the concatenation of these codes is as follows. 

( 
(1) (1) I I (K) (K)) Let m m1 , .•• , mk ...... m1 , ••• , mk be a Kk-tuple 

over GF(q). This Kk-tuple is equivalent to a K-tuple M 
(M(1), ... , M(K)) over GF(qk), which is encoded into 

(A(1l, ... ,A(N)) := (M(1l, ... ,M(Kl)G0 • 

Now we regard each A(i) as a k-tuple (a~il, ..• ,a~i)) over GF(q) 
and encode it into 

(ciil, ... ,c~)) := (alil, ... ,ali))Gn (i = 1, ... ,N). 

If m is a q-ary Kk-tuple such that m~i) =/= 0 , then M(j) =/= 0 
and hence, A= MG0 satisfies wt(A) ;:::: 8,-, which in turn implies 
that wt(~) ;:::: Sid. Hence, we have shown the following theorem. 

Theorem. The concatenation of a linear [N, K, S (81 , ••• , Sx)] 
outer code over GF(qk) and a linear [n, k,d] inner code over GF(q) 
is a linear [Nn, Kk,§.] code over GF(q), where 

S(j-1)k+i ;:::: dSj 

for i 1, ... , k and j 1, ... , K. 

(3) 

Example 4. Let a be a primitive element of GF(4). The con­
catenation of the optimal [7 ,3,(5,4,4)] LUEP code over GF( 4) with 
generator matrix 

1 1 l a 2 0 
a 0 
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and the binary [3,2,2] even-weight code is a linear [21,6, 
(10,10,8,8,8,8)] binary LUEP code. The maximal minimum dis­
tance of a linear [21,6] binary code equals 8 [8,p. 676]. 

Example 5. Let a be a primitive element of GF(8). The con­
catenation of the optimal [10,2,(9,8)] LUEP code over GF(8) with 
generator matrix 

and the [7,3,4] simplex code [8,p. 31.] over GF(2) is an optimal 
[70,6,(36,36,36,32,32,32)] binary LUEP code. 
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Appendix 

Construction of binary LUEP codes 
of length less than or equal to 15 

Wil J. van Gils 

Abstract 

This appendix gives constructions of codes whose parameters are 
given in Table I of Section 1.1. This table provides the separation 
vectors of all optimal binary L UEP codes of length less than or 
equal to 15. 
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This appendix gives constructions of codes whose parameters 
are given in Table I of Section 1.1. This table provides the sep­
aration vectors of all optimal binary LUEP codes of length less 
than or equal to 15. In the table, n denotes the length of the 
code, k denotes the dimension, and d( n, k) denotes the maximal 
minimum distance of a binary code of length n and dimension 
k. The brackets and commas commonly appearing in separation 
vectors have been deleted. Only in the cases where a component 
of a separation vector is larger than 9, it is followed by a point 
(.). Examples of codes having the parameters given in Table I 
are constructed below. The bounds in Section 1.1 can be used to 
show that certain LUEP codes are optimal. They are also useful 
in showing that Table I is complete. In cases where these bounds 
did not work, methods of exhaustive search were used to show 
that codes with certain parameters do not exist. In this appendix 
we frequently use two results of Section 1.1. Hence we repeat 
these results in the following two theorems. 

Theorem 1 [Section 1.1,Theorem 12]. For any k E N and non­
increasing 2. E Nk we have that 

holds for any i E {1, ... , k}, where 

for j < i 
for j > i, 

(where l x J denotes the largest integer smaller than or equal to x, 
and r X l denotes the smallest integer larger than or equal to X). 

Theorem 2 [Section 1.1,Corollary 14]. For any k E N and any 
nonincreasing 2. E Nk, the function n(2.) satisfies the following 
inequalities, 
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Construction A. For n, k E N, n ~ k + 1, the k by n matrix 

1 1111 ...... 111 
1 

h 1 (1) 
ok-1,n-k-1 

1 

is a generator matrix of an optimal binary [n, k, ( n-k+ 1, 2, 2, ... , 2)] 
code (I" denotes the identity matrix of order k, Ok- 1,n-k-1 denotes 
the all-zero (k- 1)-by-(n k 1) matrix). 

Proof. It is easy to check that the parameters of the code are cor­
rect. Furthermore by Theorem 2b the length of a k-dimensional 
binary code with separation vector (n k+ 1, 2, 2, ... , 2) is at least 
n , and with separation vector larger than (n- k 1, 2, 2, ... , 2) is 
at least n + 1 (by §. > 1 (2. larger than 1) we mean §. ~ 1, §. =f. t). 

D 

Construction B. Fork E N,k ~ 4, the k-by-(2k -1) matrix 

00 ... 0 11. .. 1 0 

1 
1 (2) 

Ik-1 Ik-1 

1 

is a genera tor matrix of an optimal binary [ 2k -1, k, ( k-1, 3, 3, ... , 3)] 
code. 

Proof. It is easy to verify that the parameters of the code are cor­
rect. By Theorem 2b , we have that the length of a k-dimensional 
binary code with separation vector (k - 1, 3, 3, ... , 3) is at least 
2k 1. Application of Theorem 2b to a k-vector §. with s1 ~ k 
and Si ~ 3 for i 2, ... , k shows that n(2.) ~ 2k. Application of 
the Theorems 1 and 2 to a k-vector §.such that s 1 k 1, s2 ~ 4, 
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.si ~ 3 for i = 3, ... , k 1, and s~c = 3 shows that 

nez(§.) > 3+n(st-1, ... ,s~c-I-1) 
> 3 St 1 n(f(s2- 1)/21' ... ' r(sk-1 1)/21) 
> 3 k - 2 + n(~, 1, 1,' ... , 1) 

k-2 
> 3 k 2 k 1 = 2k. 

Furthermore it is not difficult to check that a binary [2k- 1, k, 
(k - 1, 4, 4, ... , 4)] code does not exist. Finally, by Theorem 2b 
the length of a k-dimensional binary code with separation vector 
of at least (k 1, 5, 4, 4, ... , 4) is at least 2k. These observations 
show that the code in Construction B is optimal. 

0 

Construction C. For n,k E N,n ~ max{2k,k + 4}, the k-by-n 
matrix 

00 ... 0 11 ... 1 11 ... 1 10 
11 
11 

0 

11 

(3) 

is a generator matrix of an optimal binary [n, k, (n k, 4, 4, ... , 4)] 
code. 

Proof. Similar to the proof of Construction A. 

0 

Construction D. For p, q E N, p ;::: q ~ 2, the (p + q + 2)-by-
IPR2018-1557 
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(2p + 3q 3) matrix 

r q-1 ,.._,.._, 
00 ... 0 1110 11. .. 1 00 ... 0 11 ... 1 
00 ... 0 1101 00 ... 0 11 ... 1 11 ... 1 

0101 
0101 

lp 0 0 (4) 

lp+q 
0101 
1010 
1010 

0 Iq 0 

1010 

is a generator matrix of an optimal binary [2p + 3q + 3, 
p + q + 2, (p q + 2,2q + 2, 4,4, ... ,4)] code. 

Proof. Similar to the proof of Construction A. 

D 

Construction E. For p,q,r E N,p ~ 3,r > 2,q ~ r- p+ 2, the 
p-by-(2p + q 2r - 4) matrix 

r r q ,.._..__ ,.._..__ 
~ 

11 ... 1 00 ... 0 11 ... 1 00 ... 0 11 ... 1 

00 ... 0 00 ... 0 11 ... 1 11 ... 1 00 ... 0 
1 1 0 

lp-2 lp-2 0 0 0 
1 1 0 

is a generator matrix of an optimal binary [2p + q + 2r - 4, p, 
(p + q + r- 2,2r,4,4, ... ,4)] code. 

Proof. Similar to the proof of Construction A. 

(5) 

D 

Construction F. For p,q E N,p > 3,q > 2,q > p- 2, the 
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p-by-(p + 3q) matrix 

q+l q+l q-(p-2) 
..-"-- _....,_.,. ....---"-.. 

00 ... 0 11 ... 1 11 ... 1 00 ... 0 11 ... 1 

00 ... 0 11 ... 1 00 ... 0 11 ... 1 11 ... 1 
1 1 0 

lp-2 lp-2 0 0 0 
1 1 0 

is a generator matrix of an optimal binary [p + 3q, p, 

(2q+ 1,2q+ 1,4,4, ... ,4)] code. 

Proof. Similar to the proof of Construction A. 

Construction G. For p E N, the 2p-by-4p matrix 

00 ... 0 1110 11 ... 1 00 ... 0 
00 ... 0 1101 00 ... 0 11 ... 1 

1010 

0 lp-1 

1010 
12p-2 0101 

lp-1 0 

0101 

(6) 

0 

(7) 

is a generator matrix of a binary [4p, 2p, (p + 2, p + 2, 4, 4, ... , 4)] 
code. For p = 2, 3 the codes are optimal, but in general they are 
not. 

In [1] the codes from Construction G are treated extensively, the 
weight enumerators and automorphism groups are determined 
completely and a majority logic decoding method for these codes 
is given. For p = 3 we obtain a [12,6,(5,5,4,4,4,4)] optimal LUEP 
code. By deleting the row and column pairs (6,4), (5,3), and 
( 4,2) successively we obtain [11,5,(5,5,4,4,4)], [ 10,4,( 5,5,4,4)], and 
[9,3,(5,5,4)] optimal LUEP codes respectively. 
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Construction H. For p E N,p ~ 3, the (p+2)-by-(4p+1) matrix 

00 ... 0 11 ... 1,11 ... 1 00 ... 0 
00 ... 0 11. .. 1 . 00 ... 0 11 ... 1 

0 
0 

1 
1 

1 

is a generator matrix of a length-optimal binary [4p + 1, 
p+2,(2p,2p,5,5, ... ,5)] LUEP code. 

(8) 

Proof. It is easy to check that the code has the given parameters. 
By Theorem 2b the length of a (p + 2)-dimensional binary code 
with separation vector (2p, 2p, 5, 5, ... , 5) is at least 4p + 1. In 
general an [ n(£), k, 2.] code is called length-optimal. 

D 

For p 3 this construction gives a [13,5,(6,6,5,5,5)] optimal LUEP 
code. 

Furthermore Table I refers to the following trivial construc­
tions. 

Construction I. For p, q EN, p > q, the 2-by-(p + 2q) matrix 

[ 

11 ... 1 00 ... 0 11. .. 1 l 
00 ... 0 11 .. . 1 11. .. 1 
~~~ 

p q q 

(9) 

is a generator matrix of an optimal binary [p + 2q, 2, (p + q, 2q)] 
LUEP code. 

Construction J. If the matrix G1 has separation vector 2.(G1) 

such that 2.( G1)k ~ 2, then the matrix 

0 
0 

G1 (10) 

0 
1 1000 ... 0 
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has separation vector 2.(G2 ) = (2.(GI), 2). 

Construction Ki. If the matrix G1 has separation vector 2.( GI) 
then the matrix 

(11) 

where ei is the vector with a 1 on the ith position and zeros else-
where, has separation vector 2.( G2) 2.( G!) + ei. 

The following theorem can be used to determine whether con­
struction K 1 gives an optimal code. 

Theorem 3. If 2. is such that for all t ~ 2_, t =/:: 2., it holds that 
n(!) > n(2.) and if G is a generator matrix of a binary optimal 
[r+n(2.), k, (r, 22.)] code, then the code generated by [ G I et!etl ... Jw .._____,._.... 

t 
is a binary optimal [r + t + n(2.), k, (r + t, 22.)] code fort inN ar-
bitrary. 

Proof. Let 2. and G fulfill the conditions mentioned above. By 
Theorem 2a we have that 

a) n(r + t, 22.) ~ r t + n(2_). 

c) n(r+t,22.+Y:.) ~ r+t+n(lst+ut/21, ... , fsk-t+uk-I/21) ~ 
r + t 1 + n(2.) for !!:. ~ Q, !f. Q. 

Combination of a),b), and c) shows that the code generated by 
[ G JelletJ ... Jw isoptimal. .._____,._.... 

t 

Construction L. Adding an overall parity-check bit to a binary 
[n,k,2.= (sb···,sk)] code gives a binary [n+ 1,k, 
s' (2f(s1 + 1)/21, ... , 2f(sk + 1)/21)] code. 

Sporadic constructions referred to in Table I are the following. 
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Construction M. The 7-by-14 matrix 

00011111000000 
00011000111000 
00010100100101 
00001010010011 
00110001100000 
01001010001000 
10000000000111 

63 

(12) 

is a generator matrix of an optimal binary [14,7,(5,5,5,5,4,4,4)] 
L UEP code. Deleting the first column and the last row from the 
matrix in (12) gives an optimal binary [13,6,(5,5,5,5,4,4)] code. 
Deleting the first two columns and the last two rows from the 
matrix in (12) gives an optimal binary [12,5,(5,5,5,5,4)] LUEP 
code. 

Construction N. Application of Construction 1 of Section 1.2 
with m = 1,q = 2 and G1 a generator matrix of the [7,4,(3,3,3,3)] 
Hamming code gives an optimal binary [14,5,(7,6,6,6,6)] LUEP 
code. 

Construction 0. The 6-by-15 matrix 

000011111000111 
000000000111111 
100011000100100 
010010100010010 
001010010001001 
000100001001001 

(13) 

is a generator matrix of an optimal binary [15,6,(7,6,5,5,5,4)] LUEP 
code. 

Construction P. The 7-by-15 matrix 

000001111111000 
000001110000111 
100001001000100 
010001001000010 
001000100100001 
000100100010001 
000010100001001 

(14) 
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is a generator matrix of an optimal binary [15,7,(7,6,4,4,4,4,4)] 
LUEP code. 

Construction Q. By deleting the 8th column from the ma­
trix in (14) we obtain a generator matrix of an optimal binary 
[14,7,(6,5,4,4,4,4,4)] code. 

Construction R. The 8-by-15 matrix 

0 
0 
0 
0 
0 
0 
0 

G 

1 00000100010000 

(15) 

where G is the matrix in (12), is a generator matrix of an optimal 
binary [15,8,(5,5,5,5,4,4,4,3)] LUEP code. 

Construction S. The 8-by-15 matrix 

100000001100110 
010000001010101 
001000001001111 
000100000110100 
000010001110000 
000001001101000 
000000101011000 
000000010111000 

(16) 

is a generator matrix of an optimal binary [15,8,(5,5,5,4,4,4,4,4)] 
LUEP code. 

Reference 

[1] L.M.H.E. Driessen, "On an Infinite Series of [4n,2n] Binary 
Codes", IEEE Trans. Inform. Theory, vol. IT-30, no. 2, 
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2. 

Two-dimensional dot codes for 
product identification 

Wil J. van Gils 

Abstract 

65 

In automated manufacturing the two-dimensional representation 
of product identification numbers by means of square dot codes 
offers a number of advantages over the use of bar codes. In this 
paper a method is described for the encoding of product identifi­
cation numbers into square matrices of round dots on a contrast­
ing background. It consists of an optimal source coding scheme 
for the encoding of identification numbers into channel message 
words, and a channel coding scheme offering error-detection and 
error-correction for random bit errors (dot corruptions). For the 
channel coding scheme, a special class of error-correcting codes is 
introduced, called square-cyclic codes. It is shown how to trans­
form quasi-cyclic and (shortened) cyclic codes into square-cyclic 
codes. 
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I. Introduction 

The widespread use of bar codes in automated manufacturing 
clearly shows the need for an automatically readable product iden­
tification code. A bar code is built up from a number of parallel 
bars. The relative widths and mutual distances of these bars de­
termine the meaning of the bar code. 

We believe, however, that dot codes provide a better alterna­
tive to bar codes in this area of technology. A dot code consists 
of a square matrix of round dots on a contrasting background. 
The meaning of the dot code is determined by the absence or 
presence of dots. In a dot code the information is recorded in 
a two-dimensional way, whereas in a bar code only one direction 
is used to encode information. This difference enables the dot 
code to offer higher information density, thereby allowing smaller 
product identification areas (see Figure 1). For example, at the 

••• •• • •• • • • • • •• • • • • •• • •• 

1111 111111111 

Figure 1: A comparison of a 7 by 7 dot code and a standard 
'code 10' bar code with the same information capacity. The di­
ameter of the dots has been chosen equal to the linewidth of the 
wide black bars in the bar code. Both codes have been printed with 
a dot-addressable matrix printer. 

flat top of an electric motor shaft there is not enough room for 
a bar code. Furthermore, in automated manufacturing it is easy 
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to write the dot codes onto the mechanical parts by an engraving 
process. With bar codes this would be more complicated. The dot 
codes can be read by a standard TV camera and can be recognized 
by a relatively inexpensive picture processing system. 

Therefore, we shall introduce a method for the transmission of 
numbers from one point to another point by means of square ma­
trices of round dots. These square dot matrices can be translated 
into square binary matrices by representing the presence of a dot 
by a one (1) and the absence of a dot by a zero (0). In a practical 
situation it was observed that only random dot corruptions ( caus­
ing random bit errors) occurred in the dot squares. These errors 
were due to printing imperfections, dust particles, and reading 
failures. Furthermore, because of the possibly random rotation 
of the mechanical parts during the manufacturing process, recog­
nition of the dot matrices should be possible irrespective of the 
orientation of the matrices. For example, one should again think 
of a square dot matrix on the flat top of a rotated shaft of an elec­
tric motor, without any synchronization indication outside the dot 
matrix. 

In this paper we give a possible solution to this transmission 
problem. To this end, we distinguish the following steps in the 
transmission process. 

1. Source encoding: the encoding of the source message set 
(the integers i, 0 :::; i :::; M - 1) into the channel message set 
(a subset of the set of all binary vectors of length k). 

2. Channel encoding: the encoding of channel message words 
into codewords (square binary matrices) of a binary linear 
[n, k] code such that random bit errors can be corrected and 
detected, and such that rotation of a codeword does not 
cause a decoding error. 

3. Transmission: the actual transmission of the dot matrix 
through the noisy channel. During transmission dot matri­
ces can also be rotated over 90, 180 and 270 degrees. 

4. Channel decoding: the decoding of a rotated, corrupted 
codeword into an estimate for the transmitted, rotated chan­
nel message word, 
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5. Source decoding: the decoding of the estimate for the 
rotated channel message word into an estimate for the source 
message. 

This scheme is illustrated in Figure 2. 
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Figure 2: The transmission scheme of square binary matrices. 
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We shall start by considering the structure the error-correcting 
code should have. This will result in the definition of the class of 
so-called square-cyclic codes. In Section III we describe two source 
coding schemes that nicely fit the concept of square-cyclic codes. 
One is the optimal one, in the sense that it uses the minimum 
number of bits to encode a source message into a channel message 
word. The other scheme is not optimal, but gives rise to a very 
simple and fast encoding/decoding algorithm. 

In general it is not possible to transform a square-cyclic genera­
tor matrix into a systematic square-cyclic generator matrix. How­
ever, it is possible to transform it into a canonical square-cyclic 
generator matrix that makes transformation of a codeword into its 
corresponding channel message word relatively easy. This canon­
ical square-cyclic generator matrix is described in Section IV. In 
Section V we give the construction of square-cyclic codes from 
well-known quasi-cyclic and (shortened) cyclic codes respectively. 
In fact a square-cyclic code is a quasi-cyclic or an extended quasi­
cyclic code itself. In this paper no new error-correcting codes are 
introduced, but a number of well-known, well-structured codes are 
transformed such that they can be used in our particular applica­
tion. 

II. Definition of square-cyclic codes 

If we use an arbitrary t-error-correcting code on our channel, 
then the decoder has to deal with the corruption as well as with 
the rotation of the transmitted codeword. One possibility for the 
decoder is to apply the decoding algorithm to all four rotations of 
the received word and check which one gives a codeword. In this 
case it is very possible that among the four estimates of a received 
word with at most t errors in it there is more than one codeword. 
Furthermore, in this approach the decoding algorithm is applied 
four times for each received word. Hence, it seems useful that 
we choose a linear error-correcting code, whose codewords have 
the form of square binary matrices, such that rotations over 90, 
180 and 270 degrees of any codeword again give codewords of the 
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code. In that case we can first correct the errors in the corrupted 
and rotated codeword, and afterwards we can possibly deal with 
the rotation. 

This approach implies that a codeword together with its ro­
tations over 90, 180 and 270 degrees should represent the same 
channel message word. Hence, the number of channel message 
words is less than or equal to the number of equivalence classes 
of the relation defined by the rotation of codewords in the above­
mentioned code. We come back to this source coding problem in 
Section III. 

We next define the class of codes, called square-cyclic codes, 
having the property that a rotation of any codeword of such a 
code is again a codeword of that code. 

Definition 1. A binary linear [n, k] code Cis called square-cycl£c 
if it is possible to transform the codewords of C into square m-by­
m matrices for some m, m 2 ~ n, allowing empty positions, such 
that the rotations of any codeword in square matrix form over 90, 
180, and 270 degrees again give codewords of the code C in square 
matrix form. 

Example 1. Consider the [48,24] binary linear code C with gen-
erator matrix 

I 0 0 0 0 0 A B c D E F 
0 I 0 0 0 0 PF A B c D E 
0 0 I 0 0 0 PE PF A B c D 
0 0 0 I 0 0 PD PE PF A B c 
0 0 0 0 I 0 PC PD PE PF A B 
0 0 0 0 0 I PB PC PD PE PF A 

where all submatrices are 4-by-4 matrices, I is the identity ma­
trix, 0 is the all-zero matrix, and A,B,C,D,E,F,P are 4-by-4 
circulant matrices with first rows (1011), (1101), (0101), (1110), 
(0100), (1011), (0100), respectively. The 24 information bits of a 
codeword ~are numbered by m 0 , m1, ... , m 23 , the 24 parity bits 
are numbered by Po,PJ, ... ,p23, so 
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These 48 bits are put into a 7-by-7 square according to the scheme 
shown in Figure 3. The middle point is not used in this case. From 
Figure 3 we see that the information bits are put at the border 
of the square, and the check bits are put in the inner 5-by-5 square. 

mo m2s m19 m1s mu mr ms 
m4 Po P1s Pu P1 Ps m22 
ms P4 P16 P2s P19 P14 m1s 
m12 Ps P2o P22 Pto m14 
m16 Pu P11 P21 P1s P6 mlO 
m2o P1 Ps P9 P1s P2 m6 
ml ms mg m1s mu m21 m2 

Figure 3: The distribution of message bits and check bits m a 
square matrix for the [48, 24] code. 

Of course, other distributions are also possible. The code has 
minimum Hamming distance 12. Its construction will be given in 
Section V together with an elegant decoding algorithm. From the 
special structure of the generator matrix and the mapping of the 
code bits into 7-by-7 square matrices according to the scheme in 
Figure 3, it is easy to see that the rotations of a codeword in G 
(in square matrix form) over 90, 180 and 270 degrees again give 
codewords in G. For an example, see Figure 4. 

1010011 1111100 
1000101 1001011 
1001101 0111110 
111x111 001xll1 
1111101 1001100 
0101110 0001111 
0101010 1111100 

Figure 4: A codeword of the [48, 24] code and its rotation over 90 
degrees. 
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From Definition 1 it is immediately clear that the length n of a 
square-cyclic code should be a multiple of four (n = 4s) or a multi­
ple offour plus one (n 4s+1) if the middle position of the square 
is also used (that is only possible if m and n are odd). Without 
loss of generality we order the bits in codewords of a square-cyclic 
code such that positions that are mapped onto each other by ro­
tations of the square matrices are grouped together into fourtu­
ples. In other words, if the code bits c0 , cb ... , Cn-l of a codeword 
( c0 , c1 , .•• , Cn- t) are put in an m-by-m square matrix, where m is 
minimal such that n:::; m 2 and m is odd if n is odd, then if code bit 
c41 is put in position (i,;'), the code bits c4f+bc4J+2,c4!+3 are put 
in the positions (m+1-j,i), (m+1 i,m+1-j), and (J,m+1 i), 
respectively. Note that positions in a m-by-m square matrix are 
numbered by the pairs (i,;') where i,j 1, 2, ... , m. Furthermore, 
if m and n are both odd, the last code bit Cn-t is put in the mid­
dle of the square matrix, i.e., in position ((m + 1)/2, (m + 1) /2). 
The four rotations of a codeword (in square matrix form) of a 
square-cyclic [n, k] code give 4, 2 or 1 different codewords. For 
i = 1, 2, and 4 define C(i) to be the set of codewords ~ of C 
whose four rotations give at most i mutually different codewords. 
It is easy to see that C(i), i = 1, 2, 4 are linear subspaces of the 
code C. In particular C(4) is equal to C. Let p,q, and r be (the 
unique) nonnegative integers such that the following equations 
hold, 

k dimC(4) 
dimC(2) 
dimC(1) 

4p 2q + r, 
2p + 2q + r, 

p + q + r, 

where dimC(i) denotes the dimension of C(i). Hence the square­
cyclic [n, k] code C of length n and dimension k has a generator 
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matrix of the form 

Au A12 A1s 
A21 A22 A2s 

Apl AP2 Aps 

G= 
Bu B12 B1s 

Bql Bq2 Bqs 
Cu 012 C1s 

c,.1 0,.2 ... . .. C,.s 

if n is even, and the same matrix as above with an extra column 

added to it, if n is odd. The matrices A11 , A 12 , ••• , A 1s, A2~, ••• , Aps 
are 4-by-4 circulant matrices, Bu, B12, ..• , B 1s, B21, ••. , B,.s are 
2-by-4 circulant matrices, 0 11 , ••• , C1s, 0 21 , •.. , C,.s are 1-by-4 cir­
culant matrices, and dh ••. , dP are 4-by-1 all-zero or all-one row 
vectors, eb . .. 'eq are 2-by-1 all-zero or all-one row vectors, and 
f~, ... , f,. are 1-by-1 all-zero or all-one row vectors. Here a u-by-v 
matrix is called circulant if, for all i = 1, 2, ... , u- 1 row (i + 1) 
is the cyclic shift of one position to the right of row i, and row 
1 is the cyclic shift of one position to the right of row u. By 
this definition a 3-by-4 binary circulant matrix consists of twelve 
zeros or twelve ones; that is it is a repetition of three 1-by-4 bi­
nary circulant matrices. If u is a divisor (multiple) of v, then a 
u-by-v circulant matrix is a repetition of u-by-u (v-by-v) circulant 
matrices. 

Of course parity-check matrices of square-cyclic codes also 
have an identical form. Generator and parity-check matrices of 
this form are called square-cyclic generator and parity-check ma­
trices, respectively. The most interesting square-cyclic codes are 
the ones that fill a square matrix completely ( n = m 2) or nearly 
completely if m is odd (n m 2 - 1). It should be remarked that 
in certain applications some positions in a dot matrix, for example 
the corner dots, need to be reserved for other purposes. 
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III. Source encoding and decoding 

Because we use a square-cyclic code on our channel, and because 
codewords can be rotated during transmission, it is not possible to 
attach different source messages to the four rotations of a partic­
ular codeword. A codeword and its rotations should all represent 
the same source message. 

To a rotation of a codeword of a code with a generator matrix 
like the ones in Section II there corresponds a 'rotation' of the k-bit 
information vector associated with it. Let a k-bit (k 4p+2q+r) 
information vector m. be denoted by 

m = ( Ut, u2, •.. , up, vll v2, ••• , vq, Wt, w2, •.• , !£!.), 

where the vectors ui ( i = 1, ... , p) are row vectors of length 
four, the vectors v; ( i 1, ... , q) are row vectors of length two, 
and the vectors w; ( i = 1, ... , r) are row vectors of length one. 
So the partitioning of the message m depends on the parame­
ters p,q and r, which are parameters determined by the chan­
nel code (Section II). By the rotation Ri(m) of m over i po­
sitions is meant the cyclic shifts of the individual components 
Ut, ••• , up, Vt, ••. , Vq, Wt, ••• , Wr over i positions to the right simul­
taneously. So the rotation over one position of 

m (1000, 0011,10,00, 11, 0, 1, 0) 

IS 

R(m) = (0100,1001,01,00,11,0,1,0). 

We define the relation "" on the set F~ of k-bit binary vectors 
by 

m 1 ,..., m2 :# (Ri(mt) = m 2 fori= 0, 1, 2, or 3). 

This relation is an equivalence relation. Its equivalence classes 
contain one, two or four elements. As we have seen above, the 
maximum size of the set of source messages equals the number of 
equivalence classes of the relation ,....., in F~. In the source encoder 
we add to any source message a representative of an equivalence 
class. This set of representatives is called the channel message set. 
In the channel encoder these channel message words are mapped 
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Source encoding and decoding 75 

onto codewords of the error-correcting code. Because the set of 
channel message words has less than 2k elements, the set of possi­
ble channel encoder outputs is not the entire code space, but only 
a part of it. However, due to the rotations during transmission, 
any codeword can appear as input of the channel decoder. 

A k-bit vector ( Ut, . •• , up, Vt, ••• , Vq, wb . •• , ~ is said to have 
period i whenever it is contained in an equivalence class having 
i elements. The set F~ contains 2P+q+r elements of period one, 
22P+ 2q+r elements of period at most two, and 24P+ 2q+r elements of 
period at most four. So, it contains 22P+ 2q+r 2P+q+r elements of 
period two and 24P+ 2q+r 22P+ 2q+r elements of period four. Hence, 
the number of equivalence classes equals 

M(p, q, r) (24p+2q+r _ 22p+2q+r)j4 + (22p+2q+r _ 2p+q+r)j2 

+2p+q+r 

24p+2q+r-2 + 22p+2q+r-2 + 2p+q+r-1. 

Next we build a channel message set by choosing M (p, q, r) 
representatives of the equivalence classes. Therefore we define the 
following sets: 

p {(1000),(1100),(1110)}, 
Q {(0000),(1111)}, 
s {(1010)}, 
T {(1000),(0100),(1100),(0110),(1110),(0111)}, 
u {(1010), (0101), (0000), (1111)}, 
v {(10)}, 
w {(00), (11)}. 

It is easy to see that we can take representatives whose first 
components u 1 are in the set P U Q U S. Therefore, our first rule 
requires all representatives to have a first component u1 in the set 
P U Qu S. If u1 is in P this rule determines a unique representative 
for the corresponding equivalence class. If u1 is in Q U S we could 
have more than one candidate. Additional rules are necessary to 
determine a unique representative. 

In an equivalence class containing elements with first compo­
nent u1 in Q, at least one element has a second component u2 in 
P U Q U S. In this case ( u 1 in Q) our second rule is the same as 

IPR2018-1557 
HTC EX1010, Page 87



76 Square-cyclic dot codes 

the first one, but now for the second component u2 ; i.e, u2 should 
be in P U Q US. 

In an equivalence class that contains an element with first com­
ponent u 1 in S, at least one element has a second component u 2 

in T U U. In this case ( u1 in S) our second rule requires a rep­
resentative to have a second component u 2 in T U U. If u 2 is in 
T this rule determines a unique representative. If u 2 is in U our 
third rule requires that the third component u 3 of a representative 
is again in T U U (of course only if p :2: 3). 

The above process and a similar process for the components 
vi (j = 1, ... ,q) is repeated until a unique representative is found 
for all equivalence classes. Formally the process is described by 
the following rules. 

The set 1 of representatives is recursively defined by: 

1 Uu1EPuQuS 1(!:.!.) for P > 0, 
1 - Uv1eVuW )/ (~ for p 0, q > 0, 
1 {o,-1y for p O,q = O,r > 0. 

For 1 :::; i < p: 

1(ui, ... ,!!i) {(ut, ... 'ui, ~) : ~ E {0, 1}4(p-i)+2q+r} - -
1(u~, .. . ,!!i) Uui+ 1EPuQuS 1(ut, · .. , Ui, ui+t) 
1(ub ... ,!!i) Uu,HETuU 9(ull. · ·, ui, Ui+l) 
9(uh ... ,!!i) {( Ut, ... 'Ui, ~) : ~ E { 0, 1} 4(p-i)+2q+r} 

9(u~, ... ,!!i) Uui+lETuU 9(ub • • • 'ui, Ui+l) 

1(ui,···,up) 

for ui E P, 
for ui E Q, 

for ui E S, 
for ui E T, 
for ui E U. 

9(ut, ... ,up) - U~evuw )I ( Ut, · ··'uP,~ for q > 0, 
1(ut, ... ,up) 
9(uh ... ,up) { ( Ut, ... , uP,~) ~ E { 0, 1 Y} for q 0. 

For 1 :::; j < q: 

)l(u1 , ... , Up, Vt, ... , Vj) 

{(ub···,up,Vt, ... ,v;,1{) 'Jt_ E {0,1J2(q-i)+r} for viE V. 
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)/ ( u1 , ••• , Up, v11 ••• , V j) 

U M(ut, ... ,up,Vt,.··,v;,vi+l) for viEW. 
Vj+IEVUW - --- -

M(ub···,up,v11 ••• ,vq) = 

{(ut, ... , up, Vt, ... , Vq,~) : ~ E {0, 1Y}. 

From this definition of the channel message set it is easy to de­
rive algorithms for the encoding of source messages into channel 
message words and for the decoding of channel message words 
into source messages. The encoding and decoding algorithms are 
shown in Figures 5 and 6 respectively. In these algorithms the 
following definitions are used. 

Definition 2. 

A(x Y Z) •- 24z+2y+z, 
' ' C(x, y, z) .- 24z+2t~+z-t + 2 2z+2y+z-1, 

M(x, y, z) .- 24z+2t~+z-2 22z+2t~+z-2 + 2 x+ 11+z-t, 

B(y, z) .- 2211+z. 

For a binary vector '!!.. = (yo, Yt, ... , Yt- I), bin(!!_) is defined by 

t-1 

bin(!!_) I: Yi2t- 1
-'. 

i=O 

For natural numbers s and t, such that s < 2t , invbint( s) is 
defined by 

t-1 
. b. ( ) ( ) h ~ 2t-1-i znv tnt s y0 ,y1 , ••• ,Yt-l, w ere s = ~Yi . 

i=O 

For a binary vector ;f. (x0 , Xt, x2 , x3) of length four, the function 
/(;&.) is defined by 

• !(!£) := the minimum number of positions !f. has to be 
shifted cyclically to the left such that it matches one of the 
following vectors: (1000), (1100), (1110), (0000), (1111), 
(1010), that are the elements of P U Q US, 
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78 Square-cyclic dot codes 

START: input m; 

~ 
INITIALIZE: i O;n:=m 

L .,-
i := i + 1 

+ 

~ i :5 p ) 
1 yes 

n < A(p- i, q, r) 
yes ~ := (1000) ~· 

~no 
n < 2A(p i, q, r) 

yes u; := (1100); n n A(p- i, q, r) ~· 
+no 

n < 3A(p- i,q,r) 
yes u; := (1110); n := n- 2A(p- i, q, r) ~· 

+no 

n < 3A(p i,q,r)+M(p-i,q,r) 
yes u, := (0000); n := n- 3A(p- i, q, r) ~ 

+no 
Ui := (1111); 

n < 3A(p- i, q, r) + 2M(p- i,q,r~ ~ n n 3A(p-i,q,r) M(p i, q, r) 

,i. no 

so n < 3A(p- i, q, r)+ 
---11-

u; := (1010); 
2M(p- i,q,r) + C(p- i,q,r) n := n- 3A(p- i, q, r) 2M(p- i, q, r) 

l 
INITIALIZE: i := 0 

L • ~ 

i := i + 1 

1 

?-\ j~q 
, 

+yes 

( n< B(q-j,r) 
yes 

Vj := (10) I 
I 

1no 

n < B(q j,r)+M(O,q j,r) 
yes Vj := (00); n := n B(q- j,r) ~ 

~no 
Vj := (11); 

so n := n- B(q j,r)- M(O,q- j, r) 
n < B(q- j,r) + 2M(O,q- j,r) 

____.., ... 
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·~ 

i := i + 1 

+ 

' is p ) 
t yes 

n < A(p- i,q,r) 
yes 

tlj := (1000) ~ ... 
~no 

n < 2A(p- i, q, r) 
yes u; := (0100); n := n A(p- i, q, r) ~ • 

~no 
n< 3A(p-i,q,r) 

yes 
~ := (llOO);n := n 2A(p- i, q, r) ~~ 

+no 

n < 4A(p- i, q, r) 
yes u; := (0110); n n 3A(p i, q, r) H• 

~no 
n < SA(p- i,q,r) 

yes u; := (1110); n n 4A(p i, q, r) ~· 
+no 

n < 6A(p- i, q, r) 
yes u,· := (0111); n := n 5A(p- i, q, r) ~· 

+no 

( n < 6A(p- i,q,r) + C(p- i,q,r) 
yes u; := (1010); n := n- 6A(p i, q, r) ~ 

+no 
u; := (0101); 

n < 6A(p- i,q,r)+ 2C(p- i,q,r) ~ .. 
+no 

n := n- 6A(p- i, q, r)- C(p- i, q, r) 

(n< 6A(p 
, . ~ u; := (0000); .. s,q,r)+3C(p-s,q,r) ·- -6A( _. )- 2C( i, q, r) n .- n p s, q, r p 

~no 
so u; := (1111); 
n < 6A(p i, q, r) + 4C(p- i, q, r) ---flo ;;= n- 6A(p- i, q, r) 3C(p i, q, r) 

.. 

~ 
(ui+l' ... , Up,!!.,1 • •• , Vq 1 W!, . .. ,.:£!:.) invbin4(p-i)+2q+r ( n) I 

I 

(~, ... ,Vq,~, ... ,.:£!..) invbin2(q-j)+r(n) I 
I 

~ (wl,····~ = invbinr(n) I 
r .,.. 

I STOP I 
F1gure 5. The encodmg algonthm for the opttmal source code. 
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80 Square-cyclic dot codes 

START: input (!:!.!.1 ••• 1 up,~~ ... 1 t!q, w1, ... , ~ 

yes 

n:=n+A(p i,q,r) 

n+ 2A(p- i,q,r) 

n. := n. + 3A(p i, q, r) 

n := n+ 3A(p i,q,r) + M(p- i,q,r) 

n. := n. + 3A(p- i, q1 r) + 2M(p- i 1 q 1 r) 1--+----

INITIALIZE: i := 0 

i 

yes 

no 

v\5
) = (00) 

_J_ 
n:= n+B(q i,r) 

no 
so v}s) = (11) n. := n. + B(q- i, r) + M(O, q 
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Source encoding and decoding 81 

i := i + 1 

yes 

n := n+ A(p i,q,r) 

no 
(S) 

~ (1100) n := n+ 2A(p- i,q, r) 

no 
(S) 

~ (0110) n := n + 3A(p- i, q, r) 

no 
u(S) 
' 

n:= n+ 4A(p i,q,r) 

no 
u\S) -·- n := n + 5A(p i, q, r) 

no 
(S) u. 

-'-
n := n + 6A(p- i, q, r) 

no 
(S) u. 

-'-
no 

(S) u. 
-'-

no 

so u;s) = (1111) n + 6A(p- i, q, r) + 3C(p- i, q, r) 

. ( (S) (S) (S) (S) 
n:= n+ bin ui+ 1 , ..• ,~,l__·····~· 

. (S) (S) (S) (S)) n:=n+bsn(v+ 1 , ..• ,vq ,w1 , .•• ,~ 
_J_ ----

. ( (S) (S)) 
n:=n+bm~·····~ 

STOP: m:=n 

Figure 6: The decoding algorithm for the optimal source code. 
IPR2018-1557 
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82 Square-cyclic dot codes 

and the function g(!f.) by 

• g(!f.) := the minimum number of even positions ~ has to 
be shifted cyclically to the left such that it matches one of 
the following vectors: (1000), (0100), (1100), (0110), (1110), 
(0111), (0000), (1111), (1010), (0101), that are the elements 
ofT UU. 

For a binary vector~ (z0 , zi) of length two, the function h(~) is 
defined by 

• h(~) := the minimum number of positions ~ has to be 
shifted cyclically to the left such that it matches one of the 
following vectors: (00), (11), (10), that are the elements of 
vuw. 

The vector x(s) is defined as the result of shifting ~ s positions to 
the left cyclically. 

Note that the numbers A(.),G(.),M(.) and B(.) correspond to the 
sizes of the sets .1(.),.9(.) and M(.) defined above. The input to the 
encoding algorithm is a source message m, 0:::; m :::; M(p, q, r) -1, 
and the output is a channel message word 

(ub ••• , Up, VI, ..• , Vq, Wt, •.• , !£.!:.). 

The input to the source decoding algorithm is a rotation of the 
channel message word, and the output is the corresponding source 
message. 

We call the encoding and decoding schemes described above 
optimal, because they use the largest channel message set possi­
ble. In this scheme the encoding of source messages costs 4p 

2q+r-log2 M(p,q,r) <2 bits. 

Example 2. In the [48,24] square-cyclic code defined above, 
p = 6,q = r = 0. So M(p,q,r) M(6,0,0) 222 + 210 + 25 

4, 195, 360. For example, the source message 1,375,211 corre­
sponds to the channel message 

(1100, 0100,1111,0100,0001, 1011)' 
IPR2018-1557 
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and the source message 3,37 4,855 corresponds to the channel mes­
sage 

(0000,1111,1010,0101,0100,0111). 

Example 3. Consider a channel code with dimension k = 24 and 
suppose the corresponding threetuple (p, q, r) of this code equals 
(4,3,2). So, M(p, q, r) = M( 4, 3, 2) 4, 210,944. For example, 
the source message 1,375,211 corresponds to the channel message 

(1100,0100,1111,1011,11,10,10,1,1), 

and the source message 3,376,658 corresponds to the channel mes­
sage 

(0000,1111,1010,0101,11,00,10,1,0). 

If the number M of source messages is at most 2k-s, or the en­
coding/ decoding algorithms described above take too much time, 
then a simpler source coding scheme can be used. This encoding 
scheme adds at most three bits to a source message to build a 
channel message word. The encoding and decoding are as follows: 

If p > 0: 

Encoding: Set the first three bits of equal to 1,0,0 and use the 
remaining 4p 2q r 3 bits of the channel message word for the 
4p 2q + r - 3 source message bits. 
Decoding: Rotate the channel message word until the first three 
positions of the channel message word are equal to 1,0,0. The 
remaining bits are a binary representation of the source message. 

If p = 0 and q > 0: 

Encoding: Set v1 equal to (10) and use the remaining 2q + r 2 
bits of the channel message word for the 2q+ r- 2 source message 
bits. 
Decoding: Rotate the channel message word until the first two 
positions of the channel message word are equal to 1,0. The re­
maining bits are a binary representation of the source message. 

If p 0 and q = 0, the channel message word is the binary repre­
sentation of the source message. 
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84 Square-cyclic dot codes 

So, in the most general case (p > 0), three bits are added to a 
source message to produce a channel message word. 

IV. A canonical generator matrix of a 
square-cyclic code 

In general it is necessary to multiply a part (k bits) of a codeword 
by a regular matrix to retrieve the corresponding information vec­
tor. When a systematic generator matrix for the code is used this 
is not necessary, the information vector being a part of the code­
word. Unfortunately a square-cyclic code does not always have a 
square-cyclic systematic generator matrix. However, it does have 
another nicely structured square-cyclic generator matrix, the so­
called canonical form. When this generator matrix is used, the 
transformation of codewords into information words does not need 
the multiplication by a k-by-k regular matrix. In this section we 
will show how to transform an arbitrary square-cyclic generator 
matrix into such a canonical form. It should be noted that a 
square-cyclic code of course also has a systematic generator ma­
trix, but if it is not square-cyclic then there is no nice correspon­
dence between the rotation of a codeword and the rotation of a 
channel message word. 

Let G be a generator matrix of a square-cyclic code of length 
4s, G having the form as given in Section II. The 4-by-4 circulant 
matrices Aii can be divided into six classes by considering their 
first rows. The first row of a 4-by-4 circulant matrix is a cyclic shift 
of one of the following six vectors: (0000), (1111), (1100), (1010), 
(1000), or (1110). The first four types yield singular matrices, 
the last two types yield regular matrices whose inverses are also 
circulant. 

Now consider the generator matrix G. In the first four rows 
(A11 , A12 , ••• , A 18 ) at least one 4 by 4 circulant is regular, other­
wise G would not have full rank. Without loss of generality, let us 
suppose that Au is regular. By premultiplying G by the proper 
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regular matrix we obtain a matrix of the following form: 

I D12 Dts 
0 Dn D2s 

0 Dp2 Dps 

G' 
0 E12 Ets 

0 Eq2 Eqs 
0 F12 Fts 

0 F,.2 ... . .. . .. . . . . .. F,.s 

where I, 0, D;.i, E;.i, F;.i are the 4-by-4 identity matrix, all-zero ma­
trices, 4-by-4 circulants, 2-by-4 circulants, and 1-by-4 circulants, 
respectively. By repeating this process p times for successive four­
tuples of rows, after a proper permutation of the columns, we get 
a generator matrix of the form 

G"= 

I 0 0 
0 I 0 

0 0 0 
0 0 0 

0 0 0 
0 0 0 

0 0 0 0 Mrp+l · · · · · · · · · M,.s 

where the matrices K;.i, L;.i, and Mi are 4-by-4, 2-by-4, and 1-by-4 
circulants, respectively. 

At least one of the 2-by-4 circulant matrices L1 p+b ••• , L 1s 
has rank two; i.e., it has the form 
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or 

[
0 1 0 1] 
1 0 1 0 ' 

otherwise the generator matrix G would not have full rank. In an 
analogous way as is done above, the matrix G" can be transformed 
into the matrix G"' = 

0 X1 p+l X1s 

0 1 Xpp+l Xps 
00 00 II 00 yl p+q+l Y1s 

00 00 00 II Yq p+q+l Yqs 
0000 0000 0000 0000 1111 0000 Z1 p+q+r+l Z1s 

0000 0000 0000 0000 0000 1111 z, p+q+r+l z,s 

where Xi;, Yi;, and Zii are 4-by-4, 2-by-4, and 1-by-4 circulant 
matrices, respectively. The matrix G"' is called a canonical gen­
erator matrix of the code G. For a square-cyclic code of length 
4s + 1 the procedure is similar. 

We have shown that a square-cyclic generator matrix of a 
square-cyclic code can be transformed into a matrix which, after 
proper column permutations, has the above canonical form. By 
using a canonical generator matrix, it is easy to retrieve a channel 
message word from a codeword. If q r 0, then the matrix 
G"' is systematic, so it is easy to retrieve the information vector 
(u1, ... ,up) = (ct, ... ,cp) from the codeword (£1_, ... ,~, where 
ci(i 1~.,s) has length four. If q i= 0, then we have to sub­
tract from the vector ( Cp+b ••• , Cp+q) the contribution of the vector 
(ct, ... ,cp) to obtain the vector (vhvbv2 ,v2 , ••• ,vq,vq), i.e., two 
times the information part (.!:2, ... , vq)· The case r/() is similar. 
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V. Construction of square-cyclic codes 

In this section we will show how square-cyclic codes can be con­
structed by transformation of quasi-cylic and (shortened) cyclic 
codes. 

In the following we shall frequently apply the possibility to 
transform any (!*g)-by-(!* h) circulant matrix A into an(!* g)­
by-(!* h) matrix A' consisting of /-by-/ circulants, by permuting 
the rows and columns of A. For example, this can be done by the 
following permutation of rows and columns: 

• for i=1,2, ... ,/, j=1,2, ... ,g, row (i-1)g+j is mapped onto row 
(j-1)/+i, and for i=1,2, ... ,/, j =1,2 ... ,h, column (i-1}h+j is 
mapped onto column (J'-1}/+i. 

By applying transformations of this kind, many nicely structured 
codes, such as (shortened) cyclic and quasi-cyclic codes, can be 
transformed into square-cyclic codes. Among them are many op­
timal codes; i.e., they have the maximum minimum distance for 
a binary linear code of the same length and dimension. Because 
of their ( quasi-)cyclic structure, well-known decoding techniques 
can be used to decode these codes. 

In Subsections A and B we consider the construction of square­
cyclic codes from quasi-cyclic and (shortened) cyclic codes, re­
spectively. In the following we shall frequently use the following 
permutations. 

Definition 3. The permutation P(f g, f) maps (i- 1)g + j onto 
(i 1)/ i fori 1, 2, ... , f and j = 1, 2, ... , g. The permutation 
REV(!) maps i onto f + 1- i fori 1,2, ... ,f. 
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A. Construction of square-cyclic codes from 
quasi-cyclic codes 

A code is called quasi-cyclic if there is some integer v such that ev­
ery cyclic shift of a codeword by v places is again a codeword. So, 
after a proper permutation of the columns of a generator matrix of 
a quasi-cyclic code, we get a generator matrix which is composed 
of circulant matrices. We have seen that a circulant matrix can 
be transformed into a matrix composed of smaller circulants. If 
the sizes of the circulants in a generator matrix of a quasi-cyclic 
code are proper, then the generator matrix can be transformed 
into a square-cyclic generator matrix by applying permutations of 
its rows and columns. 

In [1,5,6,10,11] quasi-cyclic codes are constructed whose gener­
ator matrices are composed of g-by-g circulants, where g is a mul­
tiple of four. Those circulants can thus be transformed into com­
positions of 4 by 4 circulants by applying the permutation P( 4g, 4) 
to the rows and columns. These constructions give square-cyclic 
codes with p O,q = r = 0. 

The very elegant decoding methods for quasi-cyclic codes can 
be used in these cases. For example, the decoding method of 
double-circulant codes described by Karlin [6] gives rise to a very 
efficient decoding algorithm when decoding is performed by soft­
ware in a microprocessor. 

Example 4. Consider the double-circulant [48,24,12] quadratic 
residue {QR) code [5]. This code has a generator matrix G = [IA], 
where I is the 24 by 24 identity matrix and A is the 24 by 24 cir­
culant matrix with top row [5] 

g_ (ao,ab···,a23) {110101011110100101111001). 

By performing the permutation P{24, 4) onto the rows and columns 
of I and A, we bring the generator matrix G into square-cyclic 
form. The resulting generator matrix was given in Example 1. 

The very special structure of the [48,24] QR code {self-dual 
and double-circulant) makes decoding relatively easy. The first 
step in the decoding process is to apply the inverse of the permu­
tation P{24, 4) to the left and the right half of a received word. 
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This brings the code back to its original double-circulant form. 
For decoding of the double-circulant code we use the 'redundant' 
parity-check matrix 

and the corresponding 'redundant' syndromes. For convenience, 
we represent vectors Q. (b~,~, where bt,b2 have length 24, by 
the polynomial pair (b 1(x), b2(x)), where bt(x) and b2(x) are poly­
nomials of degree at most 23: 

23 

bi = (bio, bib ... , bi2s), bi(x) = L biixi fori 1, 2. 
i=O 

An error pattern is then represented by (e1(x),e2 (x)), the cor­
rupted received codeword by (r1(x), r2 (x)), and the syndrome by 
( s 1 (x ), s2 (x)) = (r1 (x )+r2 (x )a( x), r1 (x )a(x)+r2 (x)), where a(x) := 

a0 + a1x + a 2x2 + · · · + a23x23 and a(x) := x24a(x- 1
). The follow­

ing decoding algorithm, which is t-error-correcting, (11- t)-error­
detecting for t :::; 5, can easily be implemented by software in a 
microprocessor. In this algorithm one should skip the steps that 
start with (t 2:: i) if the desired correction capacity is less than i. 
The function wt(.) denotes the Hamming weight function. 

Decoding algorithm (t-error-correcting, ( 11 t )-error-detecting): 

1. Input (r1(x),r2(x)); 
2. compute the syndrome 

s1(x) = r1(x) r2(x)a(x), 
s2(x) r1(x)a(x) + r2(x); 

3. if wt(st(x)) :::; t then el(x) 
4. if wt(s2(x)) :::; t then el(x) 
(t 2:: 2): 

s1(x) else, 
0 else, 

5. if for some j = 0, 1, ... ,23, wt(s1(x) + xia(x)) :::; t- 1 then 
e1(x) := St(X) + xia(x) else, 
(t 2:: 3): 
6. if for some j = 0,1, ... ,23, wt(s2(x) xia(x)):::; t 1 then 
el(x) :=xi else, 
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(t ~ 4): 
7. if for some i,j = 0, 1, ... , 23, i =/= j, 
wt(st(x)+(xi xi)a(x)) :5 t 2 then e1(x) := St(x)+(xi+xi)a(x) 
else, 
(t ~ 5): 
8. if for some i,j = 0, 1, ... , 23, i j, 
wt(sz(x) + (xi+ x1')a(x)) :::; t- 2 then et(x) =xi+ xi else, 
9. detection of an error. 

What is consequently used in this algorithm is the fact that if 
the weight of the left or right half of a modified syndrome is 
small enough, then it is known where the errors can be found 
[7,Ch.16,Th.19,p.513J. The decoding algorithm above is similar 
to the one described in Karlin[6]. 

B. Construction of square-cyclic codes from 
shortened cyclic codes 

In [4] it is shown that generator matrices and parity-check matri­
ces of cyclic codes can be partitioned into circulant matrices. The 
way this is done is described below. 

Let n be an odd integer, and let b be minimal such that n 
divides 2b 1. Let {3 E GF(2b) be a primitive nth root of unity. 
Let { Gi : i E A}, where A denotes a set of indices, be the set of 
cyclotomic cosets modulo n. Now, consider a binary cyclic code 
G of length n having zeros "'i = {3i, i E ujEZ Gj, where z is a 
subset of A. 

If we number the positions in a codeword by the nth roots 
of unity {3°, {311 ... , {3n-l such that conjugates of elements occupy 
adjacent positions in the order of increasing powers of two, the 
parity-check matrix H of G has the following form: 

H =I j 
-rt "ttd "'td "/~ "'te "'fe "'{ "/;' "'t' ... I "14 "'~d "'r "/e. "'r "11e "/( "/~! 4/ 

"/· ... 
.1 3 3 3 3 3 

d "'~d "/fd "'t "'~e "'te "'{ "'i' 4/ 
"tk "tk 

' 

IPR2018-1557 
HTC EX1010, Page 102



Construction 91 

where d, e, ... , fare representatives of the cyclotomic cosets mod­
ulo n and i, j, ... , k are in Z. 

Every Galois field has a normal basis [7, page 122]. Let 
o:, o:2 , o:\ ... , o:26

-
1 

be a normal basis of GF(26) with respect to 
GF(2). Now, we map the parity-check matrix H onto its binary 
image Hbin with respect to the abovementioned normal basis. This 
is done in the following way. Every component in H is replaced 
by its binary representation (being a column vector of length b) 
with respect to the normal basis o:, o:2 , o:4 , ••• , o:2

b-l. From the 
resulting matrix all rows occurring more than once are deleted. 
The resulting matrix Hoin is a full rank parity-check matrix of the 
code C, and it is composed of circulant matrices. 

1 

1 

1 

1 

1 

1 
1 

1 

in which the rows are numbered in the same way as the columns. 
The size of a cyclotomic coset modulo n is a divisor of b. The 
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matrix Agd is a repetition of circulant matrices of row and column 
size minimum {IG9 1, IGdl} (for a set A, IAI denotes the number of 
elements in A). 

We shall transform a number of parity-check matrices of short­
ened cyclic codes such that the codes become square-cyclic. A set 
of rows numbered by the elements of a cyclotomic coset modulo 
n will be called a row cluster. A set of columns numbered by the 
elements of a cyclotomic coset modulo n will be called a column 
cluster. 

It is immediately clear that, if we want to construct square­
cyclic codes from cyclic codes by the abovementioned method, the 
number of elements in at least a few cyclotomic cosets modulo n 
have to be multiples of four. The number of elements in a coset 
modulo n is a divisor of b , so four has to be a divisor of b. 

We now consider all binary cyclic codes of length n, n :::; 99, 
such that b := min{a: n is a divisor of 2a 1} is a multiple of 
four. The lengths, dimensions, and minimum distances of these 
codes are listed in [8,Appendix D] and [9]. We also consider the 
binary cyclic codes of length 255. 

Table I shows how the parity-check matrices Hbin of the above­
mentioned cyclic codes can be transformed into square-cylic parity­
check matrices. Table I is divided into seven parts numbered by 
the values of b. The second column, with heading 'nc11c1', gives the 
lengths of the cyclic codes we consider. The third column (head­
ing 'n8q cycz') gives the lengths of the square-cyclic codes derived 
from them. For example, for b = 8 we consider the cyclic codes 
of lengths 51, 85, and 255. The cyclic codes of lengths 51, 85, 
and 255 are transformed into square-cyclic codes of lengths 49, 
81, and 241, respectively. How this is done can be seen in the last 
three columns. Column four (heading "size cc") gives the sizes of 
the cyclotomic cosets modulo (2b- 1) that are of interest for the 
codes we consider. For example, the cyclotomic cosests modulo 
28 1 have sizes 1,2,4, and 8. Column five (heading 'rows') and 
column six (heading 'columns') provide the transformations of the 
parity-check matrices. If in the sixth column of Table I there is 
the word 'del' in a row corresponding to a cyclotomic coset size 
i, it means that all columns in column clusters of size i should be 
deleted from the parity-check matrix of the above form Hbtn· If in 
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b I ncycl I n 8q cycl II size cc I rows I columns 

4 15 13 1 
2 del 
4 

8 51 49 1 
85 81 2 del 

255 241 4 P(4,2) del 
8 P(8, 4) P(8, 4) 

12 35 29 1 
39 37 2 del 
45 36 3 del 
65 65 4 REV(4) REV(4) 
91 85 6 P(6,2) del 

12 P(12, 4) P(12, 4) 
20 41 41 1 

55 45 2 del 
75 73 4 

10 P(10, 2) del 
20 P(20, 4) P(20, 4) 

28 87 85 1 
2 del 

28 P(28, 4) P(28, 4) 
36 95 77 1 

4 
18 P(l8, 2) del 
36 P(36, 4) P(36, 4) 

48 97 97 1 
48 P(48, 4) P( 48, 4) 

Table I: Construction parameters for square-cyclic codes from 
cyclic codes 
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the fifth (sixth) column of Table I, there is a permutation in a row 
corresponding to a cyclotomic coset size i, it means that in the 
parity-check matrices of the above form Hbin the rows (columns) 
in all row (column) clusters of size i should be permuted accord­
ing to that permutation. For example, consider the cyclic codes 
of length 85. The corresponding value of b is 8. There exist ten 
cyclotomic cosets modulo 85 containing eight elements, one con­
taining four elements, none containing two elements and one con­
taining one element. According to Table I, from the parity-check 
matrices of the cyclic codes of length 85, all columns in column 
clusters of size four should be deleted. This reduces the length of 
the codes to 81. Next, in the resulting parity-check matrices the 
rows and columns in row and column clusters of size eight should 
be permuted according to the permutation P(8, 4). Furthermore, 
in all parity-check matrices the rows in the row cluster of size 
four should be permuted according to the permutation P(4, 2). 
The resulting parity-check matrices are square-cyclic parity-check 
matrices of square-cyclic codes of length 81. 

For the decoding of square-cyclic codes constructed in this 
subsection, the many well-known decoding algorithms for (short­
ened) cyclic codes can be used. Shortening a square-cyclic code in 
a proper way again gives a square-cylic code. So by shortening the 
codes constructed above until their lenghts are squares or squares 
minus one, we get square-cyclic codes that give completely filled 
square dot matrices. 

Conclusion 

We have described the transmission of information by means of 
two-dimensional matrices of dots on a contrasting background. In 
the automated manufacturing area, for example, product identi­
fication with dot codes is considered to be a good or even better 
alternative to product identification with bar codes. 

The dot code transmission scheme is partitioned into two sub­
schemes, the source coding scheme and the channel coding scheme. 
Due to the fact that dot matrices can be rotated during transmis-
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sion, certain measures in the source and channel coding schemes 
are taken. To deal with these rotations in the source encoding, 
we have described two source encoding methods. These source 
encoding schemes, one in a very simple way and the other in the 
optimal way, encode the source messages (binary numbers) into 
channel message words (binary numbers with special structures 
of somewhat larger length). These channel message words are en­
coded into codewords in the channel encoder. Because we have to 
deal with the rotation of codewords and the corruption by errors 
simultaneously, we use a special class of error-correcting codes, 
called square-cylcic codes. Noise is caused by printing imperfec­
tions, dust particles and reading failures. A large number of well­
known codes, such as quasi-cyclic and (shortened) cyclic codes, 
were transformed into square-cyclic codes. Those codes have the 
advantage that for them a large class of elegant decoding meth­
ods is known. Finally, we want to remark that it is also possible 
to transform (shortened) cyclic Unequal Error Protection (UEP) 
codes [2] into square-cyclic UEP codes and that the results in this 
paper can easily be extended to dot code patterns in the form of 
regular n-gons, where n 3,5,6,7 ... 
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3.1 

A triple n1odular redundancy technique 
providing multiple-bit error protection 

without using extra redundancy 

Wil J. van Gils 

Abstract 

A well-known technique for providing tolerance against single hard­
ware component failures is triplication of the component, called 
Triple Modular Redundancy(TMR). In this paper a component is 
taken to be a processor-memory configuration where the memory 
is organized in a bit-sliced way. If voting is performed bitwise in an 
orthodox TMR configuration consisting of three of these compo­
nents, failure of a complete component or failure of bit-slices not 
on corresponding positions in the memories can be tolerated. We 
present a TMR technique, not using more redundancy than ortho­
dox TMR, that can tolerate the failure of arbitrary bit-slices (in­
cluding those on corresponding positions) up to a certain amount. 
Additionally it can tolerate the failure of arbitrary bit-slices up 
to a certain amount whenever one component is known to be 
malfunctioning or whenever one component is disabled. This gen­
eralized TMR technique is described for processor-memory con­
figurations processing 4-, 8-, and 16-bit words respectively. 
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I. Introduction 

Consider a configuration of a k-bit processor-memory pair (see 
Figure 1). We shall call this a module and we shall use the word 
'symbol' for a k-bit word. We suppose the memory to be organized 
in a bit-sliced way. 

Figure l:A k-bit processor-memory configuration; P = processor, 
M =memory. 

k k k 

M M M 

Figure 2: An orthodox TMR configuration; V = voter. 

A frequently used technique [13] for providing tolerance against 
IPR2018-1557 

HTC EX1010, Page 110



Introduction 99 

failures of such a module is triplication of the module, called Triple 
Modular Redundancy (TMR, see Figure 2). The input for the 
processors is the majority vote over the outputs of the memories. 
Hence, a so-called symbol error caused by the failure of one mod­
ule is outvoted. When this voting is done bitwise, multiple bit 
errors not occurring in corresponding positions in the memories 
are outvoted as welL In the following we shall refer to this as the 
orthodox TMR configuration. 

In practice, it was observed that bit errors caused by faults in 
the memories are predominant [3,5,10,12,13(p.287)]. For example, 
in [5], the Mean Time Between Failure (MTBF) of a memory 
configuration composed of 64K by 1 RAM chips is reported to be 
between 49,000 hours and 390 hours for a 32K byte and 4M byte 
memory configuration, respectively. Per chip, the soft failure rate 
causing single-cell errors, is reported to be 1. * 10-6h - 1 and the 
hard failure rate to be 0.27 * 10-6h -l [5]. Hard failures cause single 
cell errors (50 percent), row errors (15.6 percent), column errors 
(28.1 percent), and row-column errors (6.3 percent) [5]. On the 
average, a hard failure causes about 72 cells of a memory chip to 
be in error. 

Hence, in large memories, bit errors occur too frequently to 
repair at any occurence. Therefore, most memory arrays are pro­
tected by single-error-correcting, double-error-detecting Hamming 
codes [13]. In a TMR processor-memory configuration (Figure 2), 
all single bit errors are outvoted as long as the rest of the sys­
tem is functioning correctly. However, one kth of all double bit 
errors leads to system failure in a k-bit configuration. Moreover 
after a module failure, the permanent bit errors, caused by mem­
ory faults, which were outvoted before, become disastrous for the 
system. Combining the figures given above with the fact that the 
failure rate of a processor board is in the order of 10-4 10-sh-1

, 

we see that upon a real module failure on the average several tens 
to several thousands of permanent memory cell faults are present, 
supposing the system was completely fault-free in the beginning. 
Hence, during repair time (assumed to be done under manual 
control in several minutes up to several days), the probability of 
reading a word in memory containing a bit error is very close to 
one. Such a bit error will bring the orthodox TMR configuration 
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down, so the coverage factor will not be quite impressive. Hence 
it is necessary to take additional measures against bit errors. 

The problem can be solved by implementing an error-detecting/ 
correcting code in each of the three memory arrays (Figure 3). 

Figure 3: An orthodox TMR configuration combined with a ran­
dom bit error-protecting code (of length n and dimension k) to 
tolerate memory failures. 

However this causes the total memory size to grow by a factor 
more than three compared to that of a nonredundant module. Ex­
act figures will be given in Section II. A much more elegant and 
efficient solution to this problem is to combine measures against 
symbol errors, caused by an arbitrary fault in one module, and bit 
errors, mainly caused by memory faults. This was shown by Krol, 
who in [7] introduced the '(N, K) concept' fault-tolerant com­
puter. In [7] this concept was only developed for the case N 4, 
K = 2 and 4-bit symbols. The '(4,2) concept' fault-tolerant com­
puter described in [7] is based on an error-correcting code over the 
alphabet of 4-bit symbols and is able to correct one of the follow­
ing error events: single symbol errors, double bit errors, and the 
combination of a symbol erasure (i.e., a known module failure) 
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and a single bit error. In the terminology of Krol [7], the TMR 
configuration is classified as a '(3,1) concept'. In this paper, we 
describe the so-called generalized TMR configuration, also a '(3,1) 
concept', in which the combined symbol and bit error-correction 
idea is used to its full extent. 

Figure 4: The generalized TMR configuration; ENCi = encoder 
i, DEC = decoder. 

In the generalized TMR configuration either all multiple bit errors 
up to a certain number or any single symbol error can be toler­
ated. Furthermore, after a module has failed and is discarded 
by the other two, bit errors up to a certain number in the re­
maining modules can still be tolerated. These extra features do 
not cost extra redundancy with respect to the orthodox TMR 
technique. The generalized TMR technique is based upon rate 
one-third error-detecting/ correcting codes, specially constructed 
for this purpose. The general form of the generalized TMR tech­
nique is given in Figure 4. The k-bit output of a processor is 
encoded into a k-bit input for the memory in three different ways. 
The concatenation of three encoded symbols forms a codeword of 
the code used. In a READ operation the three decoders each re­
ceive the concatenation of three symbols, one from each memory. 
This possibly corrupted codeword is decoded in the decoders, i.e., 
symbol and bit errors are detected and corrected, respectively. 
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The encoder and decoder can easily be integrated into one chip 
for k = 4 and 8. So, this gives only a minor extension of the 
hardware in a module. The implementation of decoder chips in 
a ( 4,2) concept fault-tolerant computer have shown the feasibility 
of these approaches. 

The contents of this paper are as follows. In Section II, we 
shall indicate how the orthodox TMR technique can be general­
ized. We shall mention the fault-tolerant properties of our gener­
alized TMR configurations processing 4-, 8-, and 16-bit symbols, 
respectively. We also compare the amount of memory redundancy 
needed in the generalized TMR configuration with respect to the 
classical TMR/memory code configuration. In Section III, we give 
encoder/ decoder pairs that satisfy the results of Section II and we 
describe a realization of the decoder for the TMR configuration 
on 8-bit symbols. Section IV describes a possible mode register 
updating strategy. Many of the ideas in the decoder construction 
are borrowed from the decoder construction for the ( 4,2) concept 
fault-tolerant computer [7,8]. Finally in Section V we construct 
the codes using Galois field theory and prove the error-correcting 
properties of the codes. 

It should be remarked that some earlier work on high rate 
codes for combined bit error-correction and symbol error-detection 
was done for use in memory arrays composed of byte-organized 
chips [1,2,6]. This paper focuses on new well-structured rate of 
one-third combined bit and symbol error-correcting codes used 
within a complete computer configuration. 

II. How to generalize TMR 

Seen from the point of view of coding theory the orthodox TMR 
technique is a realization of a [3k, kj binary linear code of length 
3k, dimension k, and generator matrix 

G = [I I I J, (1) 

where I denotes the k-by-k identity matrix. A message m 
(m0 , m 11 ••• , mk- 1) is encoded into~= (c 0 , c1, £V mG 
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How to generalize TMR 103 

(m, m, m), i.e., it is triplicated. The symbol ci is written in the 
memory of module i, i = 0, 1, 2. Let 

be the error pattern, then we receive r. = ~ !:. and estimate mi 
by 

Hence single symbol errors, i.e., exactly one of the symbols e0 , el! 
or e2 is nonzero, can be corrected. We also see that bit errors not 
occurring on corresponding positions are outvoted. 

Instead of the matrix G in (1) let us take the matrix 

(3) 

where M 0, Ml! and M 2 are non-singular k-by-k matrices, as gen­
erator matrix of a [3k, k] code and let us write ci mMi into the 
memory of module i, i = O, 1, 2 (Figure 4). This code can also 
correct single symbol errors, since the matrices M 0 , Mh and M 2 

are non-singular. The question posed by us was how to choose 
M 0 , Mb and M 2 such that the code can also correct multiple bit 
errors (including those occurring on corresponding positions in 
symbols) in different symbols and combinations of a symbol era­
sure and bit errors. Without loss of generality M 0 can be chosen 
to be equal to I. 

By using Galois field theory, we were able to find matrices M 1 

and M2 that give good codes, i.e., a large correction/detection 
capability for bit errors. This was done by means of theoretical 
considerations in combination with computer searches. In Sec­
tion V we shall give the constructions using the theory of Galois 
fields. Here we shall restrict ourselves to developing everything in 
terms of vectors, matrices, and matrix-vector multiplications. 

The error-correcting/ detecting properties of the resulting codes 
for the generalized TMR configuration are given below. We also 
compare the generalized TMR configuration with a combination 
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104 Generalized triple modular redundancy 

of the orthodox TMR technique for correcting symbol errors and 
a binary code for correction/ detection of random bit errors in the 
memories (see Figure 3). If a binary linear code of length n and 
dimension k is used in this latter TMR/memory code configura­
tion the amount of memory hardware would be 3njk times the 
amount of memory hard ware in the simplex case (Figure 1). In 
the generalized TMR configuration, symbol and bit error correc­
tion are interwoven in the rate one-third code and hence memory 
hardware is only triplicated with respect to the simplex configura­
tion and is of the same size as in the orthodox TMR configuration 
(Figure 2). 

k 4 : Our generalized TMR configuration (Figure 4) process­
ing 4-bit symbols is able to continue functioning correctly when 
one of the following failures occurs: 

• the failure of a single module, 

• the failure of up to two arbitrary memory bit-slices in arbi­
trary modules, 

• the erasure of a module (i.e. we know explicitly which mod­
ule is malfunctioning) and the simultaneous failure of a sin­
gle memory bit-slice in another module. 

To achieve at least the same performance (i.e., being able to con­
tinue functioning correctly whenever one of the above failures oc­
curs), the TMR/memory code configuration of Figure 3 would at 
least require a binary code (of dimension 4) with minimum Ham­
ming distance 2. Then the minimum value for the length of the 
code equals 5. Using an even-weight [5,4,2] code the decoders in 
Figure 3 can detect single bit errors and transmit an erasure sym­
bol to the voters such that these will ignore the corresponding vote 
in the voting process. Hence, the amount of memory hardware is 
at least 3 * 5/4 3.75 times the amount of memory hardware of 
the simplex configuration. 

k = 8 : Our generalized TMR configuration (Figure 4) process­
ing 8-bit symbols is able to continue functioning correctly when 
one of the following failures occurs: 

• the failure of a single module, 
IPR2018-1557 
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• the failure of up to three arbitrary memory bit-slices in ar­
bitrary modules, 

• the erasure of a module and the simultaneous failure of up 
to two arbitrary memory bit-slices in arbitrary modules. 

It is also able to detect the failure of four arbitrary memory bit­
slices in arbitrary modules. 

To have at least the same performance, the TMR/memory 
code configuration of Figure 3 would at least require a binary code 
(of dimension 8) with minimum distance 3. Then the minimum 
value of the length of the code equals 12 ( cf. [4]). Hence the 
amount of memory hardware is at least 3 * 12/8 = 4.5 times the 
amount of memory hardware of the simplex configuration. 

k = 16 : Our generalized TMR configuration (Figure 4) pro­
cessing 16-bit symbols is able to continue functioning correctly 
when one of the following failures occurs: 

• the failure of a single module, 

• the failure of up to five arbitrary memory bit-slices in arbi­
trary modules, 

• the erasure of a module and the simultaneous failure of up 
to three arbitrary memory bit-slices in arbitrary modules. 

It is also able to detect the failure of six arbitrary memory bit­
slices in arbitrary modules. 

To have at least the same performance the TMR/memory code 
configuration of Figure 3 at least requires a binary code (of dimen­
sion 16) with minimum distance 4. Then the minimum value of 
the length of the code equals 22 ( cf. [4] and [9]). Hence the 
amount of memory hardware is at least 4.125 times the amount 
of memory hardware of the simplex configuration. 

It should be remarked that, for example, for a generalized 
TMR configuration containing 16-bit processors, two [3,1] codes 
on 8-bit symbols can also be used in parallel, one for the lower 
byte and one for the upper byte. 
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106 Generalized triple modular redundancy 

III. Construction of encoder/ decoder 
• pairs 

In our generalized TMR configuration a k-bit symbol m E F := 
{0,1}k is encoded into a codeword f.= (c0,cb~ := mG, where 

and M is a non-singular k-by-k matrix of order 3, i.e., M 
I, M 2 =/= I, M 3 = I. The code C is defined to be the set 

{4) 

{f.= mG = (m,mM,mM2)Im E F} of codewords. The encoder 
ENCi, i = 0, 1, 2 writes Ci into the memory of module i. The three 
identical decoders receive possibly erroneous versions of ( c0 , c1 , ~. 
The matrix H defined by 

(5) 

is a 'redundant' (since (MT) 2(0 MT I)+uT(I 0 MT) = (MT I 0)) 
parity-check matrix of the code C, i.e., for all f. E F 3 we have 

f. E C if and only if !lHT = Q.. (6) 

We define the syndrome~= ( s0, sb ::!V of a vector r. = (r0, rb!:!) E 

F 3 to be 

!] 
(7) 

If for any pair e(l), e<2) of different error patterns in a fixed set 
U of error patterns it holds that their sum e(l) + e<2) is not in the 
code C, or in other words 

(8) 

then the error patterns in U build up a set of correctable error 
patterns. 
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Furthermore if a module is known to be faulty, i.e., from the 
point of view of coding theory an erasure occurs, then the decoders 
are set into an erasure mode. Without loss of generality let us 
suppose the first symbol to be an erasure. Hence the decoder is 
in erasure mode 0 and it receives 

("erasure", + ~' c2 + ~. (9) 

The two symbols ( c1, ~ have to satisfy the equation 

(10) 

Hence (£1_, ~ is a codeword of a [2k, k] binary code with parity­
check matrix [MT I]. If this code has minimum (Hamming) dis­
tance 2t 1 then it can correct t bit errors. Hence if we observe 
an erasure we can correct t bit errors in addition. 

For a binary vector ~ we define wt(~) to be the (Hamming) 
weight of~' i.e. the number of ones in the vector~· Define (*OO) 
to be the set 

{(~,Q,Q)I~E F,~ Q}. (11) 

In an analogous way (O*O) and (OO*) are defined. Define (ijk) to 
be the set 

{(~,~,,[)1~,~,,[E F,wt(~) i,wt(~) j,wt(,[) = k}. (12) 

The sets denoted by these three-tuples are called error classes. 
Taking an arbitrary error class, then all syndromes of the elements 
in that error class have some properties in common. For example, 
all error patterns'- in (*00) have in common that their syndromes 
2. = (so,~'~ := '-HT satisfy s0 Q, s 1 =/= Q, s2 =/= Q; All error 
patterns'- in (ijO) have in common that their syndromes 2. '-HT 
satisfy wt(~ = i and wt(s0 M 2

) = j. We shall use such properties 
shared by error patterns in an error class in the decoding process. 

Let us define the following sets ( "+" denotes "union of'). 

)./ c := (000), no error. 

S S := ( * 00) + (0 * 0) + (00*), the set of all single symbol 
errors. 
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108 Generalized triple modular redundancy 

DB := (110) + (101) + (011), the set of all double bit errors 
that are not single symbol errors. 

T B := (111) + (210) + (120) + (201) + (102) + (021) + (012), 
the set of all triple bit errors that are not single symbol 
errors. 

QB := the set of all quadruple bit errors that are not single 
symbol errors. 

1 B := the set of all quintuple bit errors that are not single 
symbol errors. 

S 8:= the set of all sextuple bit errors that are not single 
symbol errors. 

We shall now give the matrices M that have the desired error 
correction capabilities. The construction of these matrices will be 
explained in Section V. 

k = 4: If we take for the matrix M in formula ( 4) the matrix 

M= 
0110 I 0011 
1101 ' 
1010 

(13) 

then the set U = )/ c + S S + DB is a set of correctable error 
patterns. In erasure mode we use the [8,4] code with generator 
matrix [I M] having a minimum distance of 3. 

k = 8: If we take for the matrix M in formula ( 4) the matrix 

11001111 
10100111 
11110011 

M= 
11101001 

(14) 
11111100 
01111010 
00111111 
10011110 

then the set U = )/ c + S S +DB+ T B is a set of correctable error 
patterns. Furthermore the error patterns in QB are detectable. In 
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erasure mode we are left with a [16,8] code with generator matrix 
[I M] having a minimum distance of 5. 

k - 16: If we take for the matrix M in formula ( 4) the matrix 

0011011011101000 
0101101101110100 
0000110110111010 
0001011011011101 
1000001101101110 
0100010110110111 
1010000011011011 

M= 
1101000101101101 

(15) 1110100000110110 
0111010001011011 
1011101000001101 
1101110100010110 
0110111010000011 
1011011101000101 
1101101110100000 
0110110111010001 

then the set U }./ c + S S + D 8 + T 8 + Q 8 + 18 is a set of 
correctable error patterns. Furthermore the error patterns in S 8 
are detectable. In erasure mode we are left with a [32,16] code 
with generator matrix [I M] having a minimum distance of 7. 

We shall now describe the main ideas that are used in designing 
decoders for the generalized TMR configurations by describing the 
decoder for the case k = 8. The decoders for the cases k = 4 and 
k = 16, respectively, are constructed according to the same ideas 
and are respectively less and more complex than the one for the 
case k = 8. Many of the ideas in the decoders of generalized TMR 
are borrowed from the decoder design for the ( 4,2) concept fault­
tolerant computer [7,8]. Realization on chip of the decoder for the 
( 4,2) concept shows the feasibility of such decoders. 

The decoder can operate in 7 different modes, which are: 

RM: random mode, i.e., the decoder uses all three outputs of the 
modules, 
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110 Generalized triple modular redundancy 

EMi: erasure mode i, i = 0, 1, 2, i.e., the decoder considers module 
i to be malfunctioning and uses the outputs of the other two 
modules for decoding (duplicated configuration), 

SMi: single mode i, i 0, 1,2, i.e., the decoder only considers the 
output of module i (simplex configuration). 

Random mode 

The elements of a fixed error class have some properties in 
common. Having a certain property can be translated by satisfy­
ing a Boolean expression. The clue is to construct a set of Boolean 
expressions, one for each error class contained in the set of cor­
rectable error patterns U, such that these Boolean expressions are 
mutually exclusive; i.e., all error patterns in U satisfy exactly one 
of these Boolean expressions and all other error patterns outside 
U satisfy at most one of these Boolean expressions. 

We define the following Boolean variables. Fori 0, 1, 2, ;' 
0,1,2,3, 

1 l'ff Pii = 
Qij = 1 iff 

RM 1 iff 
EMi = 1 iff 
SM, = 1 iff 

wt(~ i, 
wt(s,M2) i, 
the decoder is running in random mode, 
the decoder is running in erasure mode i, 
the decoder is running in single mode i. 

(16) 

Furthermore, we define the following estimates for the message m: 

~ ~ M2 ~ M ~ ( )Ms-i mo := ro, m1 := r1 , m2 := r2 , nii := r, + u; (17) 

for i 0, 1, 2 and j = 0, 1, ... , 7, where u; is the unity vector 
having a 1 in the J'-th position and zeros elsewhere. 
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error class 
)j t (000) 

{ 

(*00) 
s s (0*0) 

(OO*) 

{ 

(110) 
DB (101) 

TB 

QB 

(011) 
(111) 
(210) 
(120) 
(201) 
(102) 
(021) 
(012) 
(310) 
(130) 
(301) 
(103) 
(031) 
(013) 
(220) 
(202) 
(022) 
(211) 
(121) 
(112) 

condition message estimate 

PooPw mo 

PooP1o m1 

PwPzo mz 

PzoPoo mo 

Puqoi mz 

Pmqzi m1 

P21qu mo 
Rpar n1; 

P12q01 m2 

Puqo2 m2 

Pmq22 m1 

Po2q21 m1 

P22qu mo 

P2lql2 mo 

R par error detection flag 

111 

Table I: The correctable/detectable error patterns in random mode 
for the case k = 8 together with the Boolean expression they satisfy 
and the corresponding estt'mates for the message. 

In random mode (RM 1) the set U = Nt + SS +DB+ TB 
is the set of correctable error patterns. Table I gives the boolean 
expressions which are satisfied by error patterns in the correctable 
error classes, and the resulting estimates for the message. The first 
column gives the correctable error classes. The second column 
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provides the corresponding Boolean expressions satisfied by error 
patterns in these classes. These Boolean expressions are mutually 
exclusive. A correctable error pattern in U satisfies exactly one of 
these Boolean expressions. The Boolean variables R and par are 
defined as follows. 

2 7 

par:= L L r;;. 
i=O i=O 

(19) 

Note the relation of R to the other Boolean expressions in Table I. 
R = 1 if none of the other Boolean expressions equals one. The 
Boolean variable par denotes the parity of the received word. Note 
that all codewords have even parity, because I M + M 2 = 0. 
The third column of Table I gives the estimates of the message 
corresponding to the error classes in the first column. They form 
the output of the decoder. For all correctable error classes, except 
the class ( 111), it is easy to find an estimate for the message, 
because at least one symbol of the received word is correct. For 
an error in the error class (111) we have to determine a bit error 
in one of the received symbols. The solution of this problem will 
be treated later on. 

So we use the Boolean expressions in the second column of 
Table I in our decoder and estimate the message by the estimate 
given in the third column if the corresponding Boolean expression 
is satisfied. This means that all error patterns in U are corrected. 

For an error pattern in U we have R par = 0, for an error 
pattern~ in Q8 we haveR par = 1. So we can detect all error 
patterns in Q8 very easily by evaluating R par. 
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error class condition message estimate 
(EOO) Poo m1 
(ElO) qo1 m2 
(EOl) POI m1 
(Ell) To n2j 
(E20) q02 m2 
(E02) Po2 m1 

(OEO) PIO m2 
(lEO) Pn m2 
(OEl) qu mo 
(lEl) Tt noj 
(2EO) P12 m2 
(OE2) ql2 mo 

(OOE) P2o mo 
(lOE) q21 fflt 
(OlE) P21 mo 
(llE) T2 n1j 
(20E) q22 m1 
(02E) P22 mo 

Table II: The correctable error patterns in the erasure modes for 
the case k = 8, together with the Boolean expressions they satisfy 
and the corresponding estimates for the message 

Erasure mode 

For k = 8, in erasure mode, two bit errors can be corrected. 
An erasure will be denoted by 'E'. For example, (Eii) denotes 
the set of error patterns with the first symbol being an erasure, 
the second symbol having weight i, and the third symbol having 
weight i. Define the Boolean expressions T0 , T~, and T2 as 

To:= (Poo + qo1 +Pot+ qo2 + Po2), 
T 1 := (P10 Pu + qu + Pu + qt2), 

T2 := (P2o q21 + P21 + q22 + P22)· 

(20) 

Table II is the analogue of Table I for the three erasure modes. 
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ll4 Generalized triple modular redundancy 

The Boolean expressions in this table can again be used for error 
correction. The third column gives the estimates for the message. 
In the cases of the error classes (Ell), (1E1), and (llE) we have 
to determine one bit error in one of the received symbols. For 
the other error classes the estimate for the message is straightfor­
wardly retrievable from the received word. 

error condition two-symbol 
class codeword 
(1ll) Rpar 1 (co,~ 
(Ell) To 1 (~,~ 
(1E1) Tt 1 (c2,~ 
(llE) T2 = 1 (co,~ 

Table III: Special error classes together with corresponding Boolean 
expressJ·on and corresponding two-symbol code word 

As we have seen in the case of an error class of the type (111),(E11), 
(1E1), or (llE) we can make no straightforward estimate for the 
message m. We have to find a bit error in one of the received sym­
bols. In these cases we only consider two symbols of the codeword 
sent, which we order such that they form a codeword of the code 
with parity-check matrix [MT I]. The four error classes, corre­
sponding conditions, and related two-symbol codewords are given 
in Table III. 

So the problem is to decode an error pattern (e;, ~ = (r;,!:!)­
(c1,£J with wt(e;) wt(~ = 1 with respect to the code with 
parity-check matrix [MT I]. The syndrome of (e1,~ is s1 := 

e;M + ei. We try to find ei by substituting all 8-bit vectors of 
weight one for ei and checking whether e; has weight one. This 
gives the following decoding rule, which sets a boolean variable 
tip(i 0, 1, 2, p = 0, 1, ... , 7) equal to one if a certain error pattern 
occurred. 
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• compute s' = eiM ei, 

• find an 8-bit vector !f. of weight one such that 
wt((s' + Y:)M2

) = 1, 

115 

• if !f. = Up is the vector found in the previous step then set 
tip 1. 

decoder syndrome corresponding code symbol 
component used two-symbol codeword estimated 

dec2 so (cb£V c2 
dec0 sl (c2, £9.) co 
dec 1 82 (co,~ cl 

Table IV: Three decoders with corresponding syndrome component, 
two-symbol code word, and code symbol estimated 

We use three decoders for performing the above decoding rule 
for i 0, 1, 2 respectively. Table IV gives the three decoders 
together with the syndrome component Si used, the corresponding 
two-symbol codeword, and the code symbol that is estimated. If 
tt.p 1 then the estimate for the message m is nip= (ri+up)M3

-". 

Summarizing, the message misestimated as follows: -

if E MoTot2i = 1 
if EM1T1toi = 1 
if (RM R par+ EM2T2)t1i = 1 

then m n2j, 
then m no;, 
then m = nli. 

(21) 

The above remarks on the decoding strategy lead to the de­
coder implementation of Figure 5. In this figure the boxes WT 
compute the weight of the input vector. The box * contains the 
implementation of the following Boolean expressions: 
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Figure 5: The decoder design for the generalized TMR configuration processing 8-bit words. 
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SELo ·- RM(PooPto + P2oPoo + P21Qn + P22Qn + P21Q12) 
+EMt(Qn + q12) + EM2(P2o + P21 + P22) + SMo, 

S EL1 ·- RM(PooPto + P01Q21 + P01Q22 + Po2Q2t) 
+EMo(Poo + P01 + Po2) + EM2(Q21 + Q22) + SMll 

SEL2 ·- RM(P10P2o + PnQot + P12Q01 + PuQo2) 
+EMo(Qot + Qo2) + EM2(P10 + Pn + Pl2) + SM2. 

(22) 

SEL0i 
SEL1i 
SEL2i 

detection flag 

·- EMtTtto;, 
·- (RM R par+ EM2T2)t1h 

EM0T0 t 2i, for j = 0, 1, ... , 7, 

·- (IJ;=o SELi)(IT;=o ITj=o SELii)· 

(23) 

These 28 Boolean expressions are mutually exclusive. In box ** 
it is decided what estimate for the message should be taken. 

If SELi = 1 then m = mi, 
If SELii = 1 then m = nii, 
If detection flag = 1 then detection of an uncorrectable error. 

Furthermore, box * contains the implementation of the Boolean 
expressions that are used for the mode register updating. They 
will be described in the next section. 

IV. Mode register updating 

The decoder contains a mode register whose contents are changed 
whenever certain errors are found in the received codeword. For 
changing the mode register many strategies are possible, depend­
ing on the failure characteristics of a module. 

A possible strategy could be to switch from random mode 
to erasure mode when the maximum error correction capacity is 
reached, i.e., a symbol error not being a single bit error. It seems 
also wise to switch from erasure mode to single mode if two bit 
errors in the same symbol occur. Hence, we get the following 
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formulas for the register updating procedure. 

EM.out ·- RMinPoo P10 EMjnPo2 qo2, 0 . 
EM out ·- RMinP1o P2o P21 EMtnP12 q12, 1 . 
EM. out 2 RMin P2o Poo P01 E M4n P22 q22, 
RMout ·- RMin(Poo + P10 Pu) 

(P1o + P2o + P21) (P2o Poo POl), 
(24) 

SM.out 0 SM.in EMinq 0 1 12 EM~nP22, 
sMout 1 SMfn + EM&nPo2 EM4nq22, 
sM.out 2 .- SM~n + EM&nqo2 EMfnPl2· 

Switching from single to erasure mode and from erasure to ran­
dom mode should be done under software control after a faulty 
module has been replaced by a good one. 

V. Construction and properties of the 
codes 

In this section we provide the construction of the codes for gen­
eralized TMR. For this construction we used the theory of Galois 
fields. For an extensive treatment of Galois fields we refer the 
reader to [9, Ch. 4]. 

Let p( x) be a primitive polynomial of degree k and let a be 
a zero of p(x). Then a is a primitive element of the Galois field 
GF(2k) := {0, 1, a, a 2 , ••• , a2~<_ 2 }. The Galois field GF(2k) is a 
vector space of dimension k over GF(2}, the Galois field contain­
ing two elements. The k elements ab(o), ab(1), ••• , a 6(A:- 1) are called 
a basis of GF(2k) over GF(2} if no nontrivial solution of the equa­
tion 

A:-1 L aiab(i) (25} 
i:oO 

exists. In other words the only solution is a0 = a1 a~:_ 1 = 
0. When such is the case, any element 1 in GF(2k) can be repre-
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sented by a binary k-tuple (a0 , ah ... , ak-I) such that 

k-1 
1 = L aici(i). (26) 

i=O 

The number of ones in ( a0, a 1 , ••• , ak-I) is called the weight of 1 
with respect to the basis< o:6(o),o:b(I), ... ,o:b{k-I) >. A Galois 
field can have many different bases. Some of them have a special 
form and hence, a name is given to them. The basis < o:i, i = 
0, 1, ... , k - 1 > is called the polynomial basis corresponding to 
the polynomial p(x). If, for some j 

j21 
• - k < a , z- 0, 1, ... , - 1 > (27) 

forms a basis of G F(2k) over G F(2) then this basis is called a 
normal basis. 

Now define (3 := o:(2k I)/3 (for even k, 2k 1 is always divisible 
by 3). Then (3 is a primitive element of GF(22) := {0, 1,(3, (32}. 

Consider the [3,1] code of length 3 and dimension 1 over GF(2k) 
with generator matrix [1 (3 (32

]. We map this [3,1] code over 
GF(2k) onto a binary [3k, k] code of length 3k and dimension k 
by using the vector representation of G F(2k) with respect to a 
given basis< o:b(o),o:b(I), .•• ,o:b(k-I) >. The generator matrix of 
the binary [3k, k] code is 

G" [I M M 2
], 

where M is the k by k matrix whose ith row (i = 0, 1, ... , k 1) 
is the binary representation of (3o:b(i) with respect to the basis 
< o:b(o),o:b(I), •.. ,o:b(k-I) >. 

The minimum distance profile [11] d(C) (d( CjO), d( Gil), d( Cl2)) 
of a [ 3,1] code C is defined by 

d(CIO) .- min{wt(co,ci,c2): (c~,c2,c3) E C\{0}}, 
d(Cil) .- min{wt(c0,ci),wt(c0,c 2),wt(c~,c2 ): (c0,cllc2) E C\{0}}, 
d(CI2) .- min{wt(co),wt(c1),wt(c2): (co,c11 c2) E C\{0}}. 

(28) 
So for every nonzero codeword ~ = ( c0 , c11 c2) in C the following 
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seven relations hold: 

wt(c0 ) wt(ci) + wt(c2 ) > d(CIO); 
wt(ci) + wt(c1) > d(CI1) for i,j E {0, 1, 2}, i # j; 

wt(ci) > d(Ci2) fori 0, 1, 2. 
(29) 

These relations imply the following property concerning correctable 
error patterns. 

Property I: A set U of error patterns is a correctable error set if 
for all pairs e< 1) and e<2) of different elements of U at least one of 
the 7 relations of (29) does not hold for their sum e<1) + e< 2). 

From the definition of minimum distance profile and relations (29) 
it is easy to see that the following property must hold. 

Property II: d(CIO) 2: 3 * d(CI1)/2. 

We will now consider bases < ab(O), ab(l), ... , ab(k-l) > such 
that the [3,1] codes over GF(2k) constructed above have large 
minimum distance profiles with respect to these bases. We do 
this for the cases k 4, 8, and 16, respectively. 

k = 4: The polynomial p(x) := x4 + x 1 is a primitive 
polynomial of GF(24 ) over GF(2). Let a be a zero of p(x). The 
field GF(24 ) has two normal bases, which are < as, a 6 , a 12 , a 9 > 
and< a 7,a1\a13,a11 >.The element Pis defined to be P := a 5. 

The [3,1] code C with generator matrix 

has minimum distance profile (6,3,1) with respect to the poly­
nomial basis < a 0 , a 1, a 2, as > as well as with respect to both 
normal bases < as, a 6, a 12 , a 9 > and < a7 , a 1\ a 1s, a 11 >. It is 
easily checked that Property I holds for the set U = Jl c + S S + D 8, 
which therefore is a correctable error set. 

Fix one of the three bases mentioned above and call the cor­
responding code C. If for some i 0, 1, 2 the ith symbol in every 
codeword of C is erased, we obtain a [8,4] code C!i) having a min­
imum bit distance of 3. Hence in erasure mode we can correct 
single bit errors. 
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Note that the codes C(o), c(l), and C(2) are equivalent, because 
[ M M 2 ] = M [ I M ] and [ I M2 ] = M 2 [ M I ]. By 
straightforward checking it is easy to see that the [8,4] code with 
generator matrix [I M] has a minimum bit distance of 3. Hence 
by Property II we have that d(CjO) ~ 3 * 3/2 , i.e., d(C!O) ~ 5, 
because d(CjO) is an integer. The weight of every codeword inC 
is even, because I+ M M 2 = 0. Hence we have that d(C!O) ~ 
6. According to [4] a [12,4] binary linear code has minimum bit 
distance at most 6, so d(C!O) = 6. This shows that the minimum 
distance profile of the code C equals ( 6,3,1). 

The generator matrix of formula (4) in which the matrix M 
of formula (13) is substituted is the binary image of the matrix 
[ 1 {i {i2 ] with respect to the polynomial basis < 1, a:, a:2 , a:8 >. 

k = 8: The polynomial p(x) = x8 +x4+x8+x2 +1 is a primitive 
polynomial of GF(28) over GF(2). Let a be a zero of p(x). GF(28) 

has 16 normal bases, that are Ni. =< a'2j, j = 0, 1, ... , 7 > 
fori= 5,9,11,15,21,29,39,43,47,53,55,61,63,87,91,95. The 
element {i is defined to be {i := a 85 • 

The [3,1] code with generator matrix 

has minimum distance profile (8,4,1) with respect to the normal 
bases N, for i in .A := {9, 21, 39, 43, 55, 61, 91, 95}, and minimum 
distance profile (8,5,1) with respect to the normal bases Ni. fori 
in B := {5,11,15,29,47,53,63,87}. 

Consider the [24,8] binary code C, obtained from the above 
[3,1] code with respect to the normal basis Ni., i E B. By straight­
forward checking it is easy to see that the [16,8] binary code 
obtained from it by deleting a symbol in every codeword has 
minimum bit distance 5. Hence by Property II we have that 
d(Ci.IO) ~ 3 * 5/2, i.e., d(Ci!O) ~ 8. The weight of every code­
word in Ci. is even, because 1 + {i + {i2 0. Furthermore, the 
minimum distance of a [24,8] binary linear code is not larger than 
9 [4]. Hence d(C,jO) = 8. This shows that the minimum distance 
profile of C, equals (8,5,1). Therefore by Property I we see that 
the set U Jl e + S S + DB + T B forms a correctable error set in 
random mode. In erasure mode we are left with a [16,8] binary 
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code with minimum distance 5, so up to two bit errors can be 
corrected. 

The generator matrix of formula (4) with the matrix M of 
formula (14) substituted in it is the binary image of the matrix 
[ 1 f3 /32 

] with respect to the basis N5• 

k = 16: The polynomial p(x) x
16 + x 12 + x 3 + x + 1 is a 

primitive polynomial of GF(216) over GF(2). Let a be a zero 
of p(x). The Galois field GF(216) has a large number of normal 
bases. For example, N15 :=< a:1s.21

, ;" = 0, 1, ... , 15 > forms a 
normal basis of GF(216

) over GF(2). The element f3 is defined to 
be f3 := a21845. 

The [3,1] code G over GF(216) with generator matrix 

G [ 1 f3 132 ] = [ 1 a21845 a4369o ] 

has minimum distance profile (12,7,1) with respect to the normal 
basis N15 • By straightforward checking it is easy to see that the 
[32,16] binary code obtained from it by deleting a symbol in every 
codeword has minimum distance 7. Hence by Property II we have 
that d( G!O) ~ 11. All weights of the codewords in G are even, so 
d(G!O) ~ 12. Actually d(G!O) = 12, because the code G contains 
a codeword of weight 12. This shows that the minimum distance 
profile of G equals (12,7,1). Therefore, by Property I we see that 
U = Jl e S S +DB+ T 8 + .QB 78 forms a correctable error 
set in random mode. Furthermore, all sextuple bit errors in S 8 
can be detected. In erasure mode we are left with a [32,16] binary 
code with a minimum bit distance of 7, so up to three bit errors 
can be corrected. 

The generator matrix of formula (4) in which the matrix M 
of formula (15) is substituted is the binary image of the matrix 
[ 1 f3 {32 ] with respect to the basis N15 • 

Furthermore, it should be remarked that the [3,1] code with 
generator matrix [ 1 f3 {32 ] also has minimum distance profile 
(12,7,1) with respect to several other normal bases of GF(216) 

over GF(2). 

IPR2018-1557 
HTC EX1010, Page 134



Conclusion 123 

Conclusion 

In this paper a generalization of the TMR technique is discussed. 
The orthodox TMR technique applies a repetition code to correct 
single symbol errors. In systems with large memories, bit errors 
are predominant. The TMR technique does not give enough re­
sistance against these errors. Hence, bit error-correcting codes 
are necessary to survive a module failure. But this causes the to­
tal memory size to grow by a factor four to four-and-a-half with 
respect to the single nonredundant configuration. 

However, in our generalization we apply special rate one-third 
error-correcting codes that are able to correct symbol errors as 
well as multiple bit errors. Furthermore, whenever one module 
has failed we are left with a duplex configuration in which the 
punctured code still provides multiple bit error-correction capa­
bility. So this generalized TMR technique extends the orthodox 
TMR technique with a good resistance against multiple bit errors 
and the combination of a symbol erasure and bit errors without 
needing extra redundancy. 

The idea of combined symbol and bit error-correction in processor­
memory configurations originates from the '(N, K) concept' fault­
tolerant computer described by Krol[7]. 
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An error-control coding system 
for storage of 16-bit words in 
memory arrays composed of 

three 9-bit wide units 

Wil J. van Gils 

Abstract 

125 

Error-correcting codes are widely used to improve the reliabil­
ity of computer memories. The shift of VLSI technology to­
wards higher levels of integration has resulted in multiple-bit-per­
card and multiple-bit-per-chip memory structures. This paper 
describes codes for storing 16-bit words in a memory array con­
sisting of three 9-bit wide memory units, a unit being a single 
card or a single chip. These codes are able to correct single bit 
errors, to detect up to four bit errors and to detect the failure 
of a complete memory unit. The codes have an elegant structure 
which makes fast decoding possible by simple means. 
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I. Introduction 

Single-error-correcting, double-error-detecting (SEC-D ED) binary 
codes are widely used to increase the reliability of computer mem­
ories having a one-bit-per-chip or one-bit-per-card structure [1,4,9]. 
However, the shift of VLSI technology towards higher levels of 
integration has resulted in multiple-bit-per-card and multiple-bit­
per-chip memory structures [1,5,9]. Frequently occurring error 
events in such memory arrays are single cell failures due to im­
pingement of atomic alpha particles. These cause transient single 
bit errors. Less frequent are permanent errors due to single cell, 
row, column, row-column or complete chip failures. These can 
produce single bit errors, but may also cause multiple bit errors 
in a single chip output. 

Codes are therefore needed which correct/detect not only bit 
errors, but also errors caused by the failure of a complete chip or 
card [1,5]. For example IBM [9] produces 2K*9, 8K*9 and 32K*9 
memory chips, which allow for a parity-check in each 8-bit word 
stored in it. This paper describes the construction and use of a 
class of [27,16] binary linear codes that encode 16 data bits into 
27 code bits, which are stored in three 9-bit wide memory units. 
In [5], a similar code is described. It can correct single bit errors, 
detect double bit errors, and detect the failure of a complete chip. 
However, this code is not optimal and its lack of structure requires 
a rather complex decoder. 

We have constructed a class of [27,16] codes which can correct 
single bit errors, detect up to four bit errors and detect single 
memory chip failures. The codes constructed are optimal in the 
sense that there does not exist any [27,16] code having better 
correction/ detection properties. Our coding schemes also include 
simpler decoders using less hardware than the one described in 
[5]. 

In Section II we describe the construction and the properties 
of the codes. The decoders are described in Section III. 
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II. Construction and properties of the 
codes 

Let a be a root of the primitive polynomial x8 x4 + x3 x2 1. 
Hence, a is a primitive element of the Galois field GF(28

). Define 
{J to be equal to a 85

, {J := a 85 • The finite field G F(28) has sixteen 
normal bases, namely 

for bE 8 := {5, 9, 11, 15, 21, 29, 39, 43, 47, 53, 55, 61, 63, 87, 91, 95}. 
For each of these normal bases Jib, we define the 8 by 8 binary 
matrix Mb = {m~;>} with 0 ~ i ~ 7,0 ~ j ~ 7, by 

1 

{J b2'. """" (b) b2i . 7 a = L- mii a , t = 0, 1, ... , . 
i=O 

This means that the ith row of Mb is the binary representation of 
{Jab2' with respect to the basis Jib. The matrix Mb is a primitive 
element of the field GF(4), so that Mt =I and I+ Mb Mf = 
0, where I denotes the identity matrix and 0 denotes the all­
zero matrix. Furthermore, it can be readily seen that the row 
(i + 1) mod 7 of Mf is equal to the ith row of Mb (i 0, 1, ... , 7). 
In [2] these matrices Mb were used to construct codes for the 
generalized Triple Modular Redundancy scheme. Here we shall 
use them to construct [3 * 9, 16] codes. 

Let pT (A) for a binary matrix A denote the column vector of 
row parities of A, i.e. p(A)i E; aii· Define Gb, bE B to be the 
binary linear [3 * 9, 16] code with generator matrix 

We consider all codewords ~ in such a code to be composed of 
three symbols of nine bits: ~ = (cllc2,~, where c~,c2 and c3 all 
have length nine. 

To measure the error-correcting capacity of such codes we need 
the definition of the minimum distance profile of a code [2,8]. 
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We denote by wt(~) the Hamming weight of a binary vector~' 
i.e., the number of components in~ equal to 1. For a codeword 
Q. = (c~,c2 ,~, consisting of three symbols cbc2 and c3 of equal 
size, the weight profile wp(~) = (wpo(~, WPI(d, wp2(Q.)) is defined 
by 

wpo(£.) 
WPI(~) 
wp2(~) 

wt(~), 
min{wt(c1 ,~, wt(c~,~, wt(c2,~}, 
min{wt(.e.J, wt(~, wt(~}. 

For a code C, consisting of such codewords, the minimum distance 
profile 4(C) = (d(CjO),d(CI1),d(CI2)) is defined by 

d(Cii) = min{wpi(£.): Q.E C\{Q} }, i = 0,1,2. 

In general for a code C, the set T of error patterns is correctable 
and the set U of error patterns is detectable if for all pairs~ E TUU 
and y E T their sum ~ + y is not in C. In terms of the minimum 
dist~ce profile this mean~ that wp(~ + 0 is not componentwise 
larger than or equal to 4( C), or in other words there is at least 
one index i such that WPi(~ + y) < d( Cji). 

In [5], a [27,16] binary line~r code is constructed which con­
tains codewords of three symbols of nine bits, having minimum 
distance profile ( 4,2,0). This minimum distance profile guarantees 
the correction of single bit errors and the detection of single (9-bit) 
symbol errors and double bit errors. We shall now show that the 
[3 * 9, 16] codes constructed above have minimum distance profile 
(6,2,0), so that they guarantee correction of single bit errors, de­
tection of single (9-bit) symbol errors and detection of up to four 
bit errors. We therefore need the following two lemmas. 

Lemma 1. Forb E A5 := {5,11,15,29,47,53,63,87}, the [16,8] 
binary linear code with generator matrix [I M6] has minimum bit 
distance 5. 

Proof. Because of the special structure and the mutual relation 
between Mb and Ml, this can be demonstrated in a straightfor­
ward manner by merely checking the weight of ten codewords. 

D 

Lemma 2. Forb E A4 := {9, 21, 39, 43, 55, 61, 91, 95}, the [16,8] 
binary linear code with generator matrix [I M0] has minimum bit 
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distance 4, and the codewords of weight 4 have one component 
equal to one in the first eight positions and three components 
equal to one in the last eight positions, or vice versa. 

Proof. Like the proof of Lemma 1, this can be demonstrated 
merely by checking ten codewords of the code. 

D 

Theorem 3. The [3 * 9, 16] codes Cb, b E .A 4 u .A 5 , have minimum 
distance profile ( 6,2,0). 

Proof. Fix b E .A4 u .A5 , and define M := Mb, C := Cb and 
G := Gb. From Lemmas 1 and 2, it follows that the [18,8] code 
with generator matrix [I pT(I) I M pT(M)] has minimum bit 
distance 6. Since [I M 2] - M 2[M I]~ the code with generator 
matrix [I z?(I) I M 2 ET(M2)] also has minimum bit distance 6. 

Now let .Q (cllc2,~ = (mh m2)G be a codeword of code C, 
where ch c2, and c3 are binary vectors of length 9 and m 1 and m 2 

are binary vectors of length 8. We distinguish three cases: 

A. .Q,m2 = Q. Then.Q= mt[I r?(I) I 0 ET(O) I M ET(M)]. 
Hence wt(.Q) 2:: 6. 

B. m1 Q,m2 Q. Then£ m2[0 ET(O) I I ET(I) I M 2 ET(M2)]. 
Hence wt(cl 2:: 6. 

Cl. If c3 =f. Q, then wt(£!) 2:: 2 for i = 1, 2, 3. So wt(£) 2:: 6. 

C2. If c3 Q, then m 1 m 2M, and hence 
.Q -(m2M ET(m2M) I m2 ET(m2) I Q 0). 
wt(f.) wt(m2[M, ET(M) I I ET(I)]) 2:: 6. 

From these observations it follows that d(CIO) = 6. Furthermore 
it is easy to see that d(CI1) = 2 and d(CI2) = 0. Hence, the code 
C has minimum distance profile (6,2,0). 

D 
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This minimum distance profile (6,2,0) implies that single bit 
errors are correctable and double, triple and quadruple bit errors 
and single symbol errors are detectable. To see this, define T to 
be the set of single bit errors and U to be the set of double, triple 
and quadruple bit errors and single symbol errors. Now it is easy 
to check that for any ;f. E T and any y E T U U there is at least 
one index i E {0, 1, 2} such that wpi(;f. + ~Ji) < d(CJi). 

The [3*9, 16] binary linear codes with minimum distance pro­
file (6,2,0) are optimal in the sense that any [3 * 9, 16] binary 
linear code has a minimum distance profile (a, b, c) that satisfies 
a ~ 6, b ~ 2, c = 0. This is because the maximum minimum 
distance of a [27,16] binary linear code is 6, and the maximum 
minimum distance of a [18,16] binary linear code is 2 [3,6]. Fur­
thermore, because of their very regular structure, the constructed 
codes cb have very efficient decoders. 

The 11 by 27 matrix 

11111111 1 00000000 0 00000000 0 
00000000 0 11111111 1 00000000 0 
00000000 0 00000000 0 11111111 1 

Hb = 
0 0 0 
0 0 0 

MT 
b (Mf)T I 

0 0 0 

is a parity-check matrix of the code Cb. This parity-check matrix 
can be used for syndrome decoding of the code. The 27 syn­
dromes of single bit errors are used for correction. The remaining 
2020 non-zero syndromes are used for detection of, among oth­
ers, all single symbol errors and double, triple, and quadruple bit 
errors. The decoder can be implemented as is done in [5], using 
27 AND-gates with 11 inputs. However, an implementation using 
less hardware is described in the next section. 

IPR2018-1557 
HTC EX1010, Page 142



Encoder and decoder implementation 131 

III. Encoder and decoder implementation 

In this section we describe the encoder and decoder implementa­
tion of the [3 * 9, 16] code C9• A generator matrix G of this code 
is given in Figure 1. A parity-check matrix H of this code is given 
in Figure 2. 

100000001 000000000 000010111 
010000001 000000000 110001010 
001000001 000000000 110000101 
000100001 000000000 011100010 
000010001 000000000 101100001 
000001001 000000000 010111000 
000000101 000000000 001011001 
000000011 000000000 000101110 

000000000 100000001 100010110 
000000000 010000001 100001011 
000000000 001000001 111000100 
000000000 000100001 011000011 
000000000 000010001 101110000 
000000000 000001001 010110001 
000000000 000000101 001011100 
000000000 000000011 000101101 

Figure 1: Generator matrix of the code C9 • 

From Figure 2 we see that the parity-check matrix H has an ele­
gantly structured form. We take advantage of this structured form 
in the decoder design. Define §. = §.(!.) (sb s2, ... , s11) = r..HT 
to be the syndrome of an output vector r.. of the memory array. 
The syndromes {§. ~HTiwt(~) 1} are used for single bit error 
correction. The remaining nonzero syndromes are used for error 
detection. 
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111111111 000000000 000000000 
000000000 111111111 000000000 
000000000 000000000 111111111 

011010000 111010000 100000000 
011101000 001101000 010000000 
000110100 001110100 001000000 
000111010 000011010 000100000 
100001100 100011100 000010000 
010001110 010000110 000001000 
101000010 101000110 000000100 
110100010 110100000 000000010 

Figure 2: Parity-check matrix of the code 0 9 • 

Define the signals Ao, A~, A2 and A 3 as follows: 

Ao sl s2 s3, 

A1 sl s2 s3, 
A2 8'1 s2 s3, 
A3 s 1 s2 s3, 

where x denotes the inverse of x, x = 1 + x. These can be im­
plemented with NOR-gates with three inputs and inverters. If no 
error occurs, then Ao 1. If a single bit error occurs, then A 11 A 2 
or A 3 indicate the symbol in which it occurs: Ai 1 if this single 
bit error is in symbol i. 

We now consider the vectors uf, Vj, Wf of length 8 being the J·th 

columns of Mt, (M;)T and I respectively. Since Mf I+ M 0, it 
holds that ui and vi differ only in one position and their difference 
is exactly wi. We use this property in the construction of the 
decoder. For ;' 1, for example, 

u 1 (00001011), 
v 1 ( 10001011), 
W1 (10000000). 
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We now define the following functions of§.: 

x1 .- (s5 + ss + s1 + sg) ( s5 ss S7 sg), 
yl .- (sa+ s1o + sn) - (sasiOsn), 
zi .- (sa+ s10 + sn) = (sasiOsn), 
BI .- (s4 XI+ YI), 
c1 .- (s4 +XI + YI), 
DI .- (s4 + X1 + Zt), 

SE1 .- AtBt s1 s2 Sg 84 Ss Ss S7 Sg Sg Sto Stt, 
SEIO .- A2C1 S} s 2 s8 s4 s5 s6 s7 s8 s9 s10 .s 11 , 
SE1g . - AsD1 = s1 s 2 s8 s4 s5 86 s7 s8 s9 s 10 su . 

Then it can be readily seen that, 

if a bit error occurs at position 1, 
if a bit error occurs at position 10, 
if a bit error occurs at position 19, 

then SE1 = 1, 
then SE1o 1, 
then SE19 1. 
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An implementation of the above formulae B1, C1 and D 1 is given 
in Figure 3. The inputs of the box are the 8 bits s4 , s5 , ••• , s 11 of 
the syndrome vector. The outputs of the box are the three bits 
B1, C1 and D1. The contents of the box consist of three NAND 
gates and three NOR gates and are two gates deep. This box is 
called BOX 1. Other implementations with other gates are pos­
sible, we consider only one possibility. The signals X2 , ••• , X8 , 

Y2 , ... , Y8 , Z2 , ... , Z8 , B2 , ... , B 8 , C2 , ... , C8 , D 2 , ... , D8 and the 
signals SE2, ... , SEa, SEn, ... , SE11, SE2o, ... , SE2s are defined 
similarly. Implementation of boxes BOX 2, ... ,BOX 8 also pro-
ceeds in the same way as BOX 1: For j = 1, 2, ... , 8, BOX j 
has inputs s4 , s5 , ... , s 11 , outputs B;, C;, D;, and contains three 
NAND gates and three NOR gates and is two gates deep. 
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r---< 
NAND 

r-< 

NAND 

NAND 

I 1 1 

NOR NOR NOR 

! ! ! 
Figure 3: Generation of the signals Bt, C1 and D 1 • 

The full decoder design is shown in Figure 4. Single bit errors 
are corrected because a single bit error in position i necessarily 
means that 

8 Ei 1 and 8 Ei = 0 fori I- i. 
Double, triple and quadruple bit errors and single symbol errors 
are detected because their syndromes are non-zero and not equal 
to a syndrome of a single bit error, so they cause :i I- Q and 
8E;=Oforalli 1, ... ,27. 
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3 

DATA 
16 

16 

STORAGE 
27 

SYNDROME 
GENERATOR 

CHECK BIT 
GENERATOR 

11 

27 
ERROR 

CORRECTOR 
27 2-way XORs 

27 
f--J'----- f. 

no single 

..,.-----+1-H+I-H+I+Hf+--1--""il bit error 

:----~++++++++1-H--+-'-~~ N 0 R 1 

~~ 

Figure 4: Encoder/decoder design for the code C9 d t etr~or e ec 10n IPR2018-1557 
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3.3 

On con1bined symbol and bit 
error-control [4,2] codes over {0, 1 } 8 

to be used in the ( 4,2) concept 
fault-tolerant computer 

Wil J. van Gils Jean-Paul Boly 

Abstract 

This paper describes the construction, properties and decoding of 
four nonequivalent [4,2] codes over the alphabet {0, 1}8 that are 
able to correct the following error patterns: 

• error patterns containing one nonzero byte, 

• error patterns containing up to three nonzero bits, 

• error patterns containing one byte erasure and at most one 
nonzero bit. 

In addition all error patterns containing one byte erasure and 
two nonzero bits can be detected. These codes can be used in the 
( 4,2) concept fault-tolerant totally interactive consistent computer 
((4,2) FTTICC) and in memory systems composed of 8-bit wide 
chips or cards, where byte as well as bit errors occur. 
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I. Introduction 

The construction, properties and decoding of four nonequivalent 
codes of length four and dimension two over the alphabet {0, 1P 
are described. These codes can be used in the ( 4,2) concept fault­
tolerant totally interactive consistent computer ((4,2) FTTICC) 
[7,8,9] or in memory systems composed of byte-wide units such as 
chips or cards. In these systems byte errors as well as bit errors 
can occur, and both should be dealt with. The next paragraph 
briefly describes the basic internal functioning of the ( 4,2) concept 
computer. A more extensive description can be found in the pa­
pers by Krol [7,8]. The connection of the (4,2) concept computer 
to the outside world, especially interactively consistent input, is 
described by Krol and van Gils [9] and Krol [8]. The schematic 

Slice 0 Slice 1 Slice 2 Slice 3 

Memory 

Encoder 

Processor 

Decoder 

Busses 

Figure 1: The schematic architecture of the {4,2}-concept 
fault-tolerant computer. 
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architecture of a ( 4,2) concept computer for a 16-bit processor 
is given in Figure 1. The ( 4,2) concept computer contains four 
processors doing exactly the same job synchronously. During a 
write action a processor does not, as usual, write a two-byte word 
(m0, m 1} into its memory, but the two-byte word passes through 
an encoder circuit with a one-byte output. This one-byte output is 
stored in its memory. The encoder circuits are mutually different 
for the four processors, such that the concatenation (c0, cb c2, c3) 
of their outputs is a codeword of a specially designed code of 
length four and dimension two over the alphabet {0, 1}8• During 
a read action, the four processors activate their memories and a 
possibly corrupted codeword is put onto the bus. This four-byte 
memory output is the input for four identical decoders, one at­
tached to each processor. A decoder tries to remove the errors in 
its input. Its two-byte output is the input for the corresponding 
processor. A configuration of processor, encoder, memory, bus, 
decoder and necessary control logic is called a slice. The ( 4,2) 
concept computer thus contains four slices. 

The constructed [4,2] codes over {0, 1}8 are able to correct the 
following four-byte (i.e. 32-bit) error patterns: 

• error patterns containing one nonzero byte, 

• error patterns containing up to three nonzero bits, 

• error patterns containing one byte erasure and at most one 
nonzero bit. 

In addition error patterns containing one byte erasure and two 
nonzero bits can be detected. In the ( 4,2} concept computer this 
error-control capacity is used in the following way. Any arbitrary 
failure of a piece of hardware within a slice causes at most one 
byte of a codeword to be in error. If the (error-prone) memories 
are composed of one-bit wide memory chips, the simultaneous 
failure of up to three memory chips can cause at most three bit 
errors. These kinds of errors can be corrected in the decoder, so 
these hardware failures have no influence on the correct behaviour 
of the computer as a whole. Furthermore, whenever the decoder 
detects a byte error in symbol i, then it immediately switches to 
a special mode, called erasure mode i. In that mode it considers 
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the ith symbol of its input to be an erasure. In erasure mode, 
a single bit error in one of the nonerased symbols can still be 
corrected, a double bit error can be detected. So during repair or 
while waiting for repair of a faulty slice, the computer system can 
still function correctly in the presence of single bit errors. These 
error masking capabilities of the error-control code make the ( 4,2) 
concept a very effective method for increasing the reliablity and 
availability of a single computer system [7,8,13]. 

The general (N ,K) concept, which is a well-structured measure 
for reliability and availability improvement of computer systems, 
was described by Krol [7,8]. In references [7,8,10], [4,2] codes 
over {0, 1}\ i.e., an alphabet of 4-bit symbols, were constructed. 
These codes can correct one of the following error patterns: single 
4-bit symbol errors, up to two bit errors, and single 4-bit symbol 
erasures in combination with a single bit error. Those codes were 
implemented in the ( 4,2) concept control computer in the Philips 
SOPHO-S telephone switch [13]. Reference [4] describes the (3,1) 
concept with combined symbol and bit error-control codes over 
alphabets of 4-, 8- and 16-bit symbols respectively. Reference [5] 
shows the application and construction of combined symbol and 
bit error-control [27,16] binary codes for error-control in memory 
systems constructed from 9-bit wide chips or cards. In reference 
[2], the general concept of combined symbol and bit error-control 
codes and the theory behind it are described. The present paper 
focusses on newly constructed [4,2] codes over {0, 1}8 having very 
nice properties. 

We measure the error-control capacity of codes for combined 
control of symbol as well as bit errors by the so-called minimum 
distance profile [1,2,4,5,11], whose definition and properties will 
be given in Section II. This measure was introduced by Piret [11] 
under the name of compound distance profile. Section III de­
scribes the construction and the nice mathematical properties of 
four nonequivalent [4,2] codes over {0, 1}8 • In Section IV we de­
scribe a decoder outline for these codes when they are used in the 
( 4,2) concept fault-tolerant computer. 

IPR2018-1557 
HTC EX1010, Page 152



Minimum distance profile 

II. Definition and properties of the 
minimum distance profile 
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In this section we shall define the minimum distance profile of 
a code and we shall indicate the error detection/ correction ca­
pacities induced by this minimum distance profile. The concept 
of (compound) distance profile was introduced by Pi ret [ 11]. The 
definitions and properties in this section partly coincide with those 
in reference [11]. 

Consider a linear [n, k] code C of length nand dimension k over 
the Galois field F := GF(2m) having minimum Hamming distance 
S. The elements of the Galois field F are called symbols. They 
can be represented by binary m-vectors with respect to a basis of 
GF(2m) over GF(2) [12,Chapter 4,Section 8]. The weight wt(x) of 
a symbol x of F with respect to the chosen vector representation 
is defined as the number of ones in its vector representation ;r 
(x0 , Xt, ••• , Xm-d· The symbol weight of a vector of symbols is 
defined as the number of nonzero symbol positions in that vector. 
The bit weight wt(~) of a vector 1!_ = (Yo, y1, ••• , Yn-I) of symbols 
ofF is defined as the sum of the weights of its symbol components, 

n-1 

wt(y) = L wt(yi)· 
i=O 

Analogously we distinguish between the (minimum) symbol and 
{minimum} bit distance of a code. 

For a vector f. (c0 , Ct, •.• , Cn-I) E Fn let wt(Qij) denote the 
bit weight of the vector of length n j over F that is obtained by 
deleting the j heaviest (i.e., those having the largest weights) sym­
bols from f.· The weight profile of ann-vector f.= (c 0 , ell ••• , Cn- 1 ) 

of symbols of F is given by the n-vector 

(wt(£10), wt(£11), ... , wt(Qin- 1)). 
IPR2018-1557 
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The minimum distance profile 4(0) of the code Cis given by the 
8-vector 

4(0) := (do(C),di(C), ... ,ds-I(C)), 

where its components are defined by 

di(C) := minimum{wt(£1i) : Q. E C,Q. f. Q}, j = 0, 1, ... , S- 1. 

In other words, if for fixed j one takes n- j arbitrary symbol com­
ponents of an arbitrary nonzero codeword in the code C, then the 
sum of the weights of these components is at least di(C). There 
also exists a codeword in the code C having n j components 
whose weights add up to exactly di(C). Hence, di(C) is the min-

imum of the minimum bit distances of the ( ; ) codes obtained 

by puncturing C in j symbol positions. Note that the length of the 
weight profile is equal to the length n of the code C and that the 
length of the minimum distance profile is equal to the minimum 
symbol distance S of the code C. 

A finite set .A:= {(a17 bi),(a2 ,b2), ••• ,(aiAI,biAI)} of pairs of 
natural numbers is called a list of pairs if all first components 
ai, i 1, ... , I .AI of the pairs in .A are mutually different. We say 
that a vector ;& is covered by .A, .A being a list of pairs, if there 
exists a pair (a,b) in .A such that wt(;&la) :S b. 

Let T and U be two lists of pairs. The linear code C is said to 
be T -correcting and U-detecting if it corrects all errors ~covered 
by T and if it detects all errors~ which are covered by U and which 
are not covered by T. If U = 0, then C is called T -correcting. If 
T = 0, then Cis called U-detecting. For example, a {(1,0),(0,2)}­
correcting and { ( 0,3 )}-detecting code corrects all single symbol 
errors and all double bit errors, and detects all triple bit errors. 
It is immediately clear that C is T -correcting and U-detecting if 
and only if 

1. none of its cosets contains more than one vector covered 
by T, 

and 

2. if a coset does contain a vector covered by T then it does 
not contain a vector that is covered by U and is not covered 
by T. 
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This is equivalent with saying that the difference of two different 
words of which one is covered by T and the other is covered by 
T or U, is never a codeword. The following property is a direct 
consequence of these remarks. 

Theorem 0. The code Cis T -correcting and U-detecting if and 
only if, for any pair ( s, t) in T and any pair ( u, v) in the union of 
T and U, the component ds+u(C) of 4(C) satisfies the inequality 

ds+u( C) ~ t + V + 1. 

Proof. Sufficiency: Suppose for all ( s, t) E T and ( u, v) E T U U 
we have that ds+u( C) ~ t v 1. We have to show that C is 
T -correcting and U-detecting. So let ~ and e2 be two different 
error patterns covered by T and T U U respectively. This means 
that there exist pairs (st, tl) E T and (s2,t2) E T U U such that 
wt( e1isd S t1 and wt( e2ls2) S t2. So, trivially we have that 
wt(e1 +e2!s1 +s2) S t1 +t2 < ds 1+s2 (C), which means that e1 +e2 is 
not a nonzero codeword of C. Hence no difference of two different 
words, of which one is covered by T and the other is covered by 
T or U, is a codeword of C. 
Necessity: Suppose the code C is T -correcting and U-detecting. 
Let ( s, t) and ( u, v) be pairs covered by T and T U U respectively. 
Let~ be a nonzero codeword of C. Assume that wt(~is+u) S t+v. 
This means that the vector~ is equal to a sum e1 +e2 of two vectors 
e1 and e2 that satisfy the following two inequalities, 

wt(e1!s) Stand wt(e2!u) S v. 

Hence the vector e1 is covered by T and the vector e2 is covered by 
T U U. In other words, ~ is a correctable error pattern and e2 is a 
correctable or detectable error pattern, while their sum e1 + e2 is a 
codeword of C, a contradiction. Hence for all nonzero codewords 
~ in C we have that wt(~is + u) ~ t + v 1 and consequently we 
have that d..,+~.~( C)~ t + v 1. This completes the proof. 

If in every codeword of a code C, e fixed symbol positions ( e S 
S - 1) are erased then we obtain the set of codewords of an 
[n e, k] code C' over GF(2m) with minimum distance profile 
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4(C') = (d0(C'), ... ,ds,(C')), where S' denotes the minimum sym­
bol distance of C' and where d;( C') satisfies the inequality 

For example the [4,2) codes over GF(24
) constructed by Krol and 

Vonk [5,6,10] have minimum distance profile (5,3,1) and so by 
Theorem 0 they are {(1,0),(0,2)}-correcting. The punctured [3,2] 
codes over GF(24) have minimum distance profile (3,1) and are 
{(0,1)}-correcting. The [4,2] codes constructed in this paper have 
minimum distance profile (7,4,1) and so by Theorem 0 they are 
{(1,0),(0,3)}-correcting. The punctured [3,2] codes have mini­
mum distance profile ( 4,1) and are { ( 0,1) }-correcting and { ( 0,2) }­
detecting. For other examples, see Boly [1], Boly and van Gils [2], 
van Gils [4,5] and Piret [11]. 

The following bound turns out to be very useful in finding the 
minimum distance profile of a code. 

Theorem 1. For all j = 1, ... , S- 1 we have that 

a. wt(~!i) ~ (n- j)wt(~!i + 1)/(n- j 1) for all~ E C, 

and 

b. d;(C) ~ (n j)d;+l(C)/(n- i- 1). 

Proof By definition, the average bit weight per symbol, 
wt(~li)/(n J·), is a nonincreasing function of}. 

In Boly and van Gils [2] the concept of the minimum distance 
profile of a code is elaborated to a wider class of codes than the 
ones considered in this paper. 
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III. Construction and properties of the 
codes 

In this section we describe the four nonequivalent [4,2] codes over 
GF(28) that have minimum distance profile (7,4,1) with respect 
to a normal basis of GF(28) over GF(2). For two of them we 
can easily prove that the minimum distance profile equals (7,4,1). 
For the other two the minimum distance profile was calculated 
with the help of a computer. In fact these four codes are the 
only nonequivalent codes over GF(28 ) that have minimum dis­
tance profile (7,4,1) with respect to a normal basis of GF(28

) over 
GF(2). 

For an element')' E GF(2m) and a basis B {,Bo, .811 ... , .Bm-1} 
ofGF(2m) over GF(2), 1(B) = ("Yo,"Yb···,"Ym-d will denote the 
vector representation of')' with respect to B, i.e. 

m-1 
')' = L "Yi..Bi., "Yi. E GF(2), i = 0, 1, ... , m 1. 

i=O 

For a vector ~ (xo, xb ... , Xn- 1) E GF(2m)n, ~(B) is defined 
by ~(B) := (x0 (B), x1(B), ... , Xn_ 1(B) ). For a linear [n, k] code 
C over GF(2m), C(B) denotes the binary linear [nm,km] code 
{c(B): ~ E C}. 
~w let a be a root of x8+x4+x3+x2 +1. Then a is a primitive 

element of GF(28). Define ,B to be a 17 ,so ,B is a primitive element 
of G F(24

) satisfying the equation ,84 + ,B + 1 = 0. Define C to be 
the [4,2] code over GF(28) with generator matrix 

Gc 

Then the matrix 

is a parity-check matrix of C. Note that {,83
, ,86

, ,812
, ,89

}, being 
the elements in the matrix Gc, and {,B7,,B14,,B13,,B11

}, being the 
IPR2018-1557 
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elements in the matrix He, are complementary normal bases of 
GF(24) over GF(2). The code 0 has symbol distance 3 and the 
binary subfield subcode of 0 consists of the zero codeword only. 
Let JJ ( i) denote the normal basis { o:;2~< : k = 0, 1, ... , 7} of G F ( 28

) 

over GF(2). The field GF(28) has 16 normal bases, namely JJ (i) 
fori E JJB := {5,9,11,15,21,29,39,43,47,53,55,61,63,87,91,95}. 

The codes O(JJ(i)) and Ol.(JJ(i)), i E JJ B, have the property 
that the simultaneous cyclic shifts of the four bytes over one byte 
position and of the eight bits within a byte over one bit position 
in a codeword again give a codeword of the code. This property 
is shown in the next theorem. 

Theorem 2. For the codes 0 ( JJ (j)) (respectively OJ.. ( JJ (J'))), 
i E JJ B, we have that for every codeword 

in O(JJ(i)) (respectively Ol.(JJ(i)) ) also its shift 

is a codeword of O(JJ(J')) (respectively Ol.(JJ(J'))). 

Proof. For a codeword~ E O(JJ{i)) we have that 

3 7 

I: I: Cu11 (,814)i2" ai2" = 0 fori= 1, 2. 
u=Ov=O 

By squaring these equations we get that 

3 7 
I: I: Cuv(fi14);2v.H o:j2v+l = 0 fori = 1, 2. 
u=Ov=O 

This proves the theorem for 0( JJ (J')). The proof for OJ.. ( )J (i)) is 
similar. 

D 

We shall now show that 0 1 := C(J./(11)) has minimum dis­
tance profile (7,4,1). We need the following lemmas. 

Lemma 3 (Davenport [3]). For integer m let 17 be an element of 
IPR2018-1557 
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GF(22"'). Then {17 2
j: i 0,1, ... ,2m -1} is a normal basis of 

GF(22"') over GF(2) if and only if 

2m-1 

Tr(17) := L 17
21 

= 1. 
i=O 

Let C C ( i) := { ci, o:2i, o:4i, ... , o:128i} denote the conjugate classes 
of GF(28)\{0}. For these conjugate classes we have the following 
lemma. 

Lemma 4. Let 171 and 17 2 be distinct elements of a conjugate class 
CC(i) of GF(28)\{0}. If 1711721 E GF(24

), then CC(i) c GF(24). 

Proof. For distinct elements 17b 172 of C C( i) there are integers a 
and b, 0 ~ a, b ~ 7, a # b such that 171 ai2a, 172 o:i26

• If 1711721 

is in GF(24), then i(2a- 2°) 0 mod 17. This is only possible if 
i is a multiple of 17. But then CC(i) is a subset of GF(24). 

0 

Table I gives the representation of GF(28) = GF(2)(a) with re­
spect to the normal basis }./(11). From this table it can be seen 
that the elements in GF(28) of weight two with respect to }./ (11) 
are exactly the elements of CC(1), CC(13), CC(119) and CC(127). 
Note that CC(l19) is equal to {(J1,{314 ,{313,{311}. For these conju­
gate classes we have the following lemma. 

Lemma 5. For 171 E N(ll) and 17 2 E CC(1) u CC(13) u CC(119) u 
CC(127) we have that 1711721 tt GF(24

). 

Proof. It can easily be checked that ( i2a 11) # 0 mod 17 for 
i = 1, 13,127 and a 0, 1, ... , 7. Furthermore, CC(119) c GF(24

) 

and N(ll) n GF(24
) = 0. 

0 

Now we can prove our main theorem. 

Theorem 6. The code G1 = G(N(ll)) has minimum distance 
profile ( d0 , dt, d2) (7, 4, 1). 
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i bin~rep. i bin.rep. i bin.rep. i hin.rep. i bin. rep. 
0 11111111 51 01110111 1011 153 11101110 204 11011101 
1 11000000 62 01010000 103 10101001 164 10001010 206 10110011 
2 01100000 63 01000101 104 00101000 166 11011001 206 11010100 
3 10110111 64 11101011 106 01000111 166 01010111 207 01001100 
4 00110000 66 11101100 106 10100010 167 01101010 208 00010100 
5 11110010 66 11000011 107 10011110 168 10000011 209 00101100 
6 11011011 67 10101011 108 11110101 159 00100110 210 10100011 
7 00011110 58 01100001 100 11110100 160 10010111 211 00011100 
8 00011000 59 00110101 110 01110110 161 00001010 212 01010001 
9 10110101 60 10010100 111 11010010 162 00110100 213 11000111 

10 01111001 61 11000001 112 11100001 163 00010110 214 01001111 
11 10000000 62 11100010 113 11011000 164 01100101 215 11011111 
12 11101101 63 00010011 114 11010101 1(16 11010001 216 11111010 
13 01000001 64 00000011 116 11001110 166 00101010 217 10100110 
14 00001111 66 11001011 116 10110000 167 00001110 218 01111010 
16 01010010 66 11010110 117 00011111 168 11010000 210 01001011 
16 00001100 67 00000101 118 10011010 169 10101000 220 00111011 
17 10011001 68 01100110 119 00010001 170 10101010 221 01000100 
18 11011010 69 00011010 120 01001010 171 11100011 222 01101001 
19 10011100 70 11111100 121 10111001 172 10010001 223 01001000 
20 10111100 71 00001011 122 11100000 173 10100111 224 11110000 
21 10000110 72 10110110 123 01011010 174 11111000 226 10010010 
22 01000000 73 10110010 124 01110001 175 11101111 226 01101100 
23 10001101 74 01010110 126 11111101 176 00001000 227 00101110 
24 11110110 75 11101000 126 10001001 177 01111101 228 11101010 
25 00111111 76 00100111 127 00010010 178 01100100 229 01101110 
26 10100000 77 00010101 128 10000001 179 01010011 230 01100111 
27 11010111 78 10101110 129 01101111 180 10001110 231 10011000 
28 10000111 79 00000111 130 11100101 181 00111101 232 01011000 
2!1 11000010 80 00101111 131 00111100 182 11101001 233 00111000 
30 00101001 81 01101000 132 01101011 183 10100101 234 10001111 
31 11000101 82 11001010 133 00000001 184 10110001 235 10111111 
32 00000110 83 01010100 134 10000010 186 10011101 236 01001101 
33 10101101 84 10100001 136 10100100 186 00111110 237 10010110 
34 11001100 86 01010101 136 00110011 187 00100010 238 10001000 
35 11111001 86 00100011 137 00111001 188 01110011 239 10010000 
36 01101101 87 11110001 138 00001101 189 10110100 240 00100101 
37 10101100 88 00010000 139 00011011 100 11111011 241 01011100 
38 01001110 89 11001000 140 01111110 191 00100100 242 11011100 
39 01011101 90 00011101 141 10101111 192 11011110 243 00110001 
40 01011110 91 11010011 142 10000101 11)3 01111000 244 01110000 
41 10010101 92 01100011 143 10001011 194 00000010 246 01111111 
42 01000011 93 01111100 144 01011011 195 01001001 246 00101101 
43 01000110 94 11100110 146 11110011 196 01110010 247 00100001 
44 00100000 05 11110111 146 01011001 197 00110110 248 10111000 
46 00111010 06 10111101 147 10111010 198 01011111 240 01100010 
46 11000110 97 00000100 148 00101011 199 00010ll1 250 11111110 
47 11001101 98 11100100 149 10001100 200 11100111 261 01000010 
48 01111011 99 10111110 150 01110100 201 01110101 262 11000100 
40 11001001 100 11001111 151 10011011 202 00011001 263 10000100 
so 10011111 101 00110010 162 10010011 203 00110111 264 00001001 

Table I: The binary representation {bin. rep) of ci with respect to 
the basis J/(11) 
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Proof. d2 = 1: Clearly d2 = 1, because C has symbol distance 3 
and Cis linear over GF(2m). 

d1 = 4: Because the minimum bit distance of a [24,16] binary 
linear code is at most 4 [6], we have that d1 :::; 4. Let C' be the 
code over GF(28 ) obtained by puncturing C in the first symbol. 
The code C' has parity-check matrix 

H' = ( 1 (36 (38 J . 

By Theorem 2 we have that d1 is equal to the minimum bit dis­
tance of C'(J.I(11)). We split the problem by first considering 
codewords of C' having symbol weight two, and then considering 
those having symbol weight three. 
* A.l: Let ci and o:.i be the two distinct nonzero symbols of a 
codeword c' in C'(J.1(11)) of symbol weight two. Hence, ci-i E 

GF(24
). By Lemmas 4 and 5 it follows that c' has a bit weight of 

at least 4. 
* A.2: Let (/1 ,-)'2 ,')'3 ) be a codeword of C'(J.I(11)) having symbol 
weight three. We have that 1 1 + 12(36 + 13(38 = 0 and so 

Tr( 1d + Tr( 12fl6
) + Tr( 13(38

) = 0. 

We want to show that 1 1 , 12 and 1 3 cannot all three be members 
of )./ ( 11). Assume 1 1 , 12 , 13 are three elements of )./ ( 11). Using 
Lemma 3 it is easy to check that 

Tr(1I) 1, 
iff (12 = o:112; fori= 3 or 7), Tr(/2 (36

) = 1 
Tr(/3(3 8

) = 1 iff (/3 = o:112; fori= 0, 1, 4 or 5). 

By Lemma 4 and the fact that ( 1 1 , 12 , 13) E C' we have that 
12 #- 13 • We have to check whether 12(36 + 13(38 can be an element 
of )./ ( 11). Due to the a hove properties and the fact that (3 E 

GF(24
), the 64 possiblilities for the pair (12 ,13 ) reduce to the 

following 13: 

( o:11 2\ o:11 2;) for ( i, i) E 

({3} *{2,6,7}) u ({0} *{1,4,5}) u ({1} *{0,4,5}) u ({2} *{0,1,4,5}). 

None of these possibilities make 12(36 + 13(38 into an element of 
J.l(11). Hence (!1,/2,!3 ) has bit weight at least 4. 
From A.1 and A.2 we may conclude that d1 2: 4. 
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d0 = 7: By Theorem 1 we have that d0 ~ 4dif3, and hence 
do~ 6. 
* B.l: Let~ be a codeword of C(J.I(ll)) of symbol weight 3. Due 
to Theorem 2 we may take the first symbol equal to zero, that is 
~ = (0, I'll ')'2 , 13) = 0(0, 1, ,814 , ,82) for some 0 E GF(28

). Assume 
that ~ has bit weight 6. Then by part A. of this proof it follows 
that It, 1 2 and 1 3 should all have bit weight two, i.e. they must 
be elements of 1J = CC(1) U CC(13) U CC(l19) U CC(127). 
* B.l.l: Assume that one of lh/2,')'3 is in CC{119). Because 
CC(119) C GF(24), this means that 0 E GF(24

) and hence all 
three lb 12,13 are elements of GF(24

). They are also elements of 
1J, so all three are elements of 1J nGF(24

) = CC(119). Hence there 
are integers a and b, 0 ~ a, b ~ 3 such that 0 = ,87 2

a and 1 2 = ,87 26 . 
From 1 2 = 0,814 it follows that (2a + 2) = 2b mod 15. The unique 
solution is a 1,b 2. But then Is= ,814,82 = ,8 rl. CC(119). 
This is in contradiction with Is E CC(119). So none of the ele­
ments II! 1 2 or 13 is in CC(119). 
* B.1.2: Assume that 1 1 is in CC(1) , so 1 1 = a?k for some 
k E {0, 1, ... , 7}. Hence 1 2 = a 2

k_
17 • Furthermore by B.1.1 and 

Lemma 4 we have that 1 2 is an element of CC(13)uCC(127). There 
are two choices for k such that 12 E CC(13) U CC(127), namely 
k = 0 and k = 4. But, if k 0 then Is= a 35 rl. CC(1) U CC(13) U 

CC(127) and if k 4 then 1 3 a 50 rt CC(1) u CC(13) u CC(127). 
From this we may conclude that ')'1 rl. CC(1). 
* B.1.3: Analogously as in B.1.2 we can show that 1 1 rl. CC(13) 
and 1 1 rl. CC(127). 
From B.1 and the fact that d0 > 6 we may conclude that a code­
word of C(J.I(ll)) having symbol weight 3, has a bit weight of at 
least 7. 
* B.2: Let£= (lo, 1 11 12, Is) be a codeword of C(J.I (11)) of sym­
bol weight 4. Assume that it has bit weight 6. Then without loss 
of generality (Theorem 2) we can have the following two possibil­
ities for the weights of ')'o, /t, 1 2 and 1 3 : lo and 1 1 have bit weight 
1 and 12 and Is have bit weight 2, or lo and 1 2 have bit weight 1 
and 1 1 and Is have bit weight 2. 
* B.2.1: Assume lo and ')'1 have bit weight 1 and ')'2 and 1 3 have 
bit weight 2. Because~= (lo,/t, 12,13) E C, we have ~H'f: = Q, 
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I.e., 

(I) : { "/2 'Yof3:I + "/1~14 
'Ys = "/of3 + "/I f3 · 

Because the bit weights of 72 and 'Ys are two we have that Tr('Y2) = 
Tr("'3 ) = 0 and so combining this with the equations in (I) we get 

(II) : { Tr('Yof3:
1
) + Tr('Y1~14) = 0 

Tr("'of3 ) + Tr("/1{3 ) = 0. 

The solutions to (I I) are ("10 , 'Yd = ( a 11 2\ a 11 2i), ( i, J.) 
E ({1,5}*{3,7}) U ({2,3,6,7}*{0,1,4,5}). By straightforward 
checking it can be seen that none of these pairs substituted in (I) 
gives a 72 of bit weight 2 (because {3 E GF(24

), we only have to 
do 10 checks). This is in contradiction with our assumption that 
72 had bit weight 2. 

* B.2.2: The case that 'Yo and 7 2 have bit weight 1 and 7 1 

and 'Ys have bit weight 2 is similar to B.2.1. 
From B.2 and the fact that d0 2::: 6 we may conclude that a 

codeword of C(N(ll)) having symbol weight 4, has a bit weight 
of at least 7. 

From B.1 and B.2 we conclude that d0 2::: 7. Furthermore 
(O,a88,a11,a122

) is a codeword of C(N(ll)) with weight profile 
(7,4,1,0), so we have that C(N(ll)) has minimum distance profile 
(7,4,1). 

0 

In the same way as in Theorem 6 we can show the following result. 

Theorem 7. The code C2 Cl.(N(43)) has minimum distance 
profile (7,4,1). 

Also the codes C(N(47)) and Cl.(N(95)) have minimum distance 
profile (7,4,1). In fact C(N(47)) is equivalent to C1 = C(N(ll)) 
and Cl.(N(95)) is equivalent to C2 = Cl.(N(43)) [1,2]. Two com­
bined symbol-and-bit error-control codes are called equivalent if 
one can be obtained from the other by applying a permutation 
on the symbols and (possibly mutually different) permutations on 
the bits within a symbol [1,2]. 

We have done a computer search to find all [4,2] codes over 
GF(28 ) that have a minimum distance profile of at least (7,4,1) 
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with respect to a normal basis of GF(28) over GF(2). By using 
the tables in [6J we see that a [4,2,3] code over GF{28

) has a 
minimum distance profile (do, dt, d2) with do S 8, d1 S 4 and d2 

1. The computer search yielded four nonequivalent [4,2] codes 
over GF(28) with a minimum distance profile of (7,4,1). Two of 
them have already been mentioned, 0 1 and 0 2 • The other two are 
the codes 0 3 and 0 4 which are the binary images with respect to 
the normal basis Jl( 43) of the codes with parity-check matrices 

[ 
1 0 (3 (32] 

Hs = 0 1 (36 (3 

and 

respectively. A number of theorems about equivalences between 
combined symbol-and-bit error-control codes used in this search 
can be found in [1,2]. 

IV. Decoder outline 

We describe the decoder for the code 0 3 to be used in a (4,2) 
concept fault-tolerant computer. The decoders for the other codes 
are similar. The code 0 3 has generator matrix 

[M M 6
I 0] 

G= M 2 M 0 I 

and a 'redundant' parity-check matrix {redundant because the 
rank of the matrix equals half the size of the matrix) 
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where 
11001011 
11110011 
11010010 

M= 
11101100 
10111100 
00111111 
00101101 
11001110 

is the 8 by 8 binary matrix whose ith row is the binary represen­
tation of {3a43

'
21 with respect to the basis JJ(43) (i = 0,1, ... , 7). 

The (redundant) syndrome of a corrupted codeword r. = 
(ro, r 1 , r2, ~ = (co, c1 , c2 , £.V + ( e0 , !:J., e2 , ~ is defined by§. r.HT. 

To describe the decoding principles we need to define a number 
of sets. The set ( *000) is defined by 

(*000) := {(~,Q,Q,Q): ~ E F,~ Q}, 

where Q denotes the 8-bits allzero vector. In an analogous way 
(0 * 00), (00 * 0) and (000*) are defined. The union of these 
four sets builds the set of all single symbol errors. The sets 
(ijkm),i,j,k,m E {0,1,2} are defined by 

(ijkm) := {(y_,Q.,w,~): y_,Q.,w,~E F, 

wt(yJ i,wt(Q) = j,wt(w) = k,wt(~ m}. 

The union of the sets (ijkm) for which i + j k + m is a fixed 
constant c builds the set of all error patterns of bit weight c. An 
erasure will be denoted by 'E'. The sets (Ejkm), j,k,m E {0, 1} 
are defined by 

(Ejkm) := {(!!,Q.,w,~): .?L,Q.,w,~E F, 

wt(Q.) j, wt(w) = k, wt(~) = m}. 

Note that in this set no restriction on .?! is made because it is 
considered to be an erasure. In an analogous way (iEjk), (ijEk) 
and (ijkE) are defined. The sets defined above are called error 
classes. 
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For the code 0 3 the set of correctable error patterns is the 
union of the error classes given in the first column of Table II. 
For a fixed error class in the set T of correctable error pat­
terns, the syndromes of its elements have some property in com­
mon. For example, all error patterns ~ in the error class ( *000) 
have in common that their syndromes 2 (s 0 , St, ~ satisfy 
s 0 Q, s1 =/= Q, =/= Q, s 3 Q. All error patterns ~ in the 
error class ( iOjO) have in common that their syndromes satisfy 
wt(s0M-6

) j and wt(s2M-6
) i. We translate these proper­

ties shared by elements in an error class into boolean expressions 
that have to be satisfied and use them in the decoding process. 
The second column of Table II gives these boolean expressions. 
To any error class there corresponds one expression such that all 
error patterns in that error class satisfy the expression and do not 
satisfy any of the other expressions in Table II. For an error class 
containing elements of which at least two symbols are zero, the 
boolean expression is very easy. If it is estimated that an error pat­
tern is in such an error class, then the estimation of the message is 
easy too, because at least two symbols of the corrupted codeword 
determine the corresponding message uniquely (the code is max­
imum 'symbol' distance separable). For error classes containing 
elements of which three symbols have weight one, it is somewhat 
more complicated. In these situations we have to determine the 
bit error in one of the symbols. When this is done we have two 
correct codeword symbols, so we can estimate the message. 

To construct the above-mentioned boolean expressions we need 
the definition of the boolean variables given in Table III. By ui 

we denote the binary vector of length 8 having a one in the jth 
position and zeros elsewhere. Table IV gives possible estimates 
for the message. The estimate mii is derived from the received 
symbols ri and ri. The estimate nii is derived from two received 
symbols in which one of them has one bit flipped. The last column 
of Table II gives the estimates of the message for all error classes. 
Note that for the error classes with three symbols of weight one, 
the estimate depends on the estimate of the position of the bit 
error in one of the symbols. For example, an error pattern !L 

in (1100) satisfies the boolean expression RM fodn 1 and the 
message is estimated by m23• An error pattern~ in (IDEO) satisfies 
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the boolean expression EA12 h 21 = 1 and the message is estimated 
by m13 • An error pattern fin (1101) satisfies exactly one of the 
boolean expressions RMt3i - 1, J = 0, ... , 7 and can be estimated 
by fL3j· 

From Table II we can see that in fact the decoder should per­
form the rules given in Table V. The decoder also has a mode 
register, containing the values of RA1', EA1i, and S'A1ii for i, J 
0, 1, 2, 3, i # J. After a decoding step the mode register should be 
updated. One of the possible strategies could be to switch from 
random mode to erasure mode when a single symbol error occurs 
that is not a single bit error. Other switching steps strongly de­
pend on the error statistics of the entire system and will not be 
discussed here. Note that in single mode, that is only two symbols 
of a codeword are observed, error detection is no longer possible. 
In the decoder other kinds of registers could be implemented, as 
for example registers storing the positions and frequencies of bit 
errors [10]. A global decoder design implementing the rules given 
in Table V is given in Figure 2. 

!.o 
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DETE!lM!NlNG 

!;; 
Oij 

hii 

tij 

DEC!~ION !I 

TAKIN<; 
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error boolean estimate 
c1ass expression 
0000 RM!ooho m23 
*000 RMfoohohofso 
0 * 00 RM /oo hoho !3o m23 
00 *0 RM foo !10 ho !so m01 
000* RM foo ho ho ho mol 
1100 RMJo1fu m23 
1010 RMho1h21 m13 
1001 RMg01g31 ffl12 
0110 RM gug21 mo3 
0101 RMhuh31 mo2 
0011 RMh.1h1 mol 
2100 RM!o1h2 m23 
2010 RMh01h22 m13 
2001 RMg01g32 m12 
1200 RMJo2fu m23 
0210 RMg11g22 mo3 
0201 RMhuh32 mo2 
1020 RMho2h21 m13 
0120 RMg12g21 fflo3 
0021 RM!21h2 mol 
1002 RMgo1g3o m12 
0102 RMhl2h31 fflo2 
0012 RM!22h1 fflol 
1110 RMt2i n21 
1101 RMt3i n31 
1011 RMtoi noj 
0111 RMt1i n.1,. 
EOOO EMofoo m23 
ElOO EMo/01 m23 
EOlO EMoho1 m13 
EOOl EMo9ol m12 
OEOO EMdw m23 
lEOO EM1h1 m23 
OElO EM1g11 mo3 
OEOl EM1hu mo2 
OOEO EM2h.o m01 
lOEO EM2h21 m13 
OlEO EM2921 mo3 
OOEl EM2h1 mol 
OOOE EM3ho mol 
lODE EM3931 m12 
OlOE EM3h31 mo2 
DOlE EM3!31 mol 

Table II: The correctable error classes, the corresponding 
boolean expressions and the corresponding estimates. 

IPR2018-1557 
HTC EX1010, Page 168



Decoder outline 157 

Iii= 1 {:} wt(~ = i i=0,1,2,3, ;'=0,1,2. 
gij 1 {:} wt(siM-1) = i z 0,1,2,3, i = 1,2. 
hij 1 {:} wt(siM-2) = i z 1, 3, i = 1,2. 
hij 1 {:} wt(siM-6

) = i i = 0, 2, i = 1,2. 

toi = 1 {:} wt(s2 + u3M 6
) = 1 and wt( s 3 + UjM) = 1, 

tli = 1 {:} wt(s2 uiM) = 1 and wt(s3 uiM2) = 1, 
t2j = 1 {:} wt(so + u3M6

) 1 and wt(s1 + uiM) = 1, 

tai 1 {:} wt(so + uiM) 1 and wt(s1 + u3M2) 1, 
for;'=0,1, ... ,7. 

RM = 1 if and only if the decoder is running in random mode, i.e., 
all outputs of the four slices are considered in the decoding 
process. 

EMi 1 if and only if the decoder is running in erasure mode i, 
i.e., slice i is considered to be malfunctioning (producing an 
erasure). 

S Mii = 1 if and only if the decoder is running in single mode, 
i.e., only the slices i and i are considered to be functioning 
correctly. 

Table III: Definition of boolean variables. 
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~] 

n2j := (r2 + Uj, !:.2,) J. = 0, 1, ... , 7 

n3j := (r2, r3 + ui) J. = 0, 1, ... '7 

Table IV: Estimates for the message. 
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* Estimate m = m01 if 

{ 

RM(/oo !10!2oho + fo; !10 !2of3o 
DS ELo1 := + /21h1 + /21h2 + !22h!) 

+EM2(ho + /21) + EM3(ho +hi)+ SMo1 
}=1. 

* Estimate m = m02 if 

* Estimate m = m03 if 

* Estimate m = m12 if 

* Estimate m = m13 if 

* Estimate m = m23 if 

{ 

RM(foo!IO + /oo/10 ho ho + foo!IOf2o ho 
DSEL23 := + /01/n + /01/12 + fodn) 

+EMo(/oo + !o!) + EM1(!10 + /n) + SM23 
}=1 

* Estimate m = nii if 

ISELii := RMtii = 1 i = 0, 1,2,3, j = 0, 1, ... , 7. 

(RMJ10ho + EMofoo + EMd10 + EMd2o + EM3fso). 

Table V: Estimates for the message and the conditions therefor. 
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3.4 

Codes for combined symbol and digit 
error-control 

Jean-Paul Boly Wil J. van Gils 

Abstract 

This paper describes an approach towards error-control coding for 
systems in which digit as well as symbol errors and erasures can 
occur, a symbol being a position-fixed group of digits. Codes that 
can deal with both types of errors and erasures simultaneously 
are constructed. A theoretical basis for the determination of the 
error-control capacity of such codes is given. 
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I. Introduction 

This paper describes an approach towards error-control coding 
for systems in which digit as well as symbol errors can occur, 
where a symbol is a position-fixed group of digits. Examples 
of such systems are the (N, K)-concept fault-tolerant comput­
ers [6,8,12,13,14], compound channels [23,24] and memory sys­
tems composed of m-bit wide chips where m is larger than one 
[2,4,5, 7,11,26,29]. 

Consider a linear code G of composite length n = N m and di­
mensionk over the Galois field GF(q). The vectors~ E (GF(q))Nm 
are considered to be composed of N elements of (GF(q))m: 

~= (xo,xh···,XN-I), Xi E (GF(q))m, i= 0,1, ... ,N 1. (1) 

The components Xi of ~ are called the symbols of ~· The com­
ponents Xii E GF(q) of Xi (xio,xil, ... ,xi(m-1)) are called the 
digits of~· We are interested in codes that can detect and cor­
rect digit errors and erasures, symbol errors and erasures and 
combinations of these. These codes will be called combined Sym­
bol and Digit Error-Control (SDEC) codes. For example, in the 
( 4, 2)-concept and (3, 1)-concept (generalized Triple Modular Re­
dundancy) fault-tolerant computers [6,8,12,13], these codes are 
used for correction of single symbol errors, multiple bit errors and 
the combination of a single symbol erasure and bit errors. Ref­
erences [2,4,5,11,26,29] provide constructions of single-bit error­
correcting, single-byte error-detecting, double-bit error-detecting 
(SEC-BED-DED) codes for use in memory systems composed of 
byte-wide units. Piret [23,24] considers the use of SDEC codes on 
a memoryless compound channel, being an approximation of the 
two-state Gilbert channel. 

In Section II we introduce the concept of the minimum distance 
profile of a code, a good measure for determining the error-control 
capacity of an SDEC code. In Section III a number of construc­
tions of SDEC codes are given. The parameters of these SDEC 
codes are summarized in the Tables IV-IX. Earlier constructions 
of SDEC codes were published by Krol [12,13], Piret [23,24], van 
Gils [6,7] and van Gils and Boly [8]. 
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II. Definition and Properties of the 
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In this section we shall define the minimum distance profile of a 
code and we shall indicate the error detection/ correction capaci­
ties induced by it. The original definition was introduced by Piret 
[23]. 

Consider a linear code C of length n = N m and dimension 
k over GF(q). The vectors;£ in (GF(q))Nm are considered to be 
partitioned into N blocks (symbols) of m q-ary digits each, i.e. 

;£= (xo,xb···,XN-1), Xi= (x,o,xil,···,Xi(m-1)) E (GF(q))m. 
(2) 

The parameters N, n, k and mare called symbol code length, digit 
code length, digit code dimension and symbol size respectively. 
The symbol weight sw(~ of ;f. E (GF(q))Nm is defined to be the 
number of nonzero symbols in~: 

sw(~) l{i: Xi#Q, i 0,1, ... ,N 1}1. (3) 

The symbol distance sd(;£, y) between two elements ;£and y in 
(GF(q))Nm is defined to be the symbol weight of their differ;nce 

sd(~,y) := sw(~- y). ( 4) 

The weight of an element x, in (GF(q))m is defined to be the 
number of nonzero digits in x;. The digit weight dw(~) of a vector 
~ E ( G F ( q)) N m is defined to be the sum of the weights of its 
symbols, or equivalently, the number of nonzero digits in ~: 

dw(~ := l{(t",j) : Xi;# 0, 

i=0,1, ... ,N 1;j=0,1, ... ,m-1}1. (5) 

The digit distance dd(~,y) between two elements~ andy from 
(GF(q))Nm is defined to be the digit weight of their diff~ences 

(6) 
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The minimum symbol weight sw( C) and the minimum digit weight 
dw( G) of the code C are the respective minima of the weights 
defined above over all nonzero codewords in C. The minimum 
symbol distance sd(G) and the minimum digit distance dd(G) of 
the code C are the respective minima of the distances defined 
above over all pairs of mutually different codewords in C. 

For a vector ~ = (xo, ... , XN-d let dw(~li) denote the digit 
weight of the vector of symbol length N - j that is obtained by 
deleting the j heaviest (i.e. those having the largest weights) 
symbols from~· The weight profile of a vector;&.= (x0 , ••• , XN-d 
is given by the N-vector 

wp(~) := (dw(~IO),dw(~l1), ... ,dw(;&.IN 1)). (7) 

For example the vector (1000,1010,1011) in (( GF(2)) 4) 3 has weight 
profile (6, 3, 1). For the code C the minimum distance profile 
mdp( C) is defined by 

mdp(C) (do(G),di(C), ... ,dsd(C}-I(C)), (8) 

where 

d;(G) := min{dw(!;.lj) : ~ E C, ~ # Q}, 

j = 0, 1, ... , sd( C) - 1. (9) 

In other words, if for fixed j one takes N - j arbitrary symbol 
components of an arbitrary nonzero codeword in the code G, then 
the sum of the weights of these components is at least d;(G). 
There also exists a codeword in the code G having N - j symbol 
components whose weights add up to exactly d;(G). Hence, d;(C) 

is the minimum of the minimum digit distances of the ( ~ ) 
codes obtained by puncturing G in j symbol positions. Note that 
the length of the weight profile is equal to the symbol length N of 
the code C and that the length of the minimum distance profile is 
equal to the minimum symbol distance sd( C) of the code G. For 
example the binary code with parameters N 3, m = 4, k = 2 
and generator matrix 

G = [ 0000 1110 1111 l 
1000 1000 1110 

IPR2018-1557 
HTC EX1010, Page 178



Minimum distance profile 167 

has mdp(G) = (4,2). 
If the code G is such that the digit dimension k is a multiple 

of the symbol size m and furthermore if K := kfm fixed symbol 
positions in any codeword can be seen as information symbols 
(i.e. k K m information digits), then the parameter K is called 
the symbol code dimension of G. In this case an SDEC code G 
of symbol length N, symbol dimension K and symbol size m is 
denoted by the triplet (N, K, m). If we look at the digit length 
n = Nm and digit dimension k we denote an SDEC code by the 
triplet ((n,k,m)). 

Now we shall describe the error-control capacity of an SDEC 
code induced by its minimum distance profile. To do this we need 
the following definitions. A finite set A = {( ab h), ... , (alAI' biAI)} 
of pairs of natural numbers is called a list of pairs if all first com­
ponents a1, i = 1, ... ,1AI of the pairs in A are mutually different. 
We say that a vector ;£is covered by A , A being a list of pairs, if 
there exists a pair (a,b) in A such that dw(;£1a) :s; b. 

Let T and U be two lists of pairs. The code G is said to be 
T -correcting and U -detecting if it corrects all errors ~ covered by 
T and if it detects all errors~ which are covered by U and which 
are not covered by T. If U = 0, then G is called T -correcting, if 
T = 0 then G is called U-detecting. It is immediately clear that 
G is T -correcting and U-detecting if and only if 

1. none of its cosets contains more than one vector covered by 
T, 

2. in case a coset contains a vector covered by T, then it does 
not contain another vector covered by U. 

This is equivalent to saying that none of the differences between 
two distinct vectors, of which one is covered by T and the other 
by T or U, is a codeword of G. The following theorem is a direct 
consequence of these remarks. 

Theorem 1. The code G is T -correcting and U-detecting if and 
only if for every pair ( s, t) in T and every pair ( u, v) in the union of 
T and U the component ds+u( G) of mdp( G) satisfies the inequality 

ds+u(G) 2: t + V + 1. (10) 
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Proof. Sufficiency: Suppose for all (s,t) E T and all (u,v) E 

T U U we have that ds+u(C) 2: t + v + 1. We have to show that C 
is T -correcting and U-detecting. So let e1 and e2 be two different 
error patterns covered by T and T U U respectively. This means 
that there exist pairs (s 11 ti) E T and (s 2,t2) E T U U such that 
dw(e1isd::::; t1 and dw(ez!s2)::::; t2. So, trivially we have 

dw(!:J. ezis1 + Sz) ::::; t1 + t2 < ds1+s2 (C), (11) 

and it follows that e1 e2 is not a nonzero codeword of C. Hence 
no difference of two different vectors, of which one is covered by 
T and the other is covered by T or U, is a codeword of C. 
Necessity: Suppose the code C is T -correcting and U-detecting. 
Let (s, t) and (u, v) be pairs in T and T U U respectively. Let ~ 
be a nonzero codeword of C. Assume that dw(~is + u) ::::; t v. 
Then the vector~ can be written as the difference e1 - e2 of two 
vectors e1 and e2 that satisfy the following two inequalities, 

dw(e1is)::::; t and dw(ezlu)::::; v. (12) 

Hence the vector e1 is covered by T and the vector e2 is covered 
by T U U. In other words e1 is a correctable error pattern and e2 

is a correctable or detectable error pattern, while their difference 
e1 - e2 is a codeword of C, a contradiction. Hence for all nonzero 
codewords ~ in C we have that dw(~is u) 2: t + v 1 and 
consequently we have that ds+u( C) 2: t v + 1. This completes 
the proof. 

If in any codeword of an ( (n, k, m)) code C e fixed symbol 
positions ( e ::::; sd( C) - 1) are erased then we obtain an 
( (n-em, k, m)) code C' with minimum distance profile mdp( C') 
( d0 ( C'), ... , dsd(C')-l ( C')), where sd( C') 2: sd( C) - e and where 
d;( C') satisfies the inequality 

(13) 

For example, the binary (4, 2, 4) codes constructed by Krol and 
Vonk [12,14] for the ( 4, 2)-concept fault-tolerant computer have 
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minimum distance profile (5,3, 1) and so they are {(1,0), (0,2)}­
correcting. The punctured {3, 2, 4) codes, obtained by puncturing 
one fixed symbol position in all codewords, have minimum dis­
tance profile ( 3, 1) and hence they are { ( 0, 1 )}-correcting. There­
fore a combination of a symbol erasure and a single bit error in 
a codeword of the {4,2, 4) code can be corrected. In van Gils 
[6], binary {3, 1, 4), (3, 1, 8) and {3, 1, 16) codes were constructed 
with minimum distance profiles (6,3, 1), (8,5, 1) and (12, 7, 1) re­
spectively, to be used in a generalized Triple Modular Redun­
dant computer. In van Gils [7], binary ({27,16,9)) codes were 
constructed with minimum distance profile (6, 2) to be used as 
single-bit error-correcting, single-byte error-detecting, quadruple­
bit error-detecting codes in memory systems composed of banks of 
three 9-bit wide units. In van Gils and Boly [8] the construction, 
properties and decoding of ( 4, 2, 8) codes with minimum distance 
profile (7, 4, 1) are discussed. 

An SDEC code with a certain minimum distance profile can 
be used in many ways. For example in Section III we will con­
struct a binary {5, 2, 8) SDEC code with minimum distance profile 
(10, 7, 4, 1). The five ways (cf. Theorem 1) in which this code can 
be used are given in Table I. 

T -correcting U -detecting 
T= U= 

a. {(1, 1)' (0, 4)} { (1' 2)' ( 0, 5) } 
b. { ( 1' 0)' ( o, 3)} {(2,0),(1,3),(0,6)} 
c. {(0, 2)} {(2,1),(1,4),(0,7)} 
d. {(0, 1)} {(2,2),(1,5),(0,8)} 
e. 0 {(3,0),(2,3),(1,6),(0,9)} 

Table I: Error correction/detection properties of an SDEC code 
with minimum distance profile (10,7,4,1). 

The following bound turns out to be very useful for finding the 
minimum distance profile of a code. 
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Theorem 2. For an SDEC code C of symbol length N we have 

dwkjj) 2::: NN_7~ 1 dw(Qjj+1),QEC, j=0,1, ... ,N-2, (14) 

and 

N-j 
d;(C) 2::: N-j-

1
d;+I(C), J 0,1, ... ,sd(C) -2. (15) 

Proof. By definition, the average digit weight per symbol, 
N~idw(Qjj), is a nonincreasing function of j. 

0 

Also the tables of Helgert and Stinaff [10] and the updated version 
given by Verhoeff [30] provide upper bounds on the components 
of the minimum distance profile. 

An ( (n, k, m)) SDEC code C is called i-optimal, 0 < z < 
sd( C) - 1, if no ( (n, k, m)) code C' exists such that 

sd(C') 2::: sd(C), di(C') > di(C) and 

d;(C') 2::: d;(C) for all j = 0,1, ... ,sd(C) 1. (16) 

An SDEC code is called optimal whenever it is i-optimal for all 
i = 0, 1, ... , sd( C) 1. 

III. SDEC Codes 

In general we construct a linear (N, K, m) SDEC code over GF(q) 
by choosing a linear [N,K] code over GF(qm) and mapping this 
code onto its q-ary image with respect to a certain basis of GF(qm) 
over GF(q). To be more specific, let q be a prime power and let 
the ordered set B = (/30,{31, ... ,/3m-I) be a basis of GF(qm) over 
GF(q). For the vector ~ = (x0 , x1, ... , xN-I) E ( GF(qm))N the 
q-ary image of ~ with respect to the basis B is defined to be the 
vector x(B) E (GF(q))mN where 

x(B) = (xo(B), ... , XN-l(B)) and Xi(B) = (xio, Xi!, ... , Xi(m-I)), 
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m-1 

Xi LXi;/3;, i=0,1, ... ,N 1. 
i=O 

171 

(17) 

For a linear [N, K] code Cover GF(qm) we define the code C(B) 
as 

C(B) := {c(B) : ~ E C}. (18) 

The code C(B) is called the q-ary image of C with respect to 
the basis B. Clearly, C(B) is a linear code of length Nm and of 
dimension Km over GF(q). 

If the K by N matrix Gover GF(qm) with rows 

is a generator matrix for the code C, then the Km by Nm matrix 
G(B) over GF(q) whose rows are equal to 

i = 0, 1, ... , m 1, i = 0, 1, ... , K- 1, 

is a generator matrix of C(B). Analogously, if the (N K) by N 
matrix Hover GF(qm) with jth column 

h; = (ho;,hl;, ... ,h(N-K-l)i), i = 0,1, ... ,N 1 

is a parity check matrix of C, then the (N- K)m by Nm matrix 
H(B) over GF(q) whose (i + im)th column is equal to 

i=0,1, ... ,m l,i 0,1, ... ,N-1, 

is a parity check matrix for C(B). 
The minimum distance profile of the SDEC code C(B) de­

pends on the choice of the code Cover GF(qm) and on the choice 
of the basis B of GF(qm) over GF(q). A way to construct good 
SDEC codes is to take an [N,K] code Cover GF(qm) of maximal 
minimum symbol distance (for N ~ qm + 1 this is an MDS code) 
and to determine a basis B of GF(qm) over GF(q) such that C(B) 
has a good minimum distance profile. However, a Galois field has 
a large number of bases and different bases may yield different 
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minimum distance profiles. In the next subsection we look at the 
equivalence of SDEC codes which will have to be defined in a 
special way because of the special symbol and digit structure of 
the codes. We provide some theorems that state which bases of 
GF(qm) over GF(q) yield q-ary images that are equivalent SDEC 
codes. In subsections B-G we consider constructions of SDEC 
codes. 

A. Equivalence of SDEC Codes 

For any integer t let St denote the group of all the permutations 
of the set { 0, 1, ... , t - 1}. 

Definition 1. For permutations 1r E SN and a0 , u~, ... , O"N-1 E 
Sm, we define the permutation ( 1r; ao, O"t, ... , O'N-d of 
{0, 1, ... ,N -1} x {0,1, ... ,m- 1} by 

(7r;ao,O"t, ... ,O'N-1)(i,j) := (1r(i),a,(j)), 

i = 0,1, ... ,N -1, j = 0,1, ... ,m -1. (19) 

Obviously the set of all such permutations constitutes a group. 
We denote this group by SN[Sm], i.e. 

SN[Sm] := {(7rjO'o,ab···,O'N-1) j1r E SN; O"o, ... ,O'N-1 E Sm}· 
(20) 

Applying a permutation (1r; ao,ub ... ,aN-dE SN[Sm] on the co­
ordinates of a vector 

(xo, · · ·, XN-d = (xoo, · · ·, Xo(m-1),. • ·, X(N-1)0, • • ·, X(N-1)(m-1)) 

yields the vector 

(xo, ... , XN-1) (xoo, ... , .fi:o(m-1), ..• , X(N-1)o, ••. , X(N-1)(m-1)), 

where X1r(i)u;(j) = Xij, i = 0, 1, ... , N 1, j = 0, 1, ... , m- 1. 

Definition 2. Two ( (n, k, m)) SDEC codes 0 1 and 0 2 over the 
same alphabet are said to be equ£valent if there exists a permu­
tation (1r;a0 ,ut, ... ,O'N-1 ) E SN[Sm] that maps the codewords of 
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01 onto the codewords of 02. 

Definition 3. The group of permutations in SN[Sm] that map 
an SDEC code onto itself is called the automorphism group of 
that code. 

It is clear that equivalent SDEC codes have identical minimum 
distance profiles. 

In the following we give some theorems that say, given a linear 
code over GF(qm), which bases give equivalent q-ary SDEC codes. 
The next two theorems can be shown straightforwardly. 

Theorem 3. For a linear code C over GF(qm), a basis B of 
GF(qm) over GF(q) and a nonzero element € of GF(qm), the 
SDEC codes C(B) and C(€B) are the same. 

Theorem 4. For a basis B ({30 , ••. , f3m_ 1) of G F( qm) over 
t I t 

GF(q) and an integer t, the (ordered) set Bq := (f36 , ... ,f3':n_ 1) 

is also a basis of GF(qm) over GF(q). If C is a linear code over 
GF(qm) with a parity check matrix H = [h0T, ••• , hN_ 1T] such 
that there exists an integer t and a permutation 1r E SN with 

- .qt ·- ( qt qt ) h1r(i) - h, .- hi0 , ••• , hi(N-K- 1) , then the q-ary SDEC codes 

C(B) and C(Bqt) are equivalent. 

For example, cyclic codes over GF(qm) satisfy the conditions of 
Theorem 4 for all integers t. 

Theorem 5. Let C be a linear code of length N over GF(qm) 
with a generator matrix solely consisting of elements of G F( qt), 
GF(qt) being a subfield of GF(qm). Let A = (ao, at, ... , am-1) 
and B = ({30 ,{3t, ... ,f3m- 1} be bases of GF(qm) over GF(q), let 
A= (.A0,.Ah·· .,.At-1) be a basis of GF(qt) over GF(q), and let r 
and a be permutations in Sm such that 

(21) 

for j = 0, 1, ... , m 1, h = 0, 1, ... , t- 1. Then the SDEC code 
C(A) is mapped onto the SDEC code C(B) by the permutation 
(1; a, . .. , a) where 1 denotes the identity. 

Proof. Because formula (21) holds for all basis elements of A, it 
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is true for all e E G F ( qt), i.e. 

Because the code C has a generator matrix G solely consisting 
of elements of GF(qt) we have that (1; a, ... , a) maps the rows of 
the generator matrix G(A) of C(A) onto the rows of the generator 
matrix G(B) of C(B). 

Let Va E Bm be defined by 

va(i) := (i a) mod m. (23) 

For m 2t, where t is even, we define the permutation w E Bm 
by 

w(i) := (i +hit) mod m, (24) 

where 

0 . . = { 0 if i is even 
' · 1 if i is odd. 

(25) 

It is easy to check that for all integers a we have 

(26) 

Corollary 6. Let m = 2t where tis even, let A (a, aq, ... , aqm-
1

) 

andB (f3,/3q, ... ,f3qm- 1
) benormal basesofGF(qm) overGF(q) 

and let A = (A, Aq, ... , Aq1
-

1
) be a normal basis of GF(qt) over 

GF(q). If a and bare integers such that 

and Cis a linear code over GF(qm) with a generator matrix solely 
consisting of elements of GF(qt), then the code C(A) is mapped 
onto the code C(B) by the permutation (1; Va-bw, ••• , Va-bw). 

Proof. It is easy to see that for a normal basis r of GF(qm) over 
GF(q) we have 

v;(Tl(f)) (11qi)(r), j = 0, 1, ... , m 1, 11 E GF(qm). 
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Hence, for i = 0, 1, ... , t 1 and j = 0, 1, ... , m 1 we have 

Va-b+i+c5;tw((a.Xqi-i)(A)) = v-b+i+c5;t((,B.Xq'-i+
6
)(B)) = 

(,Bq-HiH;t _xqi+6;t)(B) = (,Bq-HiH;t _xq')(B). 

With Theorem 5 the assertion follows. 

175 

Corollary 7. Let a be a primitive element of GF(28
) that sat­

isfies a 8 = a 4 + a 3 + a 2 + 1 and let Jl ( i) denote the normal 
basis of GF(28 ) over GF(2) containing ai. For a linear code C 
over GF(28) with a generator matrix solely consisting of elements 
of GF(24

), the SDEC codes C(JI(i)) and C(JI(i)) are pairwise 
equivalent for 

(i,j) E {(5,87),(43,95),(11,47),(39,55), 

(53,63),(9,91),(15,29),(21,61)}. 

Proof. Define € to be a 11
• Then € is in GF(24

) and (e, €6
, €12, e) 

is a normal basis of GF(24
) over GF(2). Table II gives the bi­

nary images of the elements aie·2i with respect to the normal 
bases Jl(i) for j = 0,1,2,3 and i = 5,87,43,95,11,47,39,55. By 
straightforward checking we can see that 

w((a5e'2 i)(J1(5))) = (a87e'2i+
1
)(J1(87)). 

w( ( a43 e·2j) ( Jl ( 43))) ( a95 e·2i+2) ( Jl (95)). 

w( (all e·2i)( Jl (11))) = ( a41 e·2i+3)( Jl ( 47))). 

w((a39e·2j)(J1(39))) = (a55e·2i+2)(J1(55)). 

Applying Corollary 6 gives the assertion for the pairs 

(i,j) E S1 := {(5,87),(43,95),(11,47),(39,55)}. 

Now, consider the dual code Cj_ of C. Clearly, Cj_ also has a 
generator matrix solely consisting of elements of GF(24

). So, the 
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I i j=O J 1 J 2 j 3 I 

5 0101 1010 0101 0111 0001 0101 100i1000 ! 

I 87 1000 1001 0000 1111 0101 0111 0101 0001 

43 1111 1101 1001 1010 1101 0001 0011 0110 
95 1001 0101 0110 0011 1111 1101 1000 1011 

11 1110 0010 1101 1000 1101 1111 0110 0101 
47 1000 1101 1101 1111 0111 0100 10100110 

39 0010 1110 1111 1010 0100 0110 0001 0010 

55 0100 0110 0000 0011 0110 1010 1010 1111 

Table II: Binary images. 

codes Cj_ (J.f ( i)) and Cj_ ( }./ (i)) are equivalent for the pairs ( i, j) E 
81 as defined above. Furthermore, for a linear code Cover GF(qm) 
and complementary bases A and B of GF(qm) over GF(q) we have 
that (C(A)).l C.l(B). Together with the fact that }.f(i), i = 

63, 95, 15, 55, 47, 61, 91,87 are the complementary bases of }./ (j), 
j = 5, 9, 11, 21, 29, 39, 43,53 respectively, the remaining part of 
the theorem follows. 

D 

This Corollary can be used to show that several of the [ 4, 2] codes 
over GF(28) constructed in [8] are equivalent (for more details see 
[1 ]). 

If n is a divisor of m, let Tm,n: GF(qm)--+ GF(qn) denote the 
trace of GF(qm) into GF(qn) defined by 

!!?:.-1 

t r/", 11 E GF(qm). (28) 
i=O 

Corollary 8. Let m and q be even integers and let 
A= (a,aq, ... ,aqm- 1

) and B ({3,{3q, ... ,{3qm-i) be complemen-
tary normal bases of GF(qm) over GF(q). If C is a linear code 
over GF(qm) with a generator matrix solely containing elements 
of GF(q2), then the SDEC codes C(A) and C(B) are equivalent. 

Proof. The Galois field GF(q2 ) has a primitive element 0 such 
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that (fJ, fJq) is a normal basis of GF(q2
) over GF(q) [3]. The sum 

fJ + (Jq is a nonzero element of GF(q). Therefore we may take fJ 
such that fJ (Jq = 1. Then, because A and B are complementary 
bases, we have 

i,j = 0,1,, ... ,r,n- 1. 

Furthermore 

Tm,1(a/fjqi(Jqh) = (Tm,1(aq;fjqi(Jqh)V"-i-i 

T ( qm-i (.lqm-i(Jqh+m-i-i) . . _ O 1 h _ 
m,l a f-' ' t, J - ' ' ••• 'r,n- 1, - 0, 1. 

Combining (29) and (30) gives the equation 

T m,I ( aq' fjqi (Jqh) = T m,1 ( aqm-i fjqm-i (Jqh), 

t, J 0, 1, ... 'r,n - 1, h = 0, 1. 

Now let the permutation p E Sm be defined by 

p(i) (r,n- i) r,nod r,n, i = 0, 1, ... , r,n- 1. 

(29) 

(30) 

(31) 

(32) 

Recall that for complementary bases A (>..0, >..b •.• , Am-1) and 
M (p,o, J.lb ..• , J.lm-1) of GF(qm) over GF(q), we have 

€(A) (Tm,1 ( €tto), T m,1 ( €ttl), ... , T m,1 ( €ttm-d), € E G F( qm) 
(33) 

(see [16, p. 118]). Combining the above facts we see that for all 
i = 0, 1, ... , r,n 1 and h = 0, 1 

P((aq;fJq4 )(A)) P((Tm,1(aq'(Jqh {3), ... ,Tm,l(aq'fJq4 {3qm-l))) = 

p((Tm,1(afJqhfjqm-i),Tm,l(aqm-1(Jqhfjqm-i),. '' ,Tm,I(aq(Jqhfjqm-i))) = 

= (Tm,1(afJqhfjqm-i), (Tm,1(aqfJqhfjqm-i),.'' ,Tm,I(aqm-l(Jqhfjqm-i)) = 
(fjqm-i (Jqh)(B). 

Now by Theorem 5 we see that the code C(A) is mapped onto the 
code C(B) by the permutation (1;p, ... ,p). 
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D 

Corollary 9. For a linear code C over GF(28) that has a gener­
ator matrix solely consisting of elements of GF(22 ), the codes 

C(J/(i)), i E S1 := {9,21,39,43,55,61,91,95} 

are mutually equivalent, and the codes 

C(J/(i)), i E S2 := {5, 11, 15, 29, 47, 53, 63, 87} 

are mutually equivalent. 

Proof. Let a: be a primitive element of GF(28 ) satisfying 
a:8 + a:4 a:8 + a:2 1 = 0. Then the bases J/ ( i) and J/ (i) are 
complementary for (i,j) = (5,63), (9,95), (11,15), (21,55), (29,47), 
{39,61), {43,91), (53,87). Let the sets Jh, ... , .A 4 be defined by 

.Al := {5, 63, 53, 87}, .A2 := {11, 15, 29, 47}, 

.A8 := { 43, 91, 9, 95}, .A4 := {39, 61, 21, 55}. 

By combining the above remark and Corollaries 7 and 8, we see 
that the codes C(J/(i)), i E .Ah, are equivalent, for fixed h = 
1,2,3,4. But we can say more. For 'f/ := a:85

, ('TJ,'f/ 2
) is the normal 

basis of GF(22) over GF(2). In Table III we give the binary 
images of the elements 'f/ 2; a:i with respect to the normal bases 
J/ ( i), i = 5, 29, 9, 61 and j = 0, 1. From this table and Theorem 5 

t j=O J 1 
5 1100 1111 0100 1111 
29 100 1111 1100 1111 
9 1000 1011 

61 1000 1011 0000 1011 

Table III: Binary images 

we see that the codes C(J/(5)) and C(J/(29)) are equivalent and 
that the codes C(J/(9)) and C(J/(61)) are also equivalent. This 
completes the proof. 
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For example, Corollary 9 explains the fact that the [3,1] codes over 
GF(28) constructed in [6] have an identical minimum distance pro­
file with respect to the bases J/(i), i E Sl! namely (8,4,1) and an 
identical minimum distance profile with respect to the bases Jl ( i), 
i E S2, namely (8,5,1). 

B. Construction of a class of SDEC codes 

In this and following subsections we will give a number of con­
structions of SDEC codes. The parameters of these codes are 
summarized in the Tables IV-IX. 

We start by considering linear codes Cover GF(qm) that have 
a parity check matrix of the form 

H= (34) 

or 

H [ 11 ·H··· 1], (35) 

where /o, /t, ... , /N- 1 are elements of GF(qm) and 1 ~ t < m. 

Lemma 10. For integers v and t, v ~ t, and elements 
ao, a17 •.. , av-1 E GF(qm), the vectors 

ao av-1 

a6 q 
av-1 

(36) ' ....... ' 
t-1 qt-l a6 av-1 

are linearly dependent over GF(qm) if and only if a 0, ... , av-1 are 
linearly dependent over GF(q). 
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Proof. The "if" part of the lemma is obvious. The "only if" part 
will be shown by induction on t. The case t 1 is trivial. Now 
let t 2: 2 and suppose that o:0 , ••• , o:~,~- 1 , v ~ tare such that 

' ...... ' 
o:6 

1-1 

are linearly dependent over GF(qm). So, there exist x0 , ••• ,xv-1 E 
GF(qm) such that 

0, r = O, 1, ... , t- 1. (37) 

If v < t or if v = t and one of the Xi equals zero, then we may 
apply the induction hypothesis and we are through. So, suppose 
that v = t and that all x0 , ••• , Xt- 1 are nonzero. Substitute Yi := 

xtf Xt-1 and /3i := ad O:t-1, i = O, 1, ... , t - 2 in formula (37) 
(we may assume that all O:i are nonzero, otherwise the lemma is 
trivial). Then we obtain 

-1, r = 0,1, ... ,t 1. (38) 
i=O 

By subtracting the (r + 1)-th equation from the r-th equation we 
get 

0, r=0,1, ... ,t 2, (39) 

0, 1, ... , t- 2. This means that the vectors 

' ........ ' 

"'t-2 
q 

"'t-2 

are linearly dependent over GF(qm). By the induction hypothesis 
we may conclude that "/o, "{1, .•• , "'t- 2 are linearly dependent over 
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GF(q). So, there exist elements z0,zb·· .,Zt-2 E GF(q), not all 
zero, such that 

t-2 t-2 t-2 

0 LZi/i = :LzdJi- (Lzd~i)q. 
i=O i=O i=O 

Hence, Zt-l := - z::::~ zi,Bi is an element of GF(q) and thus 

t-1 

L ziai = 0 with z0, zb ... , Zt- 1 E GF(q). 
i=O 

This proves the assertion. 

(40) 

For a linear code C over GF(qm), we denote by C(q) the q~ary 
sub field subcode of C, i.e. 

C(q) := {Q= (co, ... ,cN-1) E C: co, ... ,cN-1 E GF(q)}. {41) 

By d( q) we denote the minimum distance of C( q), which is defined 
to be infinite if C(q) consists of the zero codeword only. 

Theorem 11. The symbol distance of a linear code C over 
GF(qm) with a parity check matrix as in (34) equals 
min{t + 1,d(q)}. 

Proof. If d(q) < t + 1, then by Lemma 10 it follows that any 
d(q) -1 columns of Hare linearly independent over GF(qm), and 
hence the minimum symbol distance of C equals d(q). 

If d(q) :::: t + 1, then by Lemma 10 any t columns of H are 
linearly independent over GF(qm), and hence by the Singleton 
bound the minimum symbol distance of C equals t 1. 

D 

Example 1. Let a be an N-th root of unity and let C be the cyclic 
code of length N over GF(qm) with roots a, aq, aq\ ... , aqm-l 

Clearly, the q-ary subfield subcode C(q) of C has minimum dis­
tance at most m + 1. With Theorem 11 it follows that the mini­
mum symbol distance of C equals the minimum distance of C(q) 
(see also [15]). 
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We now give a theorem that says something about the minimum 
digit distance of an SDEC code C(B) depending on the linear in­
dependence relations of the basis elements of B with respect to a 
subfield GF(qa) of GF(qm). 

Theorem 12. Let C be a linear [N, K] code over GF(qm) with 
a parity check matrix solely containing elements of GF(qa) and 
let B {fJo,fJb· .. ,f:Jm-1) be a basis of GF(qm) over GF(q). If 
the minimum digit distanced of C(B) is less than 8 + r- 1, then 
d d(q), where 8 is the symbol distance of C and where r is such 
that any r distinct elements of B are linearly independent over 
GF(qa). 

Proof. Suppose that d < 8 r- 1. Let Q. E C(B) be a code­
word of digit weight d. So, there are d not necessarily distinct 
indices Po, ... , Pd-1 E {0, 1, ... , m- 1} and indices io, ... ,Jd-1 E 
{0, 1, ... , N- 1} such that 

d-1 

L CjhPh{:JPh /ijh = o, i = 0, 1, ... 'N - K 1, ( 42) 
h=O 

where Iii E GF(qa), i = 0,1, ... ,N K 1, j = 0,1, ... ,N 1 
are the elements of a parity check matrix for C. Because the 
symbol distance of C is 8, there are at least 8 distinct elements in 
{io, ... ,J·d-1}, say Jo, ... ,is-1· The equations (42) yield that 

s-2 d-1 

L cikPk{:JPh liih = - L cihPh{:JPh liih' i = 0, 1, · · ·, N K- 1. 
h=O h=s-1 

(43) 
The matrix consisting of the elements liik' i = 0, 1, ... , N- K 1, 
h 0, 1, ... , 8 2 has rank 8 1, and so ( 43) implies that 

d-1 

{:Jp; = L EiifJPjl i 0, 1, ... '8 2, 
j=s-1 

( 44) 

with Eii E GF(qa), i 0,1, ... ,8 -2, i 8-1, ... ,d-1. Be­
cause d < 8 + r - 1 and because any r elements of B are lin­
early independent over GF(qa), equations (44) yield that for all 
i E {0,1, ... ,8 2} there exists a ui E {8 -1, ... ,d 1} such 
that {:Jp; = {:Jp,.,. Consequently, at most d - 8 + 1 elements of 
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{.BPo, .Bp1 , ••• , .BPd-l} are mutually different. Now, define 

I:= {i : ci; # 0 for some j E {0, 1, ... ,m 1}} 

and 

J := {J' : Cij 0 for some i E {0, 1, .. . ,N -1}}. 

Above we have shown that jJj :::; d- s + 1. Because~ E G(B), we 
have 

I: c~= Cjj"fhi).B; = o, h = o, 1, ... , N - K- 1. ( 45) 
jEJ iEI 

Since jJj :::; d s + 1 :::; r, it follows from ( 45) that 

(co;, c1;, ... , C(N-1);) E G(q) for all j E J. 

The weight of such a word is at most d and at least d( q), hence 
d(q) :::; d. Trivially we have that d(q) 2: d, so we may conclude 
that d d(q). 

D 

Lemma 13. For a normal or polynomial basis B of GF(28
) over 

GF(2), any two distinct elements of B are linearly independent 
over GF{24

). 

Proof. Let .811 .82 be two elements of B such that 

x1.B1 + x2.B2 = 0 for some nonzero x11 x2 E GF{24). 

Then, .81(.82)-1 E GF(24) and there are i,j, 0 :::; j :::; i $ 7 such 
that .81 = a 2;, .82 = a 2; and 2i - 2i = 0 mod 17 if B is a normal 
basis, or ,81 = ai, ,82 = ai and i- j = 0 mod 17 if B is a polynomial 
basis. This is only possible ifi = j, hence .81 = .82, and the lemma 
follows. 

Example 2. Let "' be a primitive element of GF(24
) and let G 

be the [16,14] code over GF(28 ) with parity check matrix 

H-[111 ... 1] 
- 14 • 

01"f ... "f 
IPR2018-1557 

HTC EX1010, Page 195



184 Combined symbol and digit error-control 

This code has symbol distance 3 and the binary subfield subcode 
has minimum distance 4. By Theorem 12 and Lemma 13 the 
binary image of C with respect to a normal or polynomial basis of 
GF(28) over GF(2) has minimum distance profile (4,3,1). These 
codes are { ( 1, 0 )}-correcting and { ( 0, 2 )}-detecting. 

Theorem 14. For an ((Nm,k,m)) SDEC code Cover GF(q) 
such that for any codeword in C the sum of its symbols equals zero, 
the minimum distance profile mdp(C) of C satisfies the inequality 

d (C) > da(C). 
1 - 2 

Proof. Puncture C in the first symbol and denote the resulting 
code by 6. If 

~ = (eta,···, Ct(m-1)' · · •, C(N-l)a, · · ·, C(N-l)(m-1)) 

is a codeword of 6, then 

N-1 N-1 

f := ( L Cia, ... ' L Cj(m-l)i m 
i=l i=l 

is a codeword of C. Clearly the digit weight of f is at most twice 
the digit weight of~. We get analogous results if we puncture C 
in any other symbol. It follows that da(C) ~ 2d1 (C). 

D 

Consequently, an SDEC code C satisfying the condition of Theo­
rem 14 and having symbol distance 3 and minimum digit distance 
do is {(1,0), (0, l do;l J)} -correcting, i.e. it can correct single sym­
bol errors and up to l do;l J digit errors. Note that the q-ary images 
of the linear codes over GF(qm) that have a parity check matrix 
containing a row of ones satisfy the condition of the theorem. 

Similarly to Theorem 11 we have the following result. 

Theorem 15. The symbol distance of a linear code C over 
GF(qm) with a parity check matrix ii as in (35) equals 
min{t + 2,d(q)}. 

Proof. 
IPR2018-1557 

HTC EX1010, Page 196



Construction of a class of SDEC codes 185 

Case 1: d( q) ~ t + 2. Assume that t + 1 columns of ii are linearly 
dependent over GF(qm), say 

1 1 

lo It 

IZ ' ......... ' ll 

IZ 
1-1 

ll 
1-1 

So, there exist x0 , ••• ,xt E GF(qm) such that 

t 
'\' qr-1 Q 
L Xili = , r = 1, ... , t, (46) 
i=O 

(47) 

Without loss of generality we may assume that It f=. 0. Then from 
(46) and (47) it follows that 

t-l 
'\' x.( li - 1)qr-l = 0, 1 L . r = , ... ,t. 
i=O It 

(48) 

Now, by Lemma 10 there exist z0, ••• , Zt-l E GF(q), not all zero, 
such that 

t-l 
'\' z.( li - 1)qr-l L . 0, r 1, ... ,t, 
i=O It 

(49) 

and so 

0, r = 1, ... , t. (50) 

Hence (z0 , .•• , Zt-b E!:~ Zi, 0, ... , 0) is a nonzero codeword of 
the q-ary subfield subcode of weight at most t + 1 < d(q), a con­
tradiction. It follows that any t + 1 columns of ii are linearly 
independent over G F( qm) and thus sd( C) ~ t + 2. By the Single­
ton bound sd( C) cannot be more than t 2, so sd( C) = t 2. 
Case 2: d( q) :S: t 1. In the same way as in case 1 it can be shown 
that the minimum symbol distance of the code is at least d(q), 
and thus sd( C) d( q). 
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D 

We wish to say something about the minimum digit distance of 
the q-ary images of the codes over GF(qm) with a parity check 
matrix as in (35). To do this we need the following lemma. 

Lemma 16. Let B {,80 , ••• , .Bu- 1} be a set of u distinct ele­
ments of GF(qm) that are linearly independent over GF(q) and 
such that any r distinct elements of B are linearly independent 
over GF(qa). If eo, 6, ... , eu- 1 are elements of GF(qa) that are 
not all zero, such that 

u-1 

2:.: ,aier-l = o, 1 ::; v ::; t, 
i=O 

then u ~ t + r. 
Proof. We will prove this lemma by induction on t. Fort = 1 
the assertion is trivial. So, let t ~ 2 and suppose 

u-1 

2:.: .Bier-1 
= o, 1 ::; v ::; t. (51) 

i=O 

Without loss of generality we may assume that eo 0. Then it 
follows that 

(52) 

where TJi e;f eo, i = 1, ... , u -1. By subtracting the ( v + l)th 
equation from the vth equation in (52) and by substituting (}i := 
1Ji - 1]1, i 1, ... , u - 1, we obtain 

u-1 

E ,aier-1 

= o, 1 ::; v ::; t 1. (53) 
i=l 

Now, because the elements of B are linearly independent over 
GF(q), at least one of the (}i is not zero. Therefore, by the induc­
tion hypothesis we have that u - 1 ~ t 1 r, and the assertion 
follows. 

D 
IPR2018-1557 

HTC EX1010, Page 198



Construction of a class of SDEC codes 187 

Theorem 17. Let G be a code over GF(qm) with parity check 
matrix 

1 1 1 

flo fl1 fiN-1 

fiZ fl~ 
q 

H 
fiN-1 

(54) q?. q2 q2 
flo fl1 fiN-1 

qt-1 

flo 
qt-1 

fl1 
qt-1 

fiN-1 

where 0 ::::; t ::::; m and flo, .•. , fiN- 1 E GF(qa), and let B = 

({30 , ••• , f3m- 1) he a basis of GF(qm) over GF(q) such that any 
r distinct elements of B are linearly independent over GF(qa). If 
the minimum digit distanced of the code G(B) is less than 2(r+t), 
then d = d(q). 

Proof. Suppose that d(q) d, hence d(q) >d. 
Let ~ = (coo, ... , Co(m-1) : ••• ; C(N-1)o, ••• , C(N-l)(m-1)) he a code­
word of digit weight din G(B). Then there are distinct elements 
io, ... , J·u-1 E {0, 1, ... , m- 1} such that 

l{(i, io) : ciib :f: 0, i = 0, 1, ... , N- 1}1 > 0, b = 0, 1, ... , u 1, 

and 

l{(i, io) : Cij6 :f: 0, i 0, 1, ... , N 1; b 0, 1, ... , u- 1}1 = d. 
(55) 

Because~ is a codeword of G(B) we have 

N-1 u-1 

2.:: 2.:: ciiof3i6flr-l = o, v = 1, ... , t, {56) 
i=O b=O 

N-1 

2.:: Cijb = 0, b = 0,1, ... ,u -1. (57) 
i=O 

Equation (57) yields that 

l{i: Cij6 :f: 0, i = 0,1, ... ,N 1}12: 2, b = 0,1, ... ,u-1, (58) 

and thus d 2: 2u. We define 

N-1 

~b := L Cij6fli, b 0, 1, ... , u- 1. 
i=O 
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Because d(q) > d all 6, b = 0, 1, ... , u- 1 are nonzero. Also by 
(56) we have that 

u-1 

L /3jJ,.f-l = o, v = 1, ... , t. (59) 
b=O 

By Lemma 16 u ~ t+r and consequently d ~ 2(t+r). This proves 
the theorem. 

0 

Example 3. Let B = {{30 , •• . , {37} be a normal or a polynomial 
basis of GF(2s) over GF(2) and let {6, e2, e3, e4 } be a basis of 
GF(24

) over GF(2). Define 17 := L,f=o Ci and let C be the [6, 4] 
code over GF(2s) with parity check matrix 

H- [ 1 1 1 1 1 1 l 
- o 11 6 e2 6 C4 . 

The code C has minimum symbol distance 3 and the binary sub­
field subcode has minimum distance 6. From Lemma 13 it follows 
that any two distinct elements of B are linearly independent over 
GF(24

). With Theorems 14 and 17 we see that the minimum 
distance profile ( d0 , dt, d2) of C (B) satisfies 

Lemma 18. For a normal basis B = {{3, {32, ... , {327 } of GF(2s) 
over GF(2), any three elements of Bare linearly independent over 
GF(22

). 

Proof. Let a be a primitive element of GF(2s) that satisfies 
as = a 4 + a 3 + a 2 + 1, and let 1 := as5

• Then, 1 is a primitive 
element of GF(4). Assume there are i,J, 0 < i,J < 8, i # J and 
17b172,173 in GF(4) such that 

If one of 17b 172,173 is zero, then the quotient of two distinct elements 
of B would be in GF(24

) which is impossible (Lemma 13). Also, 
it is immediatly clear that not all17k are the same. There are two 
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possibilities left: 
1. All flk are distinct. Then without loss of generality we have 

f3 + 1!32' + ,2p2i = 0. (60) 

From (60) it follows that 

Ta,2 ({3) + 1Ts,2 (!32;) + 12Ts,2 ({3 21
) = 0. ( 61) 

Because B is a normal basis, we have 

Ta,I(f3) = Ta,I(f32;) Ta,I(f32i) = 1. (62) 

Because Ta,I(e) = T2,I(Ta,2(e)) for all e E GF(28
), it follows from 

(28) that 
Ta,2(f32k) = 1 or 1 2

, k = 0, i, j. (63) 

With (61) it is easy to see that either all T8,2 (f32 .~:) equal ,, or 
all T8,2 (f32 .~:) equal 1 2

, k = O,i,j. But then at least two of 
T8,4 (f3), T8 ,4 (f32

\ T8,4 ({321
) are the same, since the trace function 

Tm,n maps a normal basis of GF(2m) over GF(2) onto a normal 
basis of GF(2n) over GF(2), and three mutually different elements 
of a normal basis of GF(2 4

) over GF(2) are mapped by T4,2 onto 
two different elements of a normal basis of GF(4) over GF(2). 
With (60) we see that T8,4 (f3) = T8,4 (f32

;) = T8 ,4 (f32;). Clearly, any 
three mutually distinct elements of a normal basis of G F(28) over 
GF(2) cannot be mapped onto the same element of GF(24 ) by 
T8,4 • Therefore f3, {32;, {32; are not all distinct, a contradiction. 
2. Two flk are the same. Then, this implies that the code C over 
GF(28) with parity check matrix 

H=[1 1], 
has a binary image C(B) with minimum distance 3. It can be 
checked that the binary images of 1a11 and 1 2a 11 with respect 
to the normal basis JJ(ll) have weight larger than 3, and thus it 
follows that (a11-2'1)(JJ(ll)) has weight larger than 3 for all inte-

gers i. Analogously we can see that the binary images of 1a95·2' 

with respect to the normal basis JJ (95) have weight larger than 2. 
From this it follows that the codes C(JJ(ll)) and C(JJ(95)) have 
minimum digit distance at least 4. With Corollary 9 we see that 
this is the case for all normal bases, and we have a contradiction. 
This proves the lemma. 
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0 

Example 4. (See [6]). Let a and 1 be as in the proof of the 
lemma above. Consider the [3, 1] code Cover GF(28

) with parity 
check matrix 

H [ 
1 1 1 l 
1 1 1 2 • 

The code C has symbol distance 3. Let B = {,B, ... , ,827} be an 
arbitrary normal basis of GF(28) over GF(2) and assume C(B) 
has minimum distance profile ( d0 , d1, d2 ). Clearly d2 = 1 and from 
Lemma 18, Theorems 14 and 17 it follows that d0 ;::::: 8, d1 ;::::: 4. 
According to [10] d0 ::::; 9 and d1 ::::; 5. Because do has to be even 
we get d0 = 8. It can be seen that ( a 95 , a 180

, a 10) is a codeword of 
C and its binary image with respect to J.l (95) has weight profile 
(8, 4, 1). With Corollary 9 it follows that the codes 

C(J.I(k)), k = 9,21,39,43,55,61,91,95 

all have minimum distance profile (8, 4, 1) and they are equivalent. 
For B := J.l ( 11) we will show that d1 = 5. Clearly d1 is the 
minimum distance of the binary image with respect to B of the 
code G with parity check matrix [1 1]. We have seen in the proof 
of Lemma 18 that there are no words in C(B) with weight profile 
(4,1). Hence if there is a word of digit weight 4 in this code, then 
there exist i, J, k, l such that 

(,82' + ,B2i) = 1(.B2k + ,821). 

Using a table of GF(28) with respect to the basis J./(11) (see [8]) 
we see that the set of elements of GF(28

) with binary image of 
weight 2 with respect to J./(11) is the union of the conjugate classes 
C(1), C(13), C(127) and C(119), where 

C(i) := {a•·21 
: J = 0, 1, ... , 7}. (64) 

Because 2i- 2i 0 mod 85, 0::::; i,J < 8, i =/= i it follows that no 
two distinct elements in C(k), k 1,3, 127, have their quotient in 
GF(4). Analogously we can see that the quotient of two distinct 
elements of C(119) is never in GF(4) and in a similar way we 
can check that the quotient of two elements in distinct conjugate 
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classes mentioned above is never in G F( 4). Hence 
d1 > 4. Therefore, by Corollary 9 the codes 

C(JJ(k)), k 5,11,15,29,47,53,63,87 

191 

have minimum distance profile (8, 5, 1). These codes can correct 
one symbol error, correct up to three bit errors and detect four 
bit errors. 

C. Self-orthogonal SDEC codes 

A linear code C is called self-orthogonal whenever it is contained 
in its dual code cl.. It is called self-dual if it is equal to its 
dual. In this subsection we will construct self-orthogonal (self­
dual) SDEC codes over GF(q) from self-orthogonal (self-dual) 
codes over GF(qm). The following theorem can easily be shown. 

Theorem 19. For a linear code Cover GF(qm) and complemen­
tary bases A and B of GF(qm) over GF(q) we have 

(C(A))J.. CJ..(B). 

Corollary 20. For a self-orthogonal (self-dual) linear code C 
over GF(qm) and a self-complementary basis B of GF(qm) over 
GF(q), the q-ary code C(B) is also self-orthogonal (self-dual). 

In [19] the binary images of some self-dual codes over GF(2m) 
were studied. Here we will consider two special classes of codes 
over GF(2m). 

Let 'Y be a primitive Nth root of unity in GF(2m) and let s ~ 
(N:l) + 1 (note that N is odd). We define the code C1,N,s as the 
BCH code of length N over GF(2m) with generator polynomial 

s-2 

g1(x) = IT(x- 'Yi), (65) 
i=O 

and the code C2,N,s as the BCH code of length N over GF(2m) 
with generator polynomial 

gl(x) 
g2(x) = ( ) . (66) x-1 
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Clearly, C1,N,s is an [N, N- 8 1] code over GF(2m) with symbol 
distance 8 (it is MDS). The generator polynomial of ct N 8 is given .. 
by (see [16]) 

N-1 N-s+l 

gf(x) II (x ,-i) II (x li). (67) 
i=s-1 i=l 

From 8 2:: (Ni1
) + 1 it follows that 8- 2 > N- 8 + 1, hence Gt,N,s 

is self-orthogonal. 

Lemma 21. The extended code c2 N s of 02 N s has symbol dis-
' ' ' 1 

tance 8. 

Proof. Clearly, G2,N,s has symbol distance 8 - 1. Let Q. be a code­
word of G2,N,s of minimum weight 8 - 1 and let Q. be the word of 
C2,N,a obtained by extending Q.. If Q. has weight 8- 1, then 

N-1 

L Ci = 0. 
i=O 

Hence, Q. is a codeword of C1,N,s which is a contradiction because 
G1,N,s has minimum distance 8. 

0 

It is easy to see that if G is a generator matrix for cl,N,s, then 

G" 
I I ~ ... 1 

0 

0 

(68) 

is a generator matrix for c2,N,IP The code cl,N,s is self-orthogonal. 
Hence it is easy to see that a• { G")T = 0 and thus C2,N,s is also 
self-orthogonal. If 8 = N;l + 1, then c2,N,s is self-dual. 

By Corollary 20 we have the following result. 

Corollary 22. The binary images of the codes Ct,N,s and C2,N,s 

with respect to self-complementary bases of GF(2m) over GF(2) 
are self-orthogonal if 8 ;:::: N;l + 1. 
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To prove Lemma 24 we will need the following simple result. 

Lemma 23. If in a binary self-orthogonal code Q1 

codewords of weight divisible by 4, then their sum Q1 

weight divisible by 4. 

Proof. Clearly, 

wt(Q1 + ~) = wt(Q~) + wt(~) - 2(Q1, ~), 

and~ are 
~also has 

where ( , ) denotes the standard inner product in real vector 
spaces. In this case (Q!, ~) is even ( C is self-orthogonal) and the 
lemma follows. 

0 

If all the codewords of a binary code C have weight divisible by 
4, then C is called doubly even. We have the following lemma. 

Lemma 24. Let N be a divisor of2m-1 and let n = (wo, ... 'Wm-1) 
be a self-complementary basis of G F(2m) over G F(2) such that 
for all divisors v of N, v > 1, the binary vectors 

g;, := ((w;,)(O),(wn)(O), ... ,(wnv-l)(O)), i 0,1, ... ,m-1, 

where 1 is a primitive vth root of unity in G F(2m), all have digit 
weight divisible by 4. Then the codes C1,N,s(O), where N is a 
divisor of 2m- 1 and 8 2:: Nil + 1, are doubly even. If N + 1 is 
divisible by 4 and 8 2:: Nil + 1, then the code C2,N,s(O) is also 
doubly even. 

Proof. 1. A generator matrix for the code C1,N,s is given by 

G I 
1 1 
1 12 

~ ~N-s+l 

1N-l I 
1

2(N-1) 

. ' 
~(N-s+l)(N-1) 

where 1 is a primitive Nth root of unity in GF(2m). By the 
assumption of the lemma all the rows of the matrix G(O) have 
weight divisible by 4. From Corollary 22 and Lemma 23 it follows 
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that C1,N,s(D) is doubly even. 
2. A generator matrix of c2,N,s is given by 

1 1 . . . 1 
0 

G*= 
G 

0 

The first m rows of G*(D) have weight N + 1. Hence if N + 1 
is divisible by 4 all the rows of G*(D) have weight divisible by 4, 
and the assertion follows with Corollary 22 and Lemma 23. 

0 

Lemma 25. Let n {wo, ... 'Wm-1) be a self-complementary 
basis of GF(2m) over GF(2), let 1 be a primitive element of a 
subfield GF(2k) of GF(2m), k > 1 and let N = 2k- 1. Then, the 
vectors 

((wt)(D), (wtl)(n), ... , (wnN-1)(0)), i = o, 1, ... ,m- 1 

all have digit weight divisible by 4. 

Proof. Let 0 ~ t ~ m 1 and define 

k = (Coo,···, Co(m-1), • · ·, C(N-1)0, · • • C(N-1)(m-1)) := 

((wt)(D), (wt/)(0), ... , (wt/N- 1)(0)). 

Then, by equation (33) we have 

Ctj Tm,1(wtW;Ii) = Tk,1(tiTm,k(wtw;)), 

i=0,1, ... ,N 1;;" 0,1, ... ,m-1. (69) 

We define the binary N-vector Xi by 

X;:= (c0i, ... , C(N-l)i), i = 0, 1, ... , m 1. (70) 

If T m,k(wtwi) = 0, then wt(Xi) = 0. If T m,k(wtw;) =f 0, it is easy 
to see that 
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and thus wt(X;) 2k-I. Hence, if k > 2, the vector~ has weight 
divisible by 4. We now consider the case k = 2, so let 1 be a 
primitive element of GF(22

). Because Tm, 1 (w,w1) = Dij, z,J = 
0, 1, ... , m- 1, it is easy to see that 

Tm, 2 (wtw;) = 0 or 1, j = 0, 1, ... , m 1, j ::f. t, (71) 

Without loss of generality we may assume that Tm,2((wt) 2
) 1 2• 

Clearly I:~(/ w; = 1, hence 

m-1 

L Tm,2(wtw;) 
j=O 

Tm,2(wt) = 1 and LTm,2(wtw;) 
j-:l:t 

1. (72) 

From (71) and (72) it follows that the number of j, 0 :=:; j :=:; m-1, 
such that Tm,2(wtw;) ::f. 0 is even. All X; have weight 0 or 2, hence 
the assertion follows. 

0 

Lemmas 24 and 25 imply the following result. 

Corollary 26. If k is a divisor of m such that k > 1 and N := 
2k -1 is a prime and if s ~ 2k-l + 1, then the codes Ct,N,s(O) and 
G2,N,s(O), where n is a self-complementary basis of GF(2m) over 
GF(2), are self-orthogonal and doubly even. 

Example 5. ([20]). Let C be the [8,4] extended Reed-Solomon 
code over GF(23 ) with generator matrix 

G= 

11111111 
1 a a 2 a 3 a 4 as a 6 0 
1 a 2 a 4 a6 a a 3 as 0 
1 a 3 a 6 a 2 as a a 4 0 

where a is a primitive element of GF(23) that satisfies a 3 +a+ 
1 = 0. Clearly C has symbol distance 5. Let 0 = ( a 3 , a 6 , as) 
be the (unique) self-complementary basis of GF(23 ) over GF(2) 
(note that it is also normal). Then, by Corollary 26 and [10] 
the minimum distance of C(O) is 8. Hence C(O) is equivalent to 
the extended binary Golay code ([16,Chapter 20]). This code has 
minimum distance profile (8,5,3,2,1). 
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Example 6. Let o: be a primitive element of GF(26
) that is a 

zero of the polynomial x6 x + 1. Then, the normal basis}./ (23) is 
self-complementary. Let 1 be a primitive element of GF(2 2) and 
let G be the [3,1] code over GF(26) with parity check matrix 

H=[11 1]. 
1 I 12 

This code has symbol distance 3 and by Theorem 17 the minimum 
distance do of the binary code G ( }./ ( 23)) is at least 6 (It is easy to 
see that any two distinct elements of }./ (23) are linearly indepen­
dent over GF(22)). From Corollary 26 it follows that G(J./(23)) is 
self-orthogonal and doubly even, hence d0 ~ 8. Theorem 14 and 
[10] yield that the code has minimum distance profile (8,4,1) and 
it is optimal. 

Example 7. Let o: be as in Example 6, let 11 be a primitive el­
ement of GF(23) and let G be the [7,3] BCH code over GF(26

) 

with zeros 1,YJ,YJ2 ,YJ 3• This code has symbol distance 5 and it is 
self-orthogonal. Hence, the code G(J./(23)) is self-orthogonal and 
doubly even, and its digit distance d0 is at least 8. A rather te­
dious calculation shows that there is no word of digit weight 8 
in G ( }./ ( 23)). Hence, the minimum distance profile of G ( }./ ( 23)) 
is at least (12,6,3,2,1). The true minimum distance profile is 
(12,7,5,2,1) and the code is 0-optimal. 

Lemma 27. Let m be even and let 0 = {w0 , ... ,Wm-1} be a 
self-complementary basis of GF(2m) over GF(2) such that for all 
i = 0, 1, ... , '; 1 there is a 1 ~ Ji ~ m - 1 such that 

(73) 

If 1 is a primitive Nth root of unity in GF(2m) that does not 
occur in any proper subfield of GF(2m), then the vectors 

g, ((w,)(O), (wn)(O), ... , (wnN- 1)(0)), z 0, 1, ... , m- 1, 
(74) 

all have digit weight divisible by 4. 

Proof. Let 

~ = (coo,···, Co(m-1), ..• , C(N-I)O, · • ·, C(N-l)(m-1)) = 
IPR2018-1557 
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((1)(0), {F)(o), ... , bN-1)(0)), 

and define 

Xj := (coj, Ctj' · · ·, C(N-l)j) = 

(Tm,I (wi ), Tm,1 (wo), ... , T m,I{Wj')'N-
1
)), j = 0, 1, ... , m - 1. 

Clearly, wt(Xi) = 0 mod 2 for all j 0, 1, ... , m- 1 and by (73) 
we have that wt(X2i) = wt(X2i+I), j = 0, 1, ... , 7- 1. It follows 
that wt(f.) = 0 mod 4. Because 1 does not occur in a proper 
subfield of G F(2m) we see that r := (1, ')', ... , l'm-l) is a basis of 
GF(2m) over GF(2) and thus 

m-1 

Wi =I:, Xij/'i, Xij E GF(2), ~,J 0,1, ... ,m 1. 
j=O 

But then 

i = 0, 1, ... , m 1. (75) 

By the above, all the vectors on the right hand side of (75) have 
weight divisible by 4. Furthermore, these vectors are orthogonal. 
Hence 9i also has weight divisible by 4 (i 0, 1, ... ,m 1). 

D 

Example 8. Let a be a primitive element of GF(24) such that 
a 4 = a + 1. Then it can easily be seen that 0 = ( a 3 , a 12 , a 1, a 13) 

is a self-complementary basis of GF(2 4) over GF(2) and that it 
satisfies the condition of Lemma 27. Let 1 be a primitive 5th root 
of unity in G F(24

) and let C be the [5,2] BCH code over G F(24) 

with roots 1, ')', 12 • The code C has symbol distance 4 and by 
Theorem 17 the minimum digit distance of C ( 0) is at least 6. 
The code 0(0) is self-orthogonal and by Lemmas 24 and 27 it is 
doubly even. Hence it has a minimum distance profile of at least 
(8,4,2,1) and this is in fact the true minimum distance profile. 
The code is 0-optimal. 

Example 9. (See [21]) Let a and 0 be as in Example 8 and let 
C be a self-dual [16,8] extended Reed-Solomon code over GF(24

). 
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The code C has symbol distance 9. The code C(O) is self-dual 
and by Lemmas 24, 25 and 27 it is doubly even . It follows that 
it has a minimum digit distance d0 of at least 12. By [17] we have 
d0 ::s; 4[ 1;~4 ] + 4 = 12, hence d0 equals 12. The code has minimum 
distance profile ( 12, 8, 7, 6, 5, 4, 3, 2, 1). 

Example 10. Let a be as in Examples 6 and 7, let rJ be a 
primitive 9th root of unity in G F(2 6

) and let C be the [9,4] BCH 
code over GF(26

) with roots 1, rJ, 11 2
, 113

, rJ 4
• This code has symbol 

distance 6. The normal basis )./ (15) of GF(26
) over GF(2) is self­

complementary and thus C(J.I(15)) is self-orthogonal. By Lemmas 
24, 25 and 27 it follows that C(J.1(15)) is doubly even. A rather 
tedious calculation shows that there is no codeword of digit weight 
8 in the code. Hence the minimum distance profile of the code is 
at least (12,6,4,3,2,1). This is the true minimum distance profile. 

Lemma 28. Let N be a divisor of 2m - 1 such that N 2u + 1 
for all u = 1, ... , m- 1. If 1 is a primitive Nth root of unity 
in GF(2m) and n = (wo,Wb···,Wm-1) is a self-complementary 
basis of GF(2m) over GF(2), then the vectors gi given in (74) 
( i = 0, 1, ... , m - 1) all have digit weight divisibl;-by 4. 

Proof. Let 

i = 0, 1, ... , m - 1, 

and let h(x) 2::::= 0 huxu be the minimal polynomial of I· Then, 

k 

< X;,(ho, ... ,hk,O, ... ,O) >= 2:=huTm,t(WiWj/u) 
u=O 

Tm,I(wiw;h('y)) = 0. 

It follows that X; U 0, 1, ... , m -1) are codewords of the binary 
cyclic code C of length n with zeros { li I i = 0, 1, ... , N- 1} \ R, 
where R := { ~-t, 1-2, ••• , /_2k-l }. Because of the condition on 
N we see that no two elements of R have product 1. Hence by 
McEliece's theorem [18] it follows that all the codewords of C have 
weight divisible by 4. Therefore all X; have weight divisible by 4 
and thus all g1 have weight divisible by 4. 
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D 

Corollary 29. If m is odd, N a divisor of 2m 1, s ~ Nil + 1 
and if n is a self-complementary basis of GF(2m) over GF(2), then 
the code C1,N,s(n) is self-orthogonal and doubly even. If N + 1 is 
divisible by 4, then the code C2,N,a(n) is also self-orthogonal and 
doubly even. 

Proof. If m is odd there exists no u such that 2u + 1 is a divisor 
of 2m 1. With Lemmas 24 and 28 the assertion follows. 

D 

We conjecture that Corollary 29 also holds if m is even. 

We conclude this section with the following interesting example 
(see also [9]). 

Example 11. Let a be a primitive element of GF(32) that satis­
fies a 2 -a+ 1 and let "' 1- a. Then, "' is a primitive 4th root 
of unity in GF(32). Let G be the [4,3] BCH code over GF(32) 

with generator matrix 

[ 
1 1 1 1 l 

G = 1 "' -1 -"1 , 
1 -1 1 -1 

and let 6 be the [6,3] code over GF(32) with generator matrix 

It can easily be seen that 6 has symbol distance 4 and that it is 
not self-dual. For the basis A {1, a} of GF(32) over GF(3) it 
can easily be seen that 

G(A)(G(A))T = 0. 

Hence 6(A) is self-dual and it has minimum digit distance at 
least 6 (the codewords of 6(A) have digit weight divisible by 3). 
From [16,Chapter 20], it follows that 6(A) is equivalent to the 
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extended ternary Golay code and it can easily be seen that its 
minimum distance profile is (6,4,2,1). Note that GF(32) has no 
self-complementary basis [27]. 

D. SDEC codes from codes with smaller 
symbols 

Construction. Let C be an (Nr,Kr,m) SDEC code with symbol 
distances and minimum distance profile (d0 , dt, ... , d8 _ 1 ). Then, 
by taking r consecutive symbols together we obtain from C an 
(N, K, rm) SDEC code with symbol distance at least f ;l and min­
imum distance profile at least ( d0 , dn d2r, ... ) . 

For example, let a be a primitive element of GF(qm) and let C 
be the [qm, qm s + 1] extended Reed-Solomon code over GF(qm) 
with parity check matrix 

H= I~ 
1 1 1 
a aqm-2 0 

as-2 a(q"'-2)(s-2) 0 

(76) 

Note that C is cyclic and that it has symbol distance s (see 
[16,Ch.10,Sec.3]). Let B be a basis of GF(qm) over GF(q) and 
let r be a divisor of s - 1. Then, by shortening C and by ap­
plying the construction mentioned above, we obtain from C(B) 
(N,N- 8~ 1 ,rm} SDEC codes where qm-s+l::::; Nr::::; qm. These 
codes have symbol distance r ;l and minimum distance profile at 
least (s,s r,s- 2r, .. . ). If q = 2, then the first component of 
this minimum distance profile is even. These codes can be de­
coded by decoding methods for (extended) Reed-Solomon codes 
over GF(qm). 

Example 12. For q 2, m = 4, s 5, r = 2 and 3 ::::; N ::::; 8, we 
obtain binary (N, (N 2), 8) SDEC codes with minimum distance 
profile at least (6,3,1). For N 6, 7,8 the first component is the 
best known [30]. The codes are {(1,0),(0,2)}-correcting and thus 
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can correct single symbol errors and double bit errors. 

Example 13. For q 2, m = 4, s 1, r = 2 and 4 ::; N ::; 8 
we obtain binary (N, (N- 3),8) SDEC codes with minimum dis­
tance profile at least (8,5,3,1). They are {(1,0),(0,3)}-correcting 
and {(0,4)} detecting or {(1,1),(0,3)}-correcting. 

Example 14. Take q 2, m 4, s = 9, r 2 and 5 ::; 
N ::; 8. If we take for B a self-complementary basis we ob­
tain (N, N - 4, 8) SDEC codes that are self-orthogonal, doubly 
even and have minimum distance profile at least (12,7,5,3,1). The 
codes are {(1,0),(0,5)}-correcting and {(1,1),(0,6)}-detecting or 
{(1,1),(0,5)}-correcting or {(2,0),(1,2),(0,4)}-correcting. By tak­
ing r = 4 we also obtain a (4, 2, 16) self-dual doubly even binary 
SDEC code C with minimum distance profile at least (12,5,1). 
The code can correct any symbol error and up to four bit errors 
and if a symbol is erased, it can correct two bit errors. To correct 
these error patterns, decoding can be done with an extended RS 
code decoder. 

Example 15. For q = 2, m 5, s = 5, r = 2, 3 ::; N ::; 16 we 
obtain (N, N- 2, 10) binary SDEC codes with minimum distance 
profile at least (6,3,1). For N ~ 9 the first component is the best 
known [30]. 

Of course we can apply the construction mentioned above to other 
codes. 

Example 16. Let C be the [11,6] cyclic code over GF(210
) with 

zeros fJ, f/ 3
, fJ\ f/5 , f/ 9

, wherefJ is a primitive 11-th root of unity in 
GF(210

). Note that H {rJ, ••• , rJ 10} is a normal basis of GF(210
) 

over GF(2). The extended code C of C is a [12,6] self-dual 
code over GF(210) and it has symbol distance 6. The finite field 
GF(210) has four self-complementary normal bases over GF(2), 
namely .A1(17), .AI(55), .AI(19) and .A1(221), all indexed with respect 
to a primitive element of GF(210) that satisfies a 10 = a 3 + 1. Let 
}./ be one of these bases. By Corollary 20 and Lemmas 23 and 
27 the binary code C(.AI) is self-dual and doubly even. Let w 
be a primitive element of GF(22

) and let 0 {w, w2
} be the 

self-complementary normal basis of GF(22 ). Without loss of gen­
erality we may assume that w( .AI) = (1010101010) and it is easy 
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to see that for all {3 E GF(22) we have wt({3(JJ)) = 5 · wt(/3(11)). 
This implies that the binary image of the GF(22) subfield subcode 
C of C with respect to the basis 11 is also self-dual and doubly 
even. The code C has symbol distance 6, minimum distance pro­
file (8,6,4,3,2,1), and it is equivalent to the extended binary Golay 
code. With the construction method mentioned above we obtain a 
(6, 3, 4} binary SDEC code with minimum distance profile (8,4,2). 
This code is optimal. It can correct any symbol error and up to 
three bit errors. If one symbol is erased, it can correct one bit 
error and detect one symbol error and two bit errors. 

E. SDEC codes from shortened cyclic codes 

In this subsection we will give some bounds on the minimum 
distance profile of SDEC codes constructed from shortened cyclic 
codes. 

We start by considering SDEC codes with two parity symbols. 
Let C be the [N, N -2] code over GF(qm) with parity check matrix 

H [
1 1 ... 1 l 
ao o:1 • • • o:N-1 ' 

where a 0 , ••• , O:N- 1 are distinct eth roots of unity in GF(qm). Let 
w be a primitive vth root of unity in GF(qm) such that e is a 
divisor of v and such that 11 defined by 

11 (wko wkm-1} ' ... ' 
is a basis of GF(qm) over GF(q), for some 0::; k0 < ... < km- 1 < 
v. Suppose also that all aiwki, i = 0, 1, ... , N -1, ;' = 0, 1, ... , m-

1 are distinct. We denote the ith position of a codeword of a cyclic 
code of length v by wi. 

Theorem 30. Let Cv be the cyclic code of length v over GF(q) 
with zeros 1, w, we, w2e , w3e, ... , wv-e and let Cv be the code over 
GF(q) of length Nm obtained by shortening Cv in the positions 

{ wi I 0::; i < v} \ { Q:-jWk; I i = 0, 1, ... N- 1; ;' = 0, 1, ... , m- 1 }. 

Then, C(11) is equivalent to a subcode of Cv. If there are integers 
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wb ••• , Wt such that 

i=1 i=1 

is a basis of GF(qm) over GF(q), then C(O) is equivalent to C~. .. 
Proof. Let~= (coo, ••• , Co(m-1), ..• , C(N-1)o, ... , C(N-1)(m-1)) be a 
codeword of C(O). The first row of H implies that 

m-1 N-1 

L L c,iw"i = 0. 
j=O i=O 

Because n is a basis it follows that E~(/ Cij 

0, 1, ... , m- 1. Hence, 

N-1 m-1 

L L c,ia,w"i 0 
i=O j=O 

and 
N-1 

L c,i 0, j = 0, 1, ... , m 1. 
i=O 

There are distinct 0 ::; u0, .. . , uN-l < e such that 

~u· · 0 N ai = w e • , t = , 1, ... , 1. 

0 for all j 

(77) 

{78) 

(79) 

For all vectors'!!_= (Yoo, ... ,Yo(m-1), ... ,Y(N-1)o, ... ,y(N-1)(m-1)) 

in (GF(q))mN we define the polynomial Y(x) by 

N-lm-1 
Y(x) := L L Yiix~u,+ki. 

i=O j=O 

1. If~ is a codeword of C(O), it immediatly follows from (77) that 
C(w) = 0. Now let 0::; z < ;. Then (78) yields 

N-1m-1 m-1 N-1 
C(wze) = L L CijWvuiz+kjze L ( L Cij )w"ize 0. 

i=O i=O i=O i=O 

All a,w"i are distinct. Hence C(x) is a codeword of Cv and the 
first part of the theorem follows. 
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2. Let Q be a codeword of Cv. We define the word k E (GF(q))Nm 
ask:= (coo, •.. ,co(m-I) 1 ... ,c(N-1)o, ... ,c(N-1)(m-1)) where Cij is 
the element of Q on position aiwki. From the definition of Cv it 
follows that C(w) = 0. Also, for all 0:::; z < ; we have C(wze) 0. 
Hence, 

t t N-1 m-1 
0 = L C(ww,e) L L L CijWw,k;e = 

p=l p=1 i=O i=O 

m-1 N-1 t 

= L ( L Cij) (L Ww,k;e). 
j=O i=O p=1 

If 0 is a basis, then L~c/ Cij = 0 for all j 0, 1, ... , m 1 and 
thus k is a codeword of C(O). This yields the second part of the 
theorem. 

D 

This theorem implies that the minimum digit distance of the code 
C(O) is at least the minimum distance of the cyclic code Cv. 

Example 17. Let C be the code of Example 4. Clearly the 
elements of the normal bases JJ(5) and JJ(95) are 51st roots of 
unity in G F(28 ) and "! is a 3rd root of unity. Also, all ak·2 i "fi, 

j = 0, 1, ... , 7, i 0, 1, 2 are distinct 51st roots of unity in GF(28
) 

(k 5, 95). Therefore, Theorem 30 yields that the minimum dis­
tances of C(JJ(5)) and C(JJ(95)) are at least the minimum dis­
tance of the binary cyclic code of length 51 with zeros 1, w, w3

, w9 

(w being a 51st root of unity in GF(28 )), which is 8 (see [22,Ap­
pendix D]). Then, with Corollary 9 and [10] we see that all the 
normal bases yield binary images of C with minimum distance 8. 

Example 18. Let C be the code over GF(210 ) with parity check 
matrix 

H=[~ ~ ~2 ], 
where "f = a 341

, a being a primitive element of GF(210) that 
satisfies a 10 a 3 1. Then "! is a primitive element of GF(4). 
Let B be one of the normal bases JJ(31), JJ(93) or one of the 
polynomial bases P(31) := {1,a31 , ... ,a9

.
31

}, P(93) or P(155). 
The elements of B are 33rd roots of unity and furthermore the set 
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{fJ'·'/1 fJ E B, i = 0, 1,2} has cardinality 30. By Theorem 30 the 
binary images of C with respect to these bases have a minimum 
distance that is at least the minimum distance of the binary cyclic 
code of length 33 with zeros 1,w,w3,w9 (w a primitive 33rd root 
of unity), which is 10 ([22,Appendix D]). In fact the minimum 
distance profile of the codes with respect to the bases }./ (93) and 
P(93) is (10,6, 1) and with respect to the bases J./(31), P(31) and 
P(155) it is (10, 5, 1). 

Example 19. Let 1 be a primitive 5th root of unity and let C 
be the [5,2} code over GF(212) with parity check matrix 

H 

If n is a basis of GF(212 ) over GF(2) solely consisting of 13th 
roots of unity (for example a normal or polynomial basis), then 
C and n satisfy the conditions of Theorem 30 with e = 5 and 
v = 65. It follows that the minimum distance of C(O) is at least 
the minimum distance of the binary cyclic code of length 65 and 
zeros 1, rJ, '7 5 

( rJ being a 65th root of unity), which is 8 [22]. With 
Theorem 14 it follows that C(O) has minimum distance profile at 
least ( 8,4,1). 

Example 20. Let a be a primitive element of GF(218) that 
satisfies a 18 = a 1 1 and let 1 := a 87381

• Then 1 is a primitive 
element of GF( 4). Let C be the code over GF(218) with parity 
check matrix 

H= [ 1 1 1 l· 
1 I 12 

If n is a basis of G F(218
) over G F(2) solely consisting of 19th roots 

of unity (for example a normal or polynomial basis), then C and 
n satisfy the conditions of Theorem 30 withe= 3 and v =57. It 
follows that the minimum digit distance of the binary code c(n) is 
at least the minimum distance of the binary cyclic code of length 
57 with zeros 1,rJ,rJ3, which is 14 [22] ('7 is a primitive 57th root 
of unity). In fact C(O) has minimum distance profile (14,7,1). 

Example 21. Let C be the code over GF(228
) with parity check 
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matrix 

H [ ~ ~ ~2] ' 
where 1 is a primitive element of GF( 4). If 0 is a basis of GF(2 28) 

over GF(2) consisting solely of 29th roots of unity (normal or poly­
nomial basis), then C and 0 satisfy the conditions of Theorem 30 
withe 3 and v = 87. It follows that the minimum digit distance 
of C(O) is at least the minimum distance of the binary cyclic code 
of length 87 with roots 1, rJ, '1] 3 which is 22 [25] (rJ is a primitive 
87th root of unity). It follows that C(O) has minimum distance 
profile at least (22,11,1). 

These [N, N- 2] extended codes are not very good if N becomes 
large. 

Theorem 31. Let C be an [N, N- 2] code over GF(qm) with 
parity check matrix 

H [ 
1 . .. 1 l 
ao . . . aw-1 ' 

where all ai are distinct in GF( qm). Let B ((:J0, ... , f:Jm-l) be a 
basis of GF(qm) over GF(q). If 

( N) qm -1 
2 >m(q-1)' 

then the minimum digit distance of C(B) is 4. 

Proof. Suppose that C(B) has minimum distance digit larger 
than 4. Then C(B) contains no codeword of digit weight 4, and 
hence 

x(:J(ai +a;), x E GF(q), x =/=- 0, (:J E B, 0::; i < j::; N 1, 

must be distinct nonzero elements of GF(qm). There are (q-

1) m ( ~ ) of these elements and the theorem follows. 

D 
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For example, if q 2 and m = 8 it follows that if C(B) has 
minimum digit distance larger than 4, then N is at most 8. 

Now, we generalize the construction given above. 

Construction. Let r ~ m, and let v and e be integers such 
that v and e are divisors of qr 1 and e is a divisor of v. Let 
r = {'Yo, ... 'YN-t} be a set of distinct eth roots of unity and let 
0 = (w0 , •.. , Wm-I) be a set of distinct vth roots of unity that are 
linearly independent over GF(q) and such that the set 

A= rn = { 'YiWj I i = 0, 1, ... ' N- 1; ;' = 0, 1, ... ' m- 1} (80) 

has cardinality Nm. Let H be the following (partitioned) matrix 

Im l (w:~:~~l"l (w:~~.~~~:l"l , 
(wo1N-d"1 (wm-11N-d"t 

[ 

lm 
Wo'Jo . . . Wm-110 

(wo.:~)"l ::: (wm~~:o)"l 
(wo1o)"t ... (wm-11o)"1 

(81) 

where the elements ofGF(qr) in this matrix are interpreted as col­
umn vectors of length rover GF(q). We denote the ((Nm,k,m)) 
code over GF(q) defined by this parity check matrix by 
C(n,r,ab···,at). 

Let C,. be the cyclic code of length v over GF( q) with zeros 

1 a1 a; e 2e v-e ,YJ,YJ , ... ,YJ ,ry ,YJ , ... ,YJ ' (82) 

where 17 is a primitive vth root of unity and let C,. be the code 
over GF(q) obtained by shortening C,. in the positions 

{YJi I i 0, 1, ... 'v- 1} \A. (83) 

We have the following theorem. 

Theorem 32. The code C C(O, r, a1 , .•. , at) is an { (Nm, k, m)) 
SDEC code over GF(q) with symbol distance at least 3 and di­
mension k satisfying 

k ~ mN- m- degree(P(l, all ... , at; x) ), 

where P(1, a1, ••• , at; x) denotes the least common multiple of the 
minimal polynomials of ry, YJa 1

, ••• , rya' over GF(q). The code Cis 
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equivalent to a subcode of Cv and if there are integers w 1, ••• , W 8 

such that 
8 8 

0 := {LW~;e, ... ,I::w:_;~l} 
i=l i=l 

is a set of m linearly indE~pendent elements of G F ( qr) over G F ( q), 
then C is equivalent to Cv. 

Proof. Assume that the code C has symbol distance 2. Then, 
there are 0 < it < iz ~ n and Ci 1o, ... , Ci1(m-l), Ci2o, ... Ci2(m-l) in 
GF(q) such that 

Cid Ci2j 0, j=0,1, ... ,m-1, (84) 

m-1 m-1 

L CitfWj/il + L Ci2jWj/i2 0. (85) 
i=O i=O 

Equations (84) and (85) imply that /i1 = /i2 , a contradiction. 
Consequently, C has symbol distance at least 3. The statement 
on the dimension of C is obvious. Also, it should be clear to the 
reader that the remaining assertions of Theorem 32 can be proved 
analogously to Theorem 30. 

D 

Example 22. Let a be a primitive element of GF(28
) that sat­

isfies a 8 = a 4 + a 3 + a 2 + 1 and let r = {1, a 8 , a 16, •.• , a 8(N-l)}, 

where 4 ~ N ~ 31. The set n = (1, a, a 2 , ••• , a 7) is a polynomial 
basis of GF(28

) over GF(2) and the set nr has cardinality 8N. 
By Theorem 32 (r m = 8, e = v = 255, t = 1) and Theorem 
14 the code C(n,r,3) is a binary ((8N,k,8)) SDEC code with 
k 2 8(N 3), symbol distance at least 3 and minimum distance 
profile at least (6,3,1) (the binary cyclic code of length 255 and 
zeros 1, a, a 3 has minimum distance 6). If N is 5 we can do better, 
namely let n be any polynomial or normal basis of GF(28

) over 
GF(2) that consists only of 85th roots of unity of GF(28 ) and 
let r be the set of the 5th roots of unity in GF(28 ). It follows 
from Lemma 13 that the set rn has cardinality 40. By Theorem 
32 (m r = 8, e = 5, v 85, t 1) c(n,r,3) is a binary 
((40,k,8)) SDEC code C of dimension at least 16 and the min­
imum distance of the code is at least the minimum distance o 
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of the binary cyclic code of length 85 and zeros 1,1],1]3 ,1] 5,1] 15 , 

where 1J is a primitive 85th root of unity. With [25] we see that 
{j = 10, hence e has minimum distance profile at least (10,5,1). 
If we taken .A/(9), we obtain a code with minimum distance 
profile (10,7,3,1). If we take n .AI (21), we obtain a code with 
minimum distance profile (10,6,4) and symbol distance 3. The 
symbol distance clearly depends on the choice of the set n. 

The codes in this subsection can be decoded in the following way. 
Let e = e(n,r,ab . .. ,at) be defined as before and let it have 
minimum distance profile ( d0 , d1 , ••• ) • Suppose we have the fol­
lowing two decoders. 

1. A decoder <1?: (GF(qr))N ~eN U {oo} for the [N,N- 2] 
code eN over GF(qr) with parity check matrix 

H-[11 ... 1] 
N- /o /1 • • · IN-1 

that corrects any single symbol error. If;& E (GF(qr))N 
has symbol distance at most one to a codeword of eN, then 
there is a d. E (GF(qr))N of symbol weight at most 1 such 
that <1?(;&) ;& + d. E GN. Otherwise we have <1?(:&) = oo 
(error detection). 

2. A decoder W: ((GF(q))m)N ~ 011 U {oo} for the q-ary code 
011 defined by (82) and (83) that corrects up tot digit errors, 
where 2t + 1 5. do. 

It is a well known fact that we can extend n to a basis 

fl = {wo, ... ,Wm-bWm, . .. ,Wr-1} 

of GF(qr) over GF(q). We define the mapping f: ((GF(q)y)N ~ 
((GF(q))m)N by -

[((xoo, · · ·, Xo(r-1), • · ·, X(N-l)o, • · ·, X(N-l)(r-1))) := 

(xoo, ... , Xo(m-1),· .. , X(N-1)o, •.. , X(N-1)(m-1)) (86) 

for all;& E ((GF(q)y)N. The decoding algorithm can be described 
as follows. 
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Let ~ be a corrupted codeword, i.e. ~ ~ + ~ for some ~ E C and 
~ E ((GF(q))m)N. 

Step 1. Form the vector 

m-1 m-1 

.{ = (L Xo;W;, ... , L X(N-l);w;) E (GF(qr))N 
j=O j=O 

and let { = <I> (5). 

Step 2. If { oo, then define~= 'I]!(~) and stop. Otherwise, let 
~ be defined by 

~ = (.Xoo, ... , Xo(r-1), ... , X(N-I)o, ... , X(N-I)(r-t)) = {(0). 

lf.Xi; Oforalli 0,1, ... ,N-1,i m, ... ,r 1and/(~)HT= 
0, then define a:= f(i). Otherwise, define a:= '1]!(~). -

We claim that if~ is a single symbol error pattern or a digit error 
pattern of weight at most t, then the algorithm above yields ~ = ~. 
This can be seen as follows. 

1. Let~ E ((GF(q)m)N have symbol weight 1. Then, it is obvious 
that~ L((<I>(€))(0)) and thus~=~. 
2. Let ~ E ((GF(q)m)N have digit weight larger than 1 and at 
most t and symbol weight at least 2. Clearly, if <I>( €) is equal to 
oo, then 'I]!(~) ~· So let <I>(.{) =/= oo and suppose f (i") = ~ + ~ + 4, 
where 4 is a word of symbol weight at most 1. Then, ~ + 4 is a 
nonzero word with weight profile ( w0 , w1, ••• , w N _I) where w1 ::; t. 
We have assumed that 2t + 1 ::; d0 and we have by Theorem 14 
that d0 ::; 2d1• Consequently, d1 > t and ~ 4 is not a codeword 
of C. It follows that L(~)HT =/= 0, and step 2 yields~= Q.. 

It is easy to see that a Reed-Solomon decoder over GF(qr) can be 
modified to obtain the decoder <I>. Analogously, a decoder for the 
cyclic code Cv over GF(q) can be modified to obtain the decoder 
w. 
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F. Extending SDEC codes 

There are two natural ways of extending SDEC codes. 

Definition. Let C be an ((Nm,k,m)) SDEC code over GF(q). 
The symbol extended code of Cis the ({(N + 1)m,k,m)) SDEC 
code 0 8 defined by 

N-1 
-s c := {(~, ... ,£N-1,~) : (~, ... 'Ur-1) E c, ~ 2:::~}. 

i=O 

The digit extended code of C is the ( (N( m + 1), k, m + 1)) SDEC 
code {JD defined by 

{JD := {(coo, ... , Co(m-1)' Coooi ... ; C(N-1)0, · · ·, C(N-1)(m-1), C(N-1)oo) 

m-1 
fEC,cioo=-:Lc;;,i=0,1, ... ,N 1}. 

i=O 

A special type of symbol extended codes was considered in Sub­
sections B and E. In this section we will consider digit extended 
codes. The following lemma is obvious. 

Lemma 34. Let C be an SDEC code with symbol distance s. 
Then, the digit extended code (JD also has symbol distance s and 
its minimum distance profile ( d0 , d11 •• • , d8 _ 1) satisfies 

di2::2(s-i), i 0,1, ... ,s 1. 

For example, if we use shortened and extended Reed-Solomon 
codes we will often get good SDEC codes by digit extension. 

Example 23. Let N 2m, let C be the [N 1, N- 1] dou­
bly extended Reed-Solomon code over GF(2m) and let B be an 
arbitrary basis of GF(2m) over GF(2). This code has symbol 
distance 3, and by digit extension and symbol shortening C(B) 
we obtain ((P(m + l),(P- 2)m,m 1)) binary SDEC codes 
(P 3, ... , N + 1) with minimum distance profile at least (6,4,2). 
If m 3, then for P = 3, 4 the codes are optimal and for 
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P = 7,8, 9 the first component is the best known [30]. If C is the 
[N + 2, N 1] triply extended Reed-Solomon code over GF(2m) 
with symbol distance 4 (see [16,Ch.11,Sec.5]), then by digit exten­
sion and symbol shortening we obtain ( (P(m+ 1), (P-3)m, m+ 1)) 
codes (P = 4, ... , N + 2) with minimum distance profile at least 
(8,6,4,2). If m = 3, then for P = 4,5,6, 7 the codes are optimal, 
for P = 8 all components are the best known and for P = 9, 10 the 
first component is the best known. If m = 4, then for P = 7,10 
the first component is the best known. Many more good codes 
can be constructed in this way. 

In some cases we obtain more than the bound of the lemma. 

Example 24. [7] Let a be a primitive element of G F(28
) that 

satisfies a:8 = a:4 a:3 + a:2 + 1 and let 1 = a:85
• Then, 1 is a 

primitive element of GF(22 ). Let C be the [3,2] code over GF(28
) 

with symbol distance 2 and with generator matrix 

G=[11 1]. 
1 I 1 2 

Let B be an arbitrary normal basis of GF(28 ) over GF(2) and 
consider the digit extended code cn(B) of C(B). We will show 
that the minimum distance profile of this code is (6,2). 
1. Clearly a codeword of symbol weight 3 in CD(B) has digit 
weight at least 6. 
2. Let '-be a codeword of cn(B) of symbol weight two and sup­
pose it has digit weight four. Then there are elements {3t, (32 , (33 , (34 

of B such that 

(fJI + f12h = (f3s + f34h2. 
In Example 4 it was shown that if B J/(11), then this is impos­
sible and similarly we can show that it is impossible if B }I ( 43). 
Consequently, with respect to these two bases the code has min­
imum distance profile at least (6,2), and with the help of [10] we 
see that it is (6,2) and the code is optimal. By Corollary 9 this 
is the case for all normal bases of GF(28 ) over GF(2). The codes 
are {(0,1)}-correcting and {(1,0),(0,4)}-detecting. 
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G. Tables of binary SDEC codes 

In this subsection we give tables of binary (N, K, m} SDEC codes 
obtained by taking binary images of codes over GF(2m) that have 
a maximal minimum symbol distance (with two exceptions). The 
codes denoted by an asterix (*) are optimal. The underlined com­
ponents of the minimum distance profile are optimal. We give 
tables for m = 2, 3, 4, 6, 8 and a table of sporadic examples. 

G.l. Binary (N, K, 2} SDEC codes for 1 ::; K < N ::; 12 

In Table IV a number of (N, K, 2} SDEC codes for 1 :=; K < N ::; 
12 are given. For a table of optimal linear codes over GF( 4) we 
refer to [28]. Below we provide the constructions of the codes 
whose parameters are in Table IV. 

Let w be a primitive element of G F( 4) and let l1 be the basis 
(w, w2

} of GF( 4) over GF(2). Note that the binary image of a 
linear code over GF( 4) is independent of the choice of the basis 
of GF(4) over GF(2) (Theorem 3). 

A. The (N, N- 1, 2) codes are the binary images with respect to 
an arbitrary basis of an [N,N -1] code over GF(4) with symbol 
distance two. 

B. The (N, N 2, 2) codes for N 2:: 8 are obtained by expurgating 
the codes from construction A in one symbol. 

C. The (N, N - 2, 2) codes for N 6, 7 are obtained by apply­
ing the construction of Subsection D to shortened binary [15,11] 
Hamming codes. 

D. In Example 16 we have constructed a (12, 6, 2) code with min­
imum distance profile (8,6,4,3,2,1). By shortening this code in 
a number of symbols we obtain (N, N - 6, 2) codes for N = 
8, 9, 10,11 with the same minimum distance profile. By punc­
turing the code in one symbol we obtain a (11, 6, 2) code with 
minimum distance profile (6,4,3,2,1). By shortening this code we 
obtain (N, N 5, 2) codes for N = 7, 8, 9,10 with the same mini­
mum distance profile. 
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N K min.dist. profile N K min.dist. profile 

A 2 1 2 1* G 10 1 13 11 9 7 6 5 4 3 2 1 * 
G 3 1 4 2 1* H 10 2 9754321 

A 3 2 2 1* N 10 3 §.64321 

G 4 1 53 2 1* D 10 4 §.64321 
H 4 2 4 2 1* D 10 5 6 4 3 2 1* 

A 4 3 2 1* J 10 6 4 3 2 1* 

G 5 1 6 4 3 21* E 10 7 4 2 1* 

H 5 2 4 3 2 1* B 10 8 2 1* 

I 5 3 3 2 1* A 10 9 2 1* 

A 5 4 2 1 * G 11 1 14 12 10 8 7 6 5 4 3 2 1 * 

G 6 1 864321* H 11 2 10 8 6 54 3 2 1 

F 6 2 5 3 2 1 M 11 3 8654321 

I 6 3 4 3 2 1* N 11 4 §.64321 

c 6 4 ~1 D 11 5 864321* 

A 6 5 2 1* D 11 6 64321* 

G 7 1 9754321* J 11 7 4 3 2 1* 
D 7 2 64321 E 11 8 4 2 1* 
F 7 3 .[321 B 11 9 2 1* 

E 7 4 !21 A 11 10 2 1* 

c 7 5 ~1 G 12 1 16 14 12 10 8 7 6 5 4 3 2 1 * 
A 7 6 2 1 * H 12 2 12 10 8 6 5 4 3 2 1 
G 8 1 10 8 6 5 4 3 2 1 * L 12 3 87654321 
D 8 2 §.64321 M 12 4 8654321 

D 8 3 §.4321 N 12 5 §.64321 
F 8 4 .[321 D 12 6 8 6 4 3 2 1* 
E 8 5 121 K 12 7 4 3 2 1 
B 8 6 2 1* J 12 8 4 3 2 1* 
A 8 7 2 1* E 12 9 4 2 1* 
G 9 1 12 10 8 6 5 4 3 2 1 * B 12 10 2 1 * 
H 9 2 §.654321 A 12 11 2 1* 

D 9 3 §.§.4321 
D 9 4 .2,4321 
J 9 5 4 3 2 1* 
E 9 6 4 2 1* 
B 9 7 2 1* 
A 9 8 2 1* 

Table IV: Binary {N,K,2) SDEC codes for 1:::; K < N:::; 12. 
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Tables of binary SDEC codes 215 

E. For the [15,12] BCH code C1 over GF(4) with zeros 1 
and o:, where o: is a primitive element of GF(16), the binary 
(15, 12, 2) SDEC code C1(0) has minimum distance profile ( 4,2,1). 
By shortening we obtain (N, N -3, 2) codes for N 7, ... , 12 with 
mdp = (4, 2, 1). 

F. Let C2 be the linear code over G F( 4) with generator matrix 

I 
1 0 0 0 w w

2 
w

2 
0 l 

0 1 0 0 w2 0 w2 w 
0 0 1 0 w2 w 0 w2 • 

0 0 0 1 0 w2 w w2 

The binary image of this code with respect to the basis n is an 
(8, 4, 2) SDEC code with minimum distance profile (5,3,2,1). By 
shortening we obtain (7, 3, 2) and (6, 2, 2) codes with the same 
minimum distance profile. 

G. Define G3 to be the matrix [1 w w2]. The {N, 1, 2) codes for 
N 3, ... , 12 in Table IV are the binary images with respect to 
n of the codes over GF(4) with generator matrices G3 , [G3 1], 
[Gs 1 1], [Gs Gs], ... , [Gs Gs G3 Gs] respectively. 

H. Define G4 to be the matrix G4 [ ~ ~ ~2 ]. The (N, 2, 2) 

codes for N = 4, ... , 12 in Table IV are the binary images with 
respect ton of the codes over GF(4) with generator matrices 

[ G4 ~ l , [ G4 ~ ~ l , [ G4 G4 ~ ~ ~ l , 
~ ~ ~ ~ l , [ G4 G4 

1 1 1 1 1 l 
0 0 0 1 w ' 

1 1 1 l 
0 0 0 

respectively. 

I. The {6, 3, 2) code which is the binary image with respect to n 
of the code over GF( 4) with generator matrix 

[ 

1 1 
Gs = 1 w 

1 w2 
~2 ~ ~ ~ l 
w 0 0 1 
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has minimum distance profile (4,3,2,1). By puncturing this code 
we obtain a (5,3,2) code with minimum distance profile (3,2,1). 

J. The binary (15, 11, 2) code which is the binary image with 
respect to n of the [15,11] cyclic code over GF(4) with zeros 
1, a, a 4 , as has minimum distance profile ( 4,3,2,1). By shorten­
ing this code we obtain binary (N, N - 4, 2} SDEC codes for 
N = 9, ... , 12 with minimum distance profile (4,3,2,1). 

K. The (12, 7, 2) code is the binary image of a [12,7,4] code over 
GF(4) [28]. 

L. The (12, 3, 2) code is the binary image of a [12,3,8] code over 
GF(4) [28]. 

M. Let C6 be the [15,8] BCH code over G F( 4) with zeros a, a 2, a 3 , as 
where a is a primitive element of GF(16). Let 06 be its symbol ex­
tension. The code C6 has symbol distance 7 and its binary image 
with respect ton has minimum distance profile (8,6,5,4,3,2,1). By 
shortening we obtain (12, 4, 2) and (11, 3, 2} codes with the same 
minimum distance profile. 

N. By expurgating SDEC codes we obtain SDEC codes with at 
least the same minimum distance profile. 

G.2. Binary (N, K, 3} SDEC codes for 1 ~ K < N ~ 8 

In Table V a number of binary (N, K, 3} SDEC codes are given. 
Let a be a primitive element of GF(8) that satisfies a3 +a+ 1 = 0. 

A. The (N, N - 1, 3} codes for N ~ 3 are trivial, as before in 
the case of 2-bit symbols. The (2, 1, 3} code is the binary image 
with respect to the basis (1, a, a 2} of the code over GF(8) with 
generator matrix [1 a 3]. 

B. The (7, 4, 3) code with minimum distance profile (5,3,2,1) is the 
binary image with respect to the normal basis JJ(3) := (a3 , a 6 , as) 
of the [7,4] Reed-Solomon code over GF(8) with zeros a, a 2 and 
a 8

• By shortening we obtain (N, N- 3, 3} codes for N = 5, 6 with 
the same minimum distance profile. 

C. The (8, 4, 3} code is from Example 5. By shortening this code 
we obtain (N, N 4, 3} codes for N = 5, 6, 7 with minimum dis-
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N K min.dist.profile N K min. dist. profile 
A 2 I 3 I* F 7 I I2 9 7 53 2!. 
H 3 I 4 2 I* G 7 2 §.543~!. 
A 3 2 2 I* c 7 3 §.53~!. 
D 4 I 6 4 2 1* B 7 4 §_3~!. 
H 4 2 4 2 1* H 7 5 4 2 I* 
A 4 3 2 I* A 7 6 2 1* 
c 5 1 §.532!. F 8 1 13 10 8 6 4 3 2 !. 
B 5 2 53~!. I 8 2 96543~!. 

H 5 3 4 2 I* G 8 3 .§.543~!. 
A 5 4 2 1* c 8 4 §.53~!. 
F 6 1 97532!. E 8 5 43~!. 
c 6 2 §.53~!. H 8 6 4 2 1* 
B 6 3 53~!. A 8 7 2 1* 
H 6 4 4 2 1* 
A 6 5 2 1* I 

Table V: Binary (N, K, 3) SDEC codes for 1 ~ K < N ~ 8. 

tance profile (8,5,3,2,1). 

D. The (4, 1, 3) code is the repetition of the (2, 1, 3) code. 

E. The (8, 5, 3) code is obtained by taking the binary image with 
respect to an arbitrary basis of the extended [8,5] Reed-Solomon 
code. 

F. The (7, 1,3) code is obtained by taking the binary image with 
respect to an arbitrary basis of the [7,1] Reed-Solomon code over 
GF(8). By puncturing we obtain the (6, 1,3) code. By adding 
the 3 by 3 identity matrix to the generator matrix of the (7, 1, 3) 
code we obtain the (8, 1, 3) code. 

G. The (8, 3, 3) code is the binary image with respect to the normal 
basis .N'(3) of the [8,3] extended Reed-Solomon code over GF(8). 
By shortening this code we obtain the (7, 2, 3) code. 

H. The (8, 6, 3) code is the binary image with respect to an arbi­
trary basis of the [8,6] extended Reed-Solomon code. By shorten­
ing we obtain the (N,N- 2,3) codes for N = 3, ... , 7. 

I. The (8, 2, 3) code is the binary image with respect to the basis 
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JJ(3) of the [8,2] code over GF(8) with generator matrix 

G.3. Binary (N, K, 4) SDEC codes for 1 :::_; K < N :::_; 8 

In Table VI a number of binary (N, K, 4) codes are given. Let a 
be a primitive element of GF(16) that satisfies a4 +a+ 1 = 0. 

N K min.dist. profile 
Di{-

K min.dist. profile 
B 2 1 4 I* 1 14 11 8 53~ 1 
c 3 1 6 3 I* G 2 96532! 
A 3 2 3 I* G 3 743~! 

B 4 1 §.52! I 4 53~! 
c 4 2 53 1 * E 5 4 2 1 * 
A 4 3 2 I* A 7 6 2 1* 
D 5 1 10 7 4 2! B 8 1 16 13 10 7 4 3 ~ 1 
F 5 2 §.42! G 8 2 12 9 6 53 2 1 
E 5 3 4 2 I* L 8 3 8643~! 
A 5 4 2 I* K 8 4 643~! 

D 6 1 12 9 6 4 2! J §.531 
G 6 2 8632! I 8 5 53~! 
H 6 3 61.~1 E 8 6 4 2 1* 
H 8 4 2* A 8 7 2 1 * 
E 6 4 4 2 1* 
A 6 5 2 1* 

Table VI: Binary (N, K, 4) SDEC codes for 1 :::_; K < N :::_; 8. 

A. The (N, N- 1, 4) codes for N ~ 4 are trivial, as before in the 
2-and 3-bit cases. The (3, 2, 4) code is the dual of the (3, 1, 4) code 
constructed in [ 6]. 

B. If G1 is a systematic generator matrix of the binary [8,4] Ham­
ming code, then the matrices Gh [G1 G1] and [G1 G1 G1 G1] are 
generator matrices for the (N, 1, 4) codes for N 2, 4 and 8, re­
spectively. 

C. The (3, 1,4) code is from [6]. The (4, 2, 4) code is from [12,13,14]. 

IPR2018-1557 
HTC EX1010, Page 230



Tables of binary SDEC codes 219 

D. If G2 and G3 are the generator matrices of the (2, 1, 4) and 
(3, 1, 4) codes respectively, then [G2 G3], [G3 G3] and [G2 G3 G3] 

are generator matrices for the (5, 1, 4), (6, 1, 4) and (7, 1, 4) codes, 
respectively. 

E. The (N, N - 2, 4) codes for N = 5, 6, 7, 8 are obtained by 
shortening the binary image with respect to an arbitrary basis of 
GF(16) of an extended [16,14] Reed-Solomon code over GF(16). 

F. The (5, 2, 4) code is from Example 8. 

G. The (7, 3, 4) code is the binary image with respect to the self­
complementary basis S := (a:3 ,o?,a:12 ,a:13

) of the [7,3] code over 
GF(16) with generator matrix 

1 1 l 1 0 . 
0 0 

Shortening this code in the last symbol gives the (6, 2, 4) code 
with minimum distance profile (8,6,3,2,1). 

The (8, 2, 4) code is the binary image with respect to the basis 
S of the [8,2] code over GF(l6) with generator matrix 

By puncturing this code we obtain the (7, 2, 4) code with mini­
mum distance profile (9,6,5,3,2,1). 

H. The first-mentioned (6, 3, 4) code is the binary image with re­
spect to the normal basis .N(7) := (a:7, a:14 , a:13

, a:11
) of the [6,3] 

code over GF(l6) with parity check matrix 

The second-mentioned (6, 3, 4) code is from Example 16. 

I. The (8, 5, 4) code is the binary image with respect to the polyno­
mial basis (1,a:,a:2 ,a:3) of the [8,5] code over GF(16) with parity 
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check matrix 

By shortening this code we obtain the (7, 4, 4) code. 

J. The second-mentioned (8, 4, 4) code is obtained by applying the 
construction of Subsection D to the (16, 8, 2) code with minimum 
distance profile (8,6,5,4,3,2,1) which is the binary image with re­
spect to an arbitrary basis of GF( 4) over GF(2) of the extended 
[16,8] BCH code over GF(4) with zeros a,a2,a3 and a 5 • 

K. The (8, 4, 4) code with minimum distance profile (6,4,3,2,1) is 
obtained by shortening the binary image with respect to an ar­
bitrary basis of GF(16) over GF(2) of an extended [16,12] Reed­
Solomon code over GF(4). 

L. The (8, 3, 4) code is the binary image with respect to an arbi­
trary polynomial, normal or self-complementary basis of GF(16) 
over GF(2) of the code over GF(16) with parity check matrix 

1 1 1 1 1 1 1 1 
a3 a6 a9 a12 a1 a14 a13 au 

Hs= a6 a12 a3 a9 al4 a13 au a7 

a9 a3 a12 a6 a6 a12 a9 a3 
a12 a9 a6 a3 a13 au a1 al4 

G.4. Binary (N, K, 6) SDEC codes for 1 ::::; K < N ::::; 7 

Table VII gives binary (N, K, 6) codes for 1 ::::; K < N::::; 7. Define 
a to be a primitive element of GF(26) that satisfies a 6 +a+1 0. 

A. The (4, 3, 6) code is obtained by applying the construction of 
Subsection D to the (8, 6, 3) code of Table V. By shortening we 
obtain (3, 2, 6) and (2, 1, 6) codes with the same minimum dis­
tance profile. The (7, 6, 6) code is the binary image with respect 
to the polynomial basis (1, a, ... , a 5) or one of the normal bases 
J./(5), J./(23) or J./(31) of GF(26) over GF(2) of the [7,6] code over 
G F ( 26) with parity check rna trix 

[ 1 1 12 13 14 15 16 ] ' 
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N K rnin.dist. profile N K rnin.dist.profile 
A 2 1 4 1* F 6 1 16 12 9 6 3 1 
B 3 1 8 4 1* c 6 2 12 7 5 21 
A 3 2 4 1* E 6 3 752!_ 
F 4 1 10 6 31 G 6 4 431 
D 4 2 §.31 A 6 5 3 1* 
A 4 3 4 1* F 7 1 20 16 12 9 6 3 1 
F 5 1 12 9 6 3 1 F 7 2 12 9 6 4 21 

• E 5 2 8521 c 7 3 12 7 5 2 1 
G 5 3 431 E 7 4 752!_ 

lA 
5 4 3 1 G 7 5 431 

A 7 6 3 1* 

Table VII: Binary (N, K, 6) SDEC codes for 1 ::::; K < N ::::; 7. 

where '1 = a 9. By shortening we obtain the (6, 5, 6) and (5, 4, 6) 
codes. 

B. The (3, 1, 6) code is from Example 6. 

C. The (7, 3, 6) code is from Example 7. By shortening we obtain 
the (6, 2, 6) code. 

D. The (4, 2, 6) code is obtained by applying the construction of 
Subsection D to the (8, 4, 3) code from Table V. 

E. The (7, 4, 6) code 0 1 is the binary image with respect to the 
normal basis N(23) of GF(26

) over GF(2) of the [7,4] BCH code 
over GF(26) with zeros a 9 , a 18 and a'Z1• By shortening this code 
in a symbol we obtain the (6, 3, 6) code. By shortening C1 in the 
last two symbols we obtain a {5, 2, 6) code with minimum distance 
profile (8,5,2,1). 

F. The (7, 2, 6) code is the binary image with respect to the basis 
N(23) of the code over GF{26

) with generator matrix 

[ 
1 '1 '12 '13 '14 '15 '16] 
1 '12 '14 '16 '1 '13 '15 ' 

where '1 a 9. The code generated by the first row of G2 with re­
spect to }J (23) gives the (7, 1, 6) code 0 3 • By puncturing this code 
C3 we obtain the (6, 1,6) and the (5, 1,6) codes. The (4, 1,6) code 
is obtained by puncturing C3 in the third, fifth and sixth positions. 
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G. The (7, 5, 6) code is the binary image with respect to the poly­
nomial basis of a or one of the normal bases JJ(5), JJ (23) or JJ (31) 
of the [7,5] BCH code over GF(26 ) with zeros 1 and a 9

• By short­
ening we obtain the (6, 4, 6) and (5, 3, 6) codes. 

G.5. Binary (N, K, 8) SDEC codes for 1::; K < N::; 8 

Table VIII gives binary (N, K, 8) codes for 1 ::; K < N ::; 8. De­
fine a to be a primitive element of G F(28

) that satisfies a 8 a 4 + 
a 3 + a2 + 1 = 0. 

N K min.dist. profile N K min.dist. profile 
A 2 1 51* G 7 1 23 18 14 8 6 3! 
B 3 1 82.! H 7 2 16 11 7 53! 
A 3 2 4 1* F 7 3 12 7 53! 
E 4 1 12 7 4! c 7 4 8 53 1 
B 4 2 7!! B 7 5 63! 
A 4 3 4 1* A 7 6 4 1* 
F 5 1 16 11 7 4! G 8 1 28 23 18 14 8 6 3 ! 
D 5 2 107.4.! I 8 2 20 15 11 8 53! 
B 5 3 63! H 8 3 16 11 7 53! 
A 5 4 4 1* F 8 4 12 7 53! 
G 6 1 19 13 9 6 3! c 8 5 853! 
F 6 2 12 7 53 l B 8 6 63! 
c 6 3 853! A 8 7 4 1 * 
B 6 4 63! 
A 6 5 4 1 * 

Table VIII: Binary (N, K, 8) SDEC codes for 1 ::; K < N ::; 8. 

A. The (N, N 1, 8) SDEC codes, 3 ::; N ::; 8, are obtained from 
the [2N, 2N- 2] shortened Reed-Solomon codes over GF(16) by 
applying the construction of Subsection D with r = 2. The (2, 1, 8) 
code is obtained by puncturing the (3, 1, 8) code of the table. 

B. The (N, N - 2, 8) SDEC codes, 5 ::; N ::; 8, are from Exam­
ple 12. The (4, 2, 8) code is from [8]. The (3, 1, 8) code is from [6]. 

C. The (N,N -3,8) SDEC codes for 6::; N::; 8 are from Example 
13. 

D. The (5, 2, 8) SDEC code is the binary image with respect to 
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the normal basis J./(11) or J./(47) of GF(28
) over GF(2) of the 

code over GF(28
) with generator matrix 

where 1 = a 51 (see also [1]). 

E. The (4, 1,8) SDEC code is the binary image with respect to 
the normal basis }./ (11) or }./ ( 47) of the code over GF(28) with 
parity check matrix 

F. The (N, N 4, 8) SDEC codes for 6 ~ N ~ 8 are from Example 
14. The (5, 1, 8) code is the binary image with respect to one of 
the normal bases J./(11), J./(43), J./(47) or J./(95) of the code over 
GF(28) with generator matrix 

G 3 = [ 1 1 1 2 1 3 1 4 
] , 

where 1 a 51
• 

G. The (8, 1, 8) code is the binary image with respect to one of 
the normal bases J./(9), J./(15), J./(29) or J./(91) of the code over 
GF(28) with generator matrix 

a4 = [ 
17

3 17e 
17

12 
17

9 17 1 17 14 
17

13 
17

u ] , 

where 17 = a 17• By puncturing this code in one symbol we obtain 
the (7, 1, 8) code of the table. The (6, 1, 8) code is the binary 
image with respect to the basis J./(39) or J./(55) of the code with 
generator matrix 

Gs = [ 173 176 1712 179 177 1714 ] ' 

where 17 = a 17 • 

H. The (8, 3, 8) code is obtained by applying the construction of 
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Subsection D to the (16, 6, 4) code of Table IX. By shortening we 
obtain the {7, 2, 8) code. 

I. The {8, 2, 8) code is obtained by taking the binary image with 
respect to one of the normal bases N(9), N(43), N(91) or N(95) 
of the code over GF(28 ) with generator matrix 

[ 

7]3 7]6 7]12 7]9 7]7 7]14 7]13 7]11 l 
G6 = 

71
6 

71
12 

71
9 

71
3 

71
14 

71
13 

71
11 

71
1 ' 

where 7J = a 17
• 

G.6. Sporadic examples of SDEC codes 

Table IX gives the parameters of some sporadic examples of SDEC 
codes. 

N K min.dist. profile 
A 16 6 16 14 11 9 7 6 5 4 3 ~ 1 
B 8 9 =::; N =::; 16 N-2 431 
c 8 9 =::; N =::; 31 N- 3 631 
D 9 4 2 841 
E 10 5 2 12 8 41 
F 10 5 =::; N ::::; 16 N-2 631 
G 16 3 1 13 71 
H 16 4 2 12 51 

Table IX: Sporadic examples of SDEC codes. 

A. The (16, 6, 4) code is the binary image with respect to the 
normal basis N(3) = (a3,a6,a12,a9) of GF(16) over GF(2) (a 
being a primitive element of GF(16) that satisfies a 4 +a 1 = 0) 
of the [16,6] extended Reed-Solomon code over GF(16). 

B. These codes are obtained by shortening the code of Example 2. 

C. See Example 22. 

D. Let (1~, 12, 1 3) be a basis of GF(8) over GF(2). Let 0 1 be the 
code over GF(29) with parity check matrix 

H-[1 1 1 1] 1 - /1 /2 /3 0 . 
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Let a be a primitive element of GF(29) satisfying a 9 + a 4 + 1 = 
0 and let N(5) denote the normal basis of GF(29 ) over GF(2) 
containing a 5 • The code C(N(5)) has minimum distance profile 
(8,4,1) (see [1]). 

E. The (5, 2, 10) code is the binary image with respect to the 
normal basis N(63) := (a63, ••• ) of GF(210) over GF(2) of the 
code with generator matrix 

[ 
rJ 'Y/2 'Y/4 'Y/8 'Y/16] 

'Y/2 'Y/4 'Y/8 'Y/16 rJ ' 

where a: is a primitive element ofGF(210) satsfying a: 10+a3 +1 = 0 
and rJ a:165

• 

F. See Example 15. 

G. Let a: be a primitive element of GF(216) satisfying a:16 = a 12 + 
a:3 + a+ 1, let 1 a:13107 (so 1 is a primitive 5th root of unity) 
and let N(299) denote the normal basis of GF(216) over GF(2) 
containing a 299 • If C3 is the code over GF(216) with generator 
matrix 

G3 = [ 1 1 1 2 
] , 

then the code C3(N(299)) is a (3,1,16) binary SDEC code with 
minimum distance profile {13,7,1) (see [1]). 

H. See Example 14. 
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Ontwerp van foutencorrigerende 
codeerschemas voor drie problemen van, 

door ruis gestoorde, informatie 
transmissie, opslag en verwerking 

Samenvatting 

Dit proefschrift handelt over het ontwerp van foutencorrigerende 
codeerschemas voor drie verschillende problemen van, door ruis 
gestoorde, informatie transmissie, opslag en verwerking. Het gemeen­
schappelijke van deze problemen is hun praktisch, industrieel be­
lang en het feit dat ze niet elegant opgelost kunnen worden met 
behulp van traditionele foutencorrigerende codeerschemas. 

Het eerste probleem behelst de transmissie en opslag van berich­
ten bestaande uit delen van onderling verschillende importantie. 
Het is dan voor de hand liggend deze, in belangrijkheid verschil­
lende, delen van een verschillende bescherming tegen fouten te 
voorzien. Dit kan door middel van het gebruik van verschillende 
codeerschemas voor de verschillende delen, maar ook op een meer 
elegante manier door middel van een zogenaamd codeerschema 
voor ongelijke foutenprotectie. 

Het tweede codeerschema is ontworpen voor het gebruik als 
automatisch leesbare identificatie code in een geautomatiseerde 
fabricage omgeving. Het identificatie nummer {en zo mogelijk 
andere bruikbare informatie) van een produkt wordt gecodeerd 
in een vierkante matrix van ronde puntjes op een contrasterende 
achtergrond. Problemen die in de praktijk optreden zijn de ro­
tatie van punt matrices en de verminking van puntjes als gevolg 
van schrijffouten, stofdeeltjes en leesfouten. Ter oplossing zijn 
broncodes en zogenaamde vierkant cyclische kanaalcodes ontwor­
pen. 

Het derde deel van dit proefschrift beschrijft codeerschemas 
voor systemen waarbinnen zowel digit fouten als symbool fouten 
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optreden, waar een symbool een positiegebonden groep van digits 
is. Voorbeelden van zulke systemen zijn computers en samengestel­
de kanalen. We geven de gedetailleerde ontwerpen van codes 
en decodeurs voor drie speciale toepassingen. Deze zijn een ge­
generaliseerd verdrievoudigd computer systeem, een geheugen sys­
teem bestaande uit drie 9-bits brede eenheden voor opslag van 
16-bits woorden, en een '( 4,2) concept' foutentolererende com­
puter. Tenslotte wordt enige algemene theorie over deze zoge­
naamde gecombineerde symbool en digit foutencorrigerende codes 
ontwikkeld. 
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STELLING EN 

behorende bij het proefschrift van W.J. van Gifa 
5 januari 1988, Technische Universiteit Eindhoven 

Kennis over de automorfisme groep van een lineaire code kan de hoeveelheid werk benodigd voor het 
berekenen van een optimaal encodeur/decodeur paar aanzienlijk verminderen_ 

L.M.G.M. Tolhuizen and W.J_ van Gils, A large 1,u.1tomorphi$m group d~<lteaBes th~ number of 
computations in the construction of an optimal encoder /decoder pair for a litttar blot;,k code, 
to appear in IEEE Trans. on Information Theory_ 

II 

Het voortdurende gesteggel over de begrippen 'fault', 'error' en 'failure' binnen het vakgebied 'fault­
tolerant computing' geeft aan dat dit vak nog in een infantiel stadium verkeert. 

III 

In een volledig verbonden netwerk van n proce$soren, waarvan @r ten hoogste t onbetrouwbaar :i<ijn, is 
het mogelijk interactieve consistentie te bereiken dan en slechts dan als n groter of gelijk aan 3t + 1 is. 

W.J. van Gils, How to cope with faulty processor$ in a completely canntcted network of cam­
m'l/,nicating proc~Mors, Information Processing Letters, vol. 20, pp. 207-213, May 1985. 

IV 

Het niet bezorgen van la.ndelijke dagbladen ln dunbevolkte agrarLsche gedeelten van Nederland vergroot 
de intellectuele achteretand van de plattelandsbevolking aldaar. 

v 
De door Mao-Chao Lin aigeleide Hamming grens voor lineaire codes met ongelijke foutenprotectie is 
incorrect. 

Mao-Chao Lin, Coding for Unequal Error Protection, Ph.D. dissertation University of Hawaii, 
december 1986. 

VI 

De gecombineerde bit- en eymboolfoutencorrigerende c<ipaciteit van de blnaire [27,16] code uit de oc­
trooiaanvrage van Bannon, Bhansali, Minnich, Finney, Suarez en Chisholm kan ook verkregen warden 
met een veeleenvoudigercodeerschema, dat aan elk bericht besta.ande uit twee b:yteseen derde redundant 
byte, zijnde hun &om, toevoegt en verder drie pariteitsbits, een voor elk byte, die het aa.ntal enen modulo 
twee in een byte tellen. 

US Patent Application 391,062 

VII 

Het ver.!envoudigen van het sociale verzekeringsstelsel of van het belastingstelsel in Nederland blijft een 
illusie zolang men het belang van ieder individu wil blijven behartigen. 

vnr 
Door handhaving van de verplichting tot het schrijven van een a.a.ntal stellingen bij een proefschrift, 
behoudt een lid van de promotiecomrnissie de mogelijkheid zich op een eenvoudige wijze van zijn taak te 
kwijten door tegen een stelling te opponeren, 
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