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Introduction to Digital Multimedia, Compression, and MPEG-2 5

capacity, the features required by the application,

and the affordability of the hardware required for _

implementation of the compression algorithm
{encoder as well as decoder). This section describes
some of the issues in designing the compression
system.

1.3.1 Quality

The quality of presentation that can be derived
by decoding the compressed multimedia signal is
the most important consideration in the choice of
the compression algorithm. The goal is to provide
near-transparent coding for the class of multime-
dia signals that are typically used in a particular
service.

The two most important aspects of video quali-
ty are spatial resolution and lemporal resolution. Spa-
tal resolution describes the clarity or lack of blur-
ring in the displayed image, while temporal
resolution describes the smoothness of motion.

Motion video, like film, consists of a certain
number of frames per second to adequately repre-
sent motion in the scene. The first step in digitizing
video is to partition each frame into a large num-
ber of picture elements, or pels*-for short. The larger
the number of pels, the higher the spatial resolu-
tion. Similarly, the more frames per second, the
higher the temporal resolution.

Pels are usually arranged in rows and columns,
as shown in Fig 1.2, The next step is to measure

. the brightness of the red, green, and blue color

components within each pel. These three color
brightnesses are then represented by three binary
numbers.

1.3.2 Uncompressed versus
Compressed Bitrates
For entertainment television in North America
and Japan, the NTSC! color video image has
29.97 frames per second; approximately 480 visi-

pel

Video Frame

Fig. 1.2 Frames to be digitized are first partitioned into a large number of picture elements, or pels for short, which are typically

arranged in rows and columns. A row of pels is called a sean fine.

*Some authors prefer the slightly longer term pixels.

National Television Systems Committee. It standardized composite color TV in 1953,
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6 Iniroduction to Digital Multimedia, Comp

sion, and MPEG-2

Table 1.1 Raw and compressed bitrates for film, NTSC, PAL, HD'TV, videophone; stereo audio, and five-channel audio.
Compressed bitrates are. typically lower for slow moving drama than for fast live-action sports.

Video Resolution Uncompressed Compressed
(pels X lines X frames/s) Bitrate (RGB} Bitrate
Film (USA and Japan) (480 x 480 X 24Hz) 133 Mbits/s 3 to 6 Mbits/s
NTSC video (480.X 480 % 29.97Hz) 168 Mbits/s 4 to 8 Mbits/s
PAL video (576 X 576 X 25Hz) 199 Mbits/s 4 to 9 Mbits/s
HDTV video (1920 %1080 X 30Hz) 1493 Mbits/s 18 to 30 Mbits/s
HDTV video {1280 X 720 X 60Hz) 1327 Mhits/s 18 to 30 Mbits/s
ISDN videophone (CIF) (352 X 288 X 29.97Hz) 73 Mbits/s 64 to 1920 kbits/s
PSTN videophone (QCIF) (176 X 144 X 29.97Hz) 18 Mbits/s 10 to 30 kbits/s
Two-channel stereo audio 1.4 Mbits/s 128 to 384 kbits/s
Five-channel stereo andio 3.5 Mbits/s 384 to 968 kbits/s

ble scan lines per frame; and requires approxi-
mately 480 pels per scan line in the red, green, and
blue color compoenents. If each color component is
coded using 8 bits (24 bits/pel total), the bitrate
produced is ~168 Megabits per second (Mbits/s).
Table 1.1 shows the raw uncompressed bitrates for
film, several video formats ncluding PAL*
HDTV; and videophone, as well as a few audio
formats.

We see from Table 1.1 that uncompressed
bitrates are all very high and are not economical in
many applications. Howéver, using the MPEG
compression algorithms these bitrates can be
reduced considerably We see that MPEG is capa-
ble of compressing NTSC or PAL video into. 3 to'6
Mbits/s with a quality comparable to analog
CATYV and far superior to VHS videotape.

1.3.3 Bitrates Available on
Various Media

A number of communication channels are
available for multimedia transmission and storage.
PSTN medems can operate up to about 30 kilo-
bits/second (kbits/s), which is rather low for gener-
ic video, but is acceptable for personal videophone.
ISDN? ranges from 64 kbits/s to 2 Mbits/s, which
is often acceptable for moderate quality video.

Table 1.2 Various media and the bitrates they support.

Medium Bitrate

PSTN modems Up to 30 kbits/s
ISDN 64 to 1920 kbits/s
LAN 10 to 100 Mbits/s
ATM 135 Mbits/s or more
CD-ROM (normal speed) 1.4 Mbits/s
Digital video disk 9 to 10 Mbits/s
Qver-the-air video 18 to 20 Mbits/s
CATV 20 to 40 Mbits/s

LANs¢ range from 10 Mbits/s to 100 Mbits/s or
“more, and ATM* can be many hundreds of
Mbits/s. First generation CD-ROMs!t can handle
1.4 Mbits/s at normal speed and often have dou-
bleor triple speed options. Second generation digi-
tal video disks operate at:9 to 10 Mbits/s depend-
ing on format. Over-the-air or CGATV channels

. _can carry 20 Mbits/s to 40 Mbits/s, depending on

distance and interference from other transmitters,
These options are summarized in Table 1.2.

1.4 COMPRESSION TECHNOLOGY

In picture coding, for example, compression tech-
niques have been classified according to the groups

#Phase Alternate Line, used in mest of Europe and elsewhere.

High-Definition Television. Several formats are being used.

‘Integrated Services Digital Network. User bitrates are multiples of 64 Kbits/s. .

SLocal Area Networks such as Ethernet, FDDI, etc.

*=Asynchronous Transfer Mode. ATM networks are packetized.

Compact Disk—Read Only Memory.
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time varying as it can adequately represent the
motion in a scene. Video can be thought of as
comprised of a sequence of still pictures of a scene
taken at various subsequent intervals in time. Each
still picture represents the distribution of light
energy and wavelengths over a finite size area and
is expected to be seen by a human viewer. Imaging
devices such as cameras allow the viewer to look at
the scene through a finite size rectangular window,
For every point on this rcctangular window, the
light energy has a value that a viewer perceives
which is called its intensity. This perceived intensity
of light is a weighted sum of energies at different
wavelengths it contains.

The lens of a camera focuses the image of a
scene onto a photosensitive surface of the imager,
which converts optical signals into electrical signals,
There are basically two types of video imagers: n
tube-based imagers such as vidicons, plumbicons,
or orthicons, and (2) the more recent, solid-state
sensors such as charge-coupled devices (CCD). The
photosensitive surface of the tube imager is typical-
ly scanned with an electron beam or other electron-
ic methods, and the two-dimensional optical signal
is converted into an electrical signal representmg
variations of brightness as variations in voltage.
With GCDs the signal is read out directly, -

5.1.1 Raster Scan

Scanning is a form of sampling of a continu-
ously varymg two-dimensional signal. Raster scan-
ning'3 is the most commonly used spatial sam-
pling representation. It converts a two-dimensional
image intensity into a one-dimensional waveform.
The optical image of a scene on the camera
imager is scanned one line at a time from left to
right and from top to bottom. The imager basically
converts the brightness variations along each line
to an elecirical signal. After a line has been
scanned from left to right, there is a retracing peri-
od and scanning of next line again starts from left
to right. This is shown in Fig, 5.1.

In a television camera, typically an electron
beam scans across a photosensitive, target upon
which light from a scene is focused. The scanning
spot itself, is responsible for local spatial averaging
of the image since the measured intensity at a time

Video Basics 81

Frame

’/////

Fig. 5.1 Raster scan-of an image

is actually a weighted average over the area of the
spot. With the use of electron beam scanning,
however, it is very hard to control the scanming
spot filter function, with the result that the image is
sometimes not sufficiendy prefiltered. Optical
scanning devices that use a beam of light are sig-
nificantly better in this regard. Prefiltering can also
be done in most cameras by a slight defocusing of
the optical lens. With raster scanned display
devices, filtering in the vertical direction is done by
the viewer’s eye or by adjustment of the scanning
beam or optical components. :

The smallest detail that can be reproduced in a
picture is about the size of a picture element, typi-
cally referred to as a pixel (in computer terminolo-
gy) or a el (in video terminology). A sampled TV
raster, for example, can be described as a grid of
pels as shown in Fig. 1.2. The detail that can be
represented in the vertical direction is limited by
the number of scan lines, Thus, some of the detail
in 'vertical resolution is lest as the result of raster
scanning fall between the scan lines and cannot be
represented  accurately,. Measurements  indicate
that only about 70% of the vertical detail is actual-
ly represented by scan lines. Similarly, some of the
detail in the horizontal direction is lost owing to
sampling of each scan line to form pels.

'5:1.2 Interiace Raster Scan

The choice of number of scan lines involves a
tradeoff among contradictory requirements of
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82 Video Basics

bandwidth, flicker, and resolution. Interlaced! -3 6

scanning tries to achieve these tradeoffs by using
frames that are composed of two fields sampled at
different times, with lines of the two fields inter-
leaved, such that two consecutive lines of a frame
belong to alternate fields. This represents a verti-
cal-temporal tradeoff in spatial and temporal res-
olution. For instance, this allows slow-moving
objects to be perceived with higher vertical detail
while fast-moving objects are perceived at a higher
termnporal rate, albeit at close to half vertical resolu-
tion. Thus the characteristics of the eye are well
matched because, with slower motion, the human
visual system is able to perceive the spatial details,
whereas with faster motion spatial details are not
as easily perceived. This interlace raster scan is
shown in Fig. 5.2.

From a tclevision transmission and display
aspect, the interlace raster scan represents a rea-
sonable tradeofl in the bandwidth necessary and
the amount of flicker generated. It is worth noting
that the tradeoffk that may have been satisfactory
for television may not be satisfactory for computer
displays, owing to the closeness of the screen to the
viewer and the type of material typically displayed,
that is, text and graphics. Thus, il interlaced TV
displays were to be used with computers, the result
would be an annoying large area flicker, interline
flicker, line crawling, and other problems. To avoid
these problems, computer displays use noninter-
laced (also called progressive or sequential) displays
with refresh rates of higher than 60 frames/s, typi-
cally 72 frames/s.

Interlaced Frame
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Fig. 5.2 Interlaced raster scan of an image

Table 5.1 Equivalent Line Number of Film and TV Image

Formats
Image Formats Equivalent Line Number Range
NTSCTV 175 to 310
16 mm Film 200 to 300
35 mm Film 350 to 450
HDTV 300 to 515

5.1.3 Film versus Television

Originally, television was designed to capture
the same picture definition as that of 16-mm film.
Actually, the resolution of 16-mm film is signifi-
cantly higher than that of normal TV, but the per-
ceived sharpness is about the same owing to a bet-
ter temporal réspanse of normal TV, To compare
the performance of quite different display systems,
the concept of equivalent line number is useful. In
Table 5.1 we show the equivalent line numbers for
film and television.

Based on what we have said so far, it may
appear that a television system can achieve the per-
formance of film. In practice, however, there are
too many ways in which the performance of a TV
system can become degraded. In this context, it is
worth noting that frequency response, which is the
variation in peak-to-peak amplitude of a pattern of
alternate dark and bright lines of varying widths,
can be used to establish the performance of an
imaging system. In reality, TV and film images
never really appear the same owing to the differ-
ence in shape of the overall frequency response.
For instance, the frequency response of TV drops
much faster, whereas the frequency response of
film decays more gradually.

The response of the human eye over time i
generally continuous,'? that is, nerve impulses
travel from the eye to the brain at the rate of
about 1000 times per second. Fortunately, televi-
sion does not need to provide new images of a
scene at this rate as it can exploit the property of
persistence of vision to retain the sensation of an
image for a time interval even though the actual
image may have been removed. Both TV and
motion pictures employ the same principle—a
scene is portrayed by showing a sequence of
slightly different images (frames) taken over time
to replicate the motion in a scene. For motion ina
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scene to appear realistic, the rate of imaging of
frames should be high enough to capture the
motion without jerkiness, and the rate of display
should be high enough so that the captured
motion can be replicated smoothly The display
rate must also be high enough so that persistence
of vision works properly. One of the nuances of
human vision is that if’ the images being presented
to it are bright, the persistence of vision is actually
shorter, thus requiring a higher repetition rate for
display.

In the early days of motion pictures,'? it was
found that for smooth motion rendition, a mini-
mum frame rate of 15 per second (15 frames/s)
was necessary. Thus old movie equipment, includ-
ing home movie systems, use 16 frames/s. Howev-
et, because of a difficulty in representing action in
cowboy movies of those days, the motion picture
industry eventually settded on the rate of 24
frames/s, which is used to this day Note that
although 24 frames/s movies use 50% more film
than 16 frames/s movies, the former was adopted
as a standard as it was considered worthwhile. As
movie theater projection systems became more
powerful, the nuance of eye mentioned earlier,
which requires a higher frame rate, began to come
into play, resulting in the appearance of flicker. A
solution that did not require a change in the cam-
era frame rates of movies was to use a 2 blade
rotating shutter in the projector, synchronized to
the film advance, which could briefly cut the light
and result in double the displayed frame rate to 48
frames/s. Today, even a 3 blade shutter to effec-
tively generate a display rate of 72 frames/s is
sometimes used since projection systems have got-
ten even more brighter. -

The frame rate used for monochrome TV in
Europe was in fact chosen to be slightly higher
than that of film at 25 frames/s, in accordance
with electrical power there, which uses 50 .cycles/s
{Hz) rate. Television in Europe uses systems such as
PAL and SECAM, each employing 25 frames/s. It
is common practice in Europe to run 24 frames/s
movies a little faster at 25 frames/s. The PAL and
SECAM based TV systems are currently in wide-
spread use in many other parts of the world as
well.

*Some authors, including MPEG, use height/width.

Video Basics 83

The frame rate of monochrome TV in the
United States was chosen as 30 frames/s, primarily
to avoid interference to circuits used for scanning
and signal processing by 60-Hz electrical power. In
1953, color was added to monochrome by migra-
tion to an NTSC system in which the 30 frames/s
rate of monochrome TV was changed by 0.1 per-
cent to 29.97 frames/s owing to the requirement.of
precise separation of the video signal cartier from
the audio signal carrier Incidentally Japan and
many other countries also employ the NTSC TV
systermn.

For reasons other than those originally planned,
the frame rate chosen in the NTSC TV system
turned out to be a good choice since there is a
basic difference in the way TV is viewed as com-
pared to film. While movies are generally viewed
in dark surroundings that reduce the human eye’s
sensitivity to flicker and the smoothness of motion,
TV is viewed under condition of surround light-
ing; in which case the human visual system is more
sensitive to flicker and the smoothness of motion,
Thus, TV requires a higher frame rate than movies
to prevent the appearance of flicker and motion-
related artifacts.

One very important point is that unlike TV,
which uses’ interlace, film frames are sequential
(also called noninterlaced or progressive).

5.1.4 Image Aspect Ratio (IAR)

The image aspect ratio is generally defined as
the ratio of picture width to height* and impacts
the overall appearance of the displayed image. For
example, the IAR of normal TV images is 4/3,

‘meaning that the image width is 1.33 times the

image height. This value was adopted for TV, as
this format was already used and found acceptable
in the film industry at that time, prior to 1953,
However, since then the film industry has migrated
to wide-screen formats with IARs of 1.85 or high-
er. Since subjective tests on viewers show a signifi-
cant preference for a wider format than that used
for normal TV, HDTV uses an IAR of 1.78, which
is quite close to that of the wide-screen film for-
mat. Currently, the cinemascope film format pro-
vides one of the highiest IARs of 2.35. Table 5.2
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112 Digital Compression: Fundamenlals

Input Image

- Pel
| Pre Filter ’————/ -
Blxy) Sample Coder Image

Digitized

Digitized N Pe! Post | Bx.y) Raconstucted
Image Decoder Filter Replica
Image

()

Fig. 6.1 Spatial sampling of images generally requites plzcﬁltcr'mg prior to sampling, as shown in {a), and postfiltering following
reconstruction, as shown in (b). Inadequate prefittering leads to prealiasing, whereas inadequate post-filtering causes post-aliasing.

function, the filtered image can be cornputed as

y+datd
Blx, )= I jKB(w, z)cxp(-—a(x —w)
y-3x-B
—by- z)ﬂ)dw dz

where-the intensity, at each point is replaced by a
weighted average over a small surrounding neigh-
borhood. Such prefiltering could also be imple-
mented simply by proper design of the optical
components in the camera imaging system.
The postfilter is an interpolation filter. A common-
ly used interpolation filter is the so-called cubic B-
sphine A,{p, 3) = S, 85, 8,) where the horizon-
tal and vertical pel spacings are B, and 3,
respectively, and :

£

<1
A

3
< for
A
~Llz]
6lA

For positive pel values, the B-spline interpolation is
always positive. The B-spline filter essentially
smoothes the spatially discrete pels of an image
and preserves the continuity of the-first and the
second derivatives in both x and y dimensions. -

2
l_\_l_\ +1
3 ja 2

4“——21i +
3 A

8z, 8)=

2 3

L2 e forlslilsz
A b A

6.2.1 Raster Scanning

Raster scanning is a process used to convert a
three-dimensional image intensity, B(x, 3 §, into a
one-dimensional television signal waveform. First,
the intensity, Blx, 3 f), is sampled many times per
second to credte a sequence of frames. Then, with-
in each frame, sampling is done vertically to create
scan lines. Scanning proceeds sequentially, left to
right and from top to bottom. In a tube-type televi-
sion camera, an electron beam scans across an
electrically photosensitive target upon which the
image is focused. At the other end of the television
chain there is usually a cathode ray tube (CRT) dis-
play, in which the electronic beam scans and lights
up the picture elements in proportion to the inten-
sity, B(x, » §. While it is convenient to think of all
the ‘samples of a frame as occurring at the same
time (similar to film), the scanning in a camera or
display results in every sample corresponding to a
different point in time,

Since the electron beam has some thickness, the
scanning itself is partly responsible for local spatial
averaging of the image over the arca of the elec-
tron beam. This occurs both at the cainera as well
as the display. At the camera, as the beam scans
the camera target, it converts the photons integrat-
ed (over a frame time) at each target point'into an
électrical signal. This results in both the spatial and
temporal averaging of light and is commonly
referred to as camera integration. Higher resolution
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camera systems have a much finer electron beam,
but in that case;, owing to averaging over a smaller
area, the amount of light intensity as well as signal-
to-noise ratio is reduced. At the display, the beam
thickness may simply blur the image or a thinner
beam may result in visible scan lines.

There are two types of scanning: frogressize (also
called :equennag and #nferlaced. In progressive scan-
ning, within each frame all the raster lines are

scanned from top to bottom. Therefore, all the ver- -

tically adjacent scan lines are also temporally adja-
cent and are highly correlated even in the presence
of rapid motion in the scene. Film can be thought
of as naturally progressively scanned, since all the
lmes wer¢ originally exposed sunultaneously, 50 a
}ngh correlatlon between adjacent lines is guaran-
téed. Almost all computer displays are scquentlally
scanned.

In analog interlaced scanning {see Flg 6.2) all
the odd-nurnbered lifes in the entire frame are
scanned ﬁrst and then the even-numbered lings
are scanned. This process results in two distinct
images per frame, representing two distinct -sam-

R
S e > Odd Field Scan Lines

N

-~ ‘__> Even Field Scan Lines

~ - - -
Fig: 6.2 -Scanning pattern for 2:1 interlace. Odd-rumbered
lines (ficld 1) are scanned and displayed first, followed by the
even-numbered lines (field 2). In this way, low spatial
frequencies are displayed twice as often as high spatial
frequencics, thus better matching the characteristics of human
vision, Compared to scanning both the odd and cven lines at.
the ficld rate, this also reduces the line rate {and bandwxdth) by
a factor of two. / - '

WD\ OPWON =

*MPEG has a different nomenclature, as we shall see.

Digital Compression: Fundamentals 113

ples of the image sequence at different points in
time. The set of odd-numbered lines constitute the
odd-field, and the even numbered lines make up the
even-figld* All-ithe current analog TV systems
(NTSC, PAL, SECAM) use interlaced scanning,

One of the principal benefits of interlaced
scanning is to reduce the scan rate (or the band-
width) in:comparison to the bandwidth required
for.sequential scan. Interlace allows for a relatively
high field rate (a lower field rate would cause flick-
cr), while maintaining a high total number of scan
lines in a frame (a lower number of lines per frame
would reduce resolution on static images). Inter-
lace cleverly preserves the high detailed visual
information and at the same time avoids visible
large area flicker at the display due to insufficient
temporal postfiltering by the human eye. Interlace
scanning often shows small flickering artifacts in
scenes with sharp detail and may have poor
motion rendition for fast vertical motion of small
objects.

If the helght/mdth ratic of the TV raster is
equal to the number of scan lines/number of sam-
ples per line, the array.is.referred to as having
square pels, that is, the pel centers all lie on the cor-
ners of squares. This facilitates digital image pro-
cessing as well as computer synthesis of images, In
particular, geometrical operations such as rotation,
or filters for antialiasing can be implemented with-
out shape distortions.

6.2.2 Colorimages

Light is a subset of-the electromagnetic energy.
The visible spectrum wavelengths range from 380
to 780 nanometers. Thus, visible light can be speci-
fied completely at a pel by itsswavelength distribu-
tion {S(\}}. This radiation,- on impinging on the
Human retina, &xcites predominantly threé differ-
ent receptors that are sensitive to wavelengths at or
near 445 (called blye), 535 (called green), and 570
{called red) nanometers. Each type of receptor
measures the eriergy in the incident light at wave-
lengths neat its dominant wavelength. The three
resulting. energy values uniquely specify éach visu-
ally distinct color, G.
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Motion Compensation Modes in MPEG

We saw in the last chapter that exploitation of tem-
poral redundancy commonly uses motion compen-
sation. After the removal of temporal redundancy,
spatial redundancy is reduced by transformation to
the frequency domain, for example, by the Dis-
crete Cosine Transform (DCT), followed by quan-
tization to force many of the transform coefficients
to zero.

MPEG-1* was developed specifically for coding
progressive scanned video in the range of 1 to 2
Mbits/s, MPEG-2* aims at higher bitrates and
contains all of the progressive coding features of
MPEG-1. In addition, MPEG-2 has a number of
techniques for coding'iqterlaccd video.

7.1 CODING OF PROGRESSIVE
SCANNED VIDEO

The primary requirement of the MPEG video
standards is that for a given bitrate they should
achieve the highest possible quality of decoded
video. As well as producing good picture quality
under normal play conditions, some applications
have additional requirements. For instance, multi-
media applications may require the ability to ran-
domly access and decode any single video picture*

in the bitstream. Also, the ability to perform a fast
search of video in the bitstream, both forward and
backward, is extremely desirable. It is also useful to
be able to edit compressed bitstreams directly while
maintaining decodability. Finally, a variety of video
formats and image sizes should be supported.

Both spatial and temporal redundancy reduc-
tion are needed for the high compression require-
ments of MPEG. Some techniques used by MPEG
were described in the previous.chapter.

7.1.1 Exploiting Spatial
Redundancy of

Progressive Video

Because video is a sequence of still images, it is
possible to achieve some compression using tech-
niques similar to JPEG.! Such methods of com-
pression are called Intrgffame coding techniques,
wherein each picture of the video is individually
and independently compressed or encoded.
Intraframe coding exploits the spatial redundancy
that exists between adjacent pels of a picture. Pic-
tures coded using only intraframe coding are called
L-pictures.

As in JPEG, the MPEG intraframe video cod-
ing algorithms employ a Block-based two-dimen-
sional DCT. An I-picture is first divided into 8 X 8

*Frames and pictures are synonymous in MPEG-1, whereas MPEG-2 has both frame-pictures and field-pictures.

146
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Blocks of pels, and the two-dimensional DCT is
then applied independently on each Block. This
operation results in an 8 X 8 Block of DCT coeffi-
cients in which most of the energy in the original
(pel) Block is typically concentrated in a few low-
frequency coefficients. The coefficients are then
quantized and transmitted as in JPEG.

7.1.2 Expioiting Temporal
Redundancy of
Progressive Video

Many of the interactive requirements can be
satisfied by intraframe coding. However, for typical
video signals the image quality that can be
achieved by intraframe coding alone at the low
bitrates desired is usually not sufficient.

Temporal redundancy results from a high
degree of correlation between adjacent pictures.
The H.261 and MPEG algorithms®>7 exploit this
redundancy by computing an interframe difference
signal called the Prediction Error In computing the
prediction error, the technique of motion compen-
sation is employed to correct the prediction for

Motion Compensation Medes in MPEG 147

motion. As in H.261, the. Macroblock (MB} approach
is adopted for motion compensation in MPEG. In
unidirectional motion estimation, called Forward
Prediction, a Target MB in the picture to be encoded is
matched with a set of displaced macroblocks of the
same size in a past picture called the Reference pic-
ture. As in H.261, the Macroblock in the Reference
picture that best maiches the Target Macroblock is
used as the Prediction MB* The prediction error is
then computed as the difference between the Tar-
get Macroblock and the Prediction Macroblock.
This operation is illustrated in Fig, 7.1.

The position of this best matching Prediction
Macroblock is indicated by a Motion Vector (MV) that
describes the horizontal and vertical displacement!
from the Target MB to the Prediction MB. Unlike
H.261, MPEG MVs are computed to the nearest
half pel of displacement, using bilinear interpola-
tion to obtain brightness values between pels. Also,
using values of past transmitted MVs, a Prediction
Motion Vector (PMV) is computed. The difference
MV — PMV is then encoded and transmitted
along with the pel prediction error signal. Pictures
coded using Forward Prediction are called P-pictures.

MOTION-COMPENSATED PREDICTION

Forward
Motion Best Match
Vector /

\

REFERENCE PICTURE

Macroblock
to b;: coded

/
i :“§
ERRRS

CURRENT P-PICTURE

o ¥

Fig. 7.1 Motion-Compensation using Unidirectional prediction. A displaced macroblock in a previous reference picture is used as
the prediction of the moving-arca macroblock in the current P-picture. The prediction error signal is then coded and transmitted.

*Prediction MBs do not, in general, align with coded MB boundaries in the Reference picture.
tPositive horizontal and vertical displacements imply a rightward and downward shift, respectively, from the Target MB to the

Prediction MB.

Page 11 of 22



300 Interactive Television

transfer rates are significantly higher than a single
stream’s data rate, a small buffer should suffice for
conventional file and operating systems support for
several media streams.

The real challenge is in supporting a large num-
ber of streams simultaneously. ITV servers must
process tetrieval requests from-several CPEs simul-
taneously. Even when multiple CPEs access the
same file (such as a popular movie), different
streams might access different parts of the file at
the same time. Since disk I/0 rates significantly
exceed those of single streams, a larger number of
streams can be supported by multiplexing a disk
head among several streams. This requires careful
disk scheduling so that each buffer is adequately
served. In addition, new streams should not be
admitted unless they can be properly served along
* with the existing ones:

13.2.2.1 Disk Scheduling

Database systems employ disk scheduling algo-
rithms, such as “first come, first serve” and “short-
est seek time first,” to reduce seek time and rota-
tional latency, to achieve high throughput, and to
enforce fairness for each stream. However, contin-
uous media constraints usually require a modifica-
tion of traditional disk-scheduling algorithms so
they can be used for multimedia servers.

One commonly used disk scheduling algorithm,
called the Scan-EDF (Earlicst Deadline First), ser-
vices the requests with earliest deadlines first.
However, when several requests have the same
deadline, their respective blocks are accessed with
a  shortest-seek-time  algorithm,  Scan-EDF
becomes more effective as the number of requests
having the same deadline increase. This happens
more frequently as the [TV server services a larger
number of CPEs.

If data are retrieved from disks into buffers in
rounds, a commonly uséd disk scheduling algo-
rithm is C-LOOK (Circular LOOK), which steps
the disk head from one end of the disk to the other,
retrieving data as the head reaches one of the
requested blocks. When the head reaches the last

block that needs to be retrieved within a round, the .

disk head is moved back to the beginning of the
disk without-retrieving any data, after which the
process repeats. ‘

13.2.2.2 Buffer Management

Most ITV ‘servers process multimedia stream
requests from the CPE in rounds. Dirring a round,
the amount of data retrievéd by the buffer could
be made equal to the amoéunt consumed by the
CPE. This means that, on a round-by-round bass,
data production never ‘lags display, and there is
never a net decrease in the delay of buffered data.

Therefore, such algorithms are referred to as
buffer-conserving. A non-buffer-conserving algo-
rithm would allow retrieval to fall behind display in
one round and compensate for it over the next sev-
eral rounds. In this scenario, it becomes more diff-
cult to guarantee that no starvation of the display
will ever take place. -

For continuous display, a sufficient number of
blocks must be retrieved for each CPE-client dur-
ing a round so that starvation can be prevented for
the round’s entire duration. To determine this
number, the server must know the maximum dura-
tion of a round. As round length depends on the
number of blocks retrieved for each stream,
unnecessarily long reads must be avoided. To mini-
mize the round length, the number .of blocks
retrieved for each CPE during each round should
be proportional to the CPE’s display rate.

13.2.2.3 Admission Conirol

To satisty the GPE’s real-time requirements, an
ITV server must control admission of new CPEs
so that existing CPEs can be serviced adequately.
Strict enforcement of all real-time deadlines for
each CPE may not be necessary since some appli-
cations can'tolerate occasional missed deadlines. A
few lost video frames or a glitch in the audio can
occasionally be tolerated, especially if such toler-
ance reduces the overall cost of service. An ITV
server might accommodate additional streams
through an admission control algorithm  that
exploits the statistical variation in media access
times, compression ratios, and other time-varying
factors.

In admitting new CPEs, ITV servers may offer
three categories of service:

o Dgterministic. Real time requirements are guaran-

teed. The admission control algorithm must con-
sider worst-case bounds in admitting new CPEs.

Page 12 of 22

D P s P my

e m

o oy, e



- of
lur-

for
this

Ira-

cks

hat
ess

ing
fer
An-

on-

Es.

«  Statistical. Deadlines are met only with a certain
probability. For example, a CPE may subscribe
to a service that guarantees meeting deadlines
95% of the time. To provide such guarantees,
admission control algorithms must consider the
system’s statistical behavior while admitting new
CPEs.

*  Background. No guarantees are given for meeting
deadlines. The ITV server schedules such access-
es only when there is time left after servicing all
guaranteed and statistical streams.

In servicing CPEs during a round, CPEs with
deterministic service must be handled before any
statistical ones, and all statistical-service CPEs must
be serviced before any background CPEs. Missed
deadlines must also be distributed fairly so that the
same CPE is not dropped each time.

13.2.2.4 Physical Storage of
Multimedia

A multimedia server must divide video and audio
objects into data packets on a disk. Each data packet
can occupy several physical disk blocks. Techniques
for improving performance include optimal place-
ment of data packets on the disk, using multiple
disks, adding tertiary* storage to gain additional
capacity, and building storage hierarchies,

Packets of a multimedia object can be stored
contigucusly or scattered across the storage device.
Contiguous storage is simple to implement, but
subject to editor fragmentation. It also requires
copying overheads during insertions and deletions
to. maintain contiguity. Contiguous layouts are use-
ful in mostly-read servers such as video-on-
demand, but not for read-write servers, For multi-
media, the choice between contiguous and
scattered files relates primarily to intrafile seeks.
Accessing a contiguous file requires only one seek
to position the disk head at the start of the data,
whereas with a scattered file, a seek may be
required for each packet read. Intrafile seeks can
be minimized in scattered layouts by choosing a
sufficiently large packet size and reading one pack-
et in each round, It improves disk throughput and
reduces the overhead for maintaining indexes that
a file system requires.

*The first two storage media are buffer RAM and main disk.
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Fig. 13.7 Data is striped across several disks and is accessed
in parallel.

To increase the number of possible concurrent
access of a stored multimedia object, it may be
scattered across multiple disks. This scattering can
be achieved by using two techniques: data striping
and data interleaving. RAID (redundant array of
inexpensive disks) technology (see Fig. 13.7) uses an
array of disks and stripes the data across each disk.
Physical sector “n” of each disk in the array is
accessed in parallel as one large logical sector “n.”
In this configuration, the disks in the set are spin-
dle synchronized and operate in lock-step mode.
Thus, the transfer rate is effectively increased by
the number of disk drives employed. Striping does
not improve the seek time and rotational latency,
however.

In data interleaving, the packets of multimedia
objects are interleaved across the disk array with
successive file packets stored on different disks. A
simple interleave pattern stores the packets cycli-
cally across an array of J disks. In data interleav-
ing, the disks in the array operate independently
without any synchronization. Data retrieval can be
performed in one of two ways: (1) One packet is
retrieved from each disk in the array for each
stream in every round or (2) data are extracted
from one of the disks for a given CPE in each
round. Data retrieval for the CPE cycles through
all disks in JV successive rounds. In each round, the
retrieval load can be balanced by staggering the
streams. Thus, all streamns still have the same round
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length, but each stream considers the round to
begin at a different time.

A combination of striping and interleaving can
be used to scatter a file in many disks from a server
cluster. This technique is often used in constructing
a scalable video that can serve a large number of
CPEs accessing the same copy of the file.

The reliability of the server will become an
important issue as the number of users who rely on
ITV services increases, A major failure point in the
server is the storage subsystem. With the increase in
the number of disks, the reliability of the server
decreases. Even if the mean time between failures
(MTBF) of a single disk is between 20 and 100
years, as the number of disks increases, the MTBF
of the disk subsystem decreases to weeks. This is
because the MTBF of a set of disks is inversely pro-
portional to the number of disks, assuming that the
MTBF of each disk is independent and exponen-
tially distributed. Further, owing to disk striping, the
number of files affected per failure increases.

To provide continuous, reliable service to CPEs,
the disk subsystem should employee redundancy
mechanisms such as data replication and parity.
However, these common techniques need to be
extended for ITV servers so that in the presence of
a failure all the admitted CPEs can be sull serviced
without interruption,

13.2.2.5 Updating ITV Servers

Copying of multimedia objects is expensive
because their size is large. Copying may be reduced
by considering object files to be immutable. Editing
is then enabled by manipulating tables of pointers
to the media component objects. Obviously, small
insertions will not find pointers as valuable as large
ones. Also, for deletion, if the multimedia object is
an integral number of disk blocks, then the file map
could simply be modified.

It is possible to perform insertion and deletions
in a time that is proportional to the size of the data
inserted/deleted rather than to the whole file. A
common scheme is where packets must be filled to
a certain minimum level to support continuous
retrieval. The insertion/deletion will then consist
of some number of full packets plus a remaining
partially filled packet. All the packets are then
inseried/deleted by modifying the file map, and

then data are distributed among adjacent packets
of the file to meet the required fill level.

13.2.2.6 VCR-like Functions

An ITV server must support VCR-functions
such as pause/resume, fast-forward, and fast-
rewind. The pause/resume function is a challenge
for buffer management because it interferes with
the sharing of streams among different viewers.
The fast-forward and fast-rewind functions are
implemented by playing back at the normal rate
while skipping packets of data. This is easy to do
by skipping from one I-frame to ancther; otherwise
interframe dependencies complicate the situation.

The simplest method of fast-forward is to display
only I-frames. However, this reduces flexibility
Another way is to categorize each frame as either rei-
evant or irrelevant to_ fast-forward. During normal
operation, both types of frames are retrieved, but
during fast-forward, only the fast-forward frames are
retrieved and transmitted to the CPE-buffer. It is
assumed that the decoding of fast-forward blocks by
CPE is straightforward. Scalable compression
schemes are readily adapted to this sort of use,
although the drawback here is that it poses addition-
al overhead for splitting and recombining blocks,

13.3  USER INTERFACES'0-12

User interface designs for 1TV are more involved
than for standard TV owing to the richness of the
types of possible interactions with the consumer.
As mentioned earliér, they need to be extremely
easy to use, as well as intuitive. They will most like-
ly vary among different applications. There will be
a small number of ITV generic program types,
such as movies-on-demand, shopping, and so forth,
and certain “look-and-feel” guidelines will emerge
for user interfaces and for ITV programming in
general. Typically multimedia interfaces are
designed using a mixture of four kinds of modules:

Media editors

2. Multimedia object locators and browsers (navi-
gation)

3. Authoring tools for creating program logic

4. Hypermedia object creation.
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The last item is currently less relevant to ITV
and is therefore not discussed here. However, it
may become more widely available in the future. A
number of media editors already exist to create
“primitive” media cbjects such as text, still images,
and video and audio clips. A media editor is then
used for editing primitive multimedia objects to
construct a composite object that is suitable as a
multimedia presentation. The basic functions pro-
vided by the editor are delete, cut, copy, paste,
move, and merge. The real challenge is to present
these basic functions in the most natural manner
that is intuitive to the user For example, the move
operation is usually represented by highlighting
text and dragging and dropping it to the new loca-
tion. However, the same metaphor does not work
for all multimedia objects. The exact implementa-
tion of the metaphor and the efficient implementa-
tion for that metaphor will distinguish such editors
from each other.

Navigation refers to the sequence in which the
objects are browsed, searched, and used. Naviga-
tion can be cither direct or predefined. If direct,
then the user determines the next sequence of
actions. If predefined, for example, searching for
the next program start, the user needs to know
what to expect with successive navigation actions.
The navigation can also be in a browse mode, in
which the user wants to get general information
about a particular topic. Browsing is common in
systems with graphical data. I'TV systems normally
provide direct navigation as well as browse options.

The browse mode is typically used to search for
a specific attribute or a subobject. For example, in
an application using dialog boxes, the user may
have traversed several dialog boxes to reach a point
where the user is ready to play a sound object. A
browse mode may be provided to search the data-
base for all sound objects appropriate for that dia-
log box. An important aspect of any multimedia
system is to maintain a clear perspective of the
objects being displayed and the relationship
between these objects. The relationship can be
associative (if they are a part of a set) or hierarchi-
cal. Navigation is undoubtedly the first generic
application for ITV. Various flavors have been cre-

*Graphical User Interface
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ated, for example, mapping of ITV programs to
channel numbers, and interfaces that show “pic-
ture-in-picture.” Navigation Is rightly the first
applieation focus, acknowledging the real chal-
lenge ahead in helping viewers find their way in
the (hoped for) proliferation of programming in
the interactive world.

The interactive behavior of ITV determines
how the consumer interacts with the services avail-
able. Some of the design elements are:

* Data entry dialog boxes

= A source-specific sequence of operations depict-
ed by highlighting or enabling specific menu
items

» Context-sensitive operation of buttons

* Active icons that perform ad hoc tasks (eg,
intermediate save of work),

The look and feel of a service depends on a
combination of the metaphor (e.g., VCR interface)
being used to simulate reaHlife interfaces, the win-
dows guidelines, the ease of use, and the aesthetic
appeal. An elegant service has a consistent look
and feel. The interface will be more friendly if, for
example, the same buttons are found in the same
location in each dialog box and the functions of an
icon toolbar are consistent. User interfaces for
multimedia applications require careful design to
ensure that they are close adaptations of the
metaphors to which consumers are accustomed in
other domains. Two metaphors relevant to ITV
are the Aural and VCR interfaces described below.

A common approach for speech recognition (also
called the Aural metaphor) user interfaces has been
to graft the speech recognition interface into existing
graphical user interfaces. This is a mix of conceptu-
ally mismatched media which makes the interface
cumbersome. A true aural user interface (AUT)
would accept speech as direct input and provide a
speech response to the user’s actions, The real chal-
lenge in designing AUI systems is to creatively sub-
stitute voice and ear for the keyboard and display
and to be able to mix and match them. Aural cues
can be used to represent icons, menus, and windows
of a GUL* Besides computer technology, AUI

i
!
|
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designs involve human perception; cognitive sci-
ence, and psychoacoustic theory 'The human
response to visual and aural inputs is markedly dif
ferent, Rather than duplicate the GUI fianctions in
an AUTI, this requires new thinking to adapt the AUI
to the human response for aural feedback. AUI sys-
tems need to learn so that they can perform most
routine functions without constant user feedback,
but still be able to inform the user of the functions
performed on the user’s behalf with very succinct
aural messages. This is an area of active research.

A common user interface for services such as
video capture, switching channels, and stored video
playback is to emulate the camera, TV, and VCR on
the screen. A general TV/VCR and camera
metaphor interface will have all functions one would
find in a.typical video camera when it is in a video
capture mode. It will have live buttons for selecting
channels, increasing sound volume, and changing
channels. The video is shown typically as a graduat-
ed bar, and the graduations are based on the full
length of the video clip. The user can mark the start
and end points to play the clip or to cut and paste
the clip into a new video scene. The screen dupli-
cates the cut and paste operation visually Figure 1.5
shows an interface with the TV/VCR. metaphor A
number of video editors emulate the functionality of
typical film-editing equipment.- The editing inter-
face shows a visual representation of multiple film
strips that can be viewed at user-selected frame
rates. The user may view every ath frame for an
entire scene or may wish to narrow down to every
frame to pinpoint the exact point for splicing anoth-
er video clip. The visual display software allows
index markers on the screen for splicing another
video clip down to the frame level. The screen dis-
play also shows the soundtracks and allows splicing
soundtracks down to the frame level. -

A geod indexing system provides a very accu-
rate counter for time as well as for individual

frames; it can detect special- events such asa

change in scenes, start and end of newly spliced
frames, start and end of a new soundtrack, etc.
Also, the user can place permanent index markings
to identify specific points of interest in the
sequence. A number of indexing algorithms have
been published in the literature.!?

Indexing is useful only if the audio/video are

stored. Since audio and video may -be stored on
separate servers, synchronization must be achieved
before playback. Indexing may be needed to
achieve the equivalent of a sound mixer and syn-
thesizer found, for example, in digital pianos. Exact
indexing to the frame level is desirable for video
synchronization to work correctly The indexing
information must be stored on a permanent basis;
for example, as SMPTE time codes or MPEG Sys-
tems time stamps. This information can be main-
tained in either the soundtrack or the video clip
itself and must be extracted if needed for playback
synchronization. Alternatively, the composite object
created as a result of authoring can maintain the
index information on behalf of all objects.

13.4 CONTENT CREATION -
FOR ITV12-19

A good authoring system must access predefined
media and program elements, sequence these ele-
ments in time, Specify their placement spatially, initi-
ate actions in parallel, and indicate specific events
(stich as consumer inputs or external triggers) and
the actions (some may be algorithmic functions) that
may result from them. Some of these algorithmic
functions may be performed by both the CPE and
the server when the application is executed, Existing
commercial tools for creating interactive multimedia
applications run the gamut from low-level program-
ming languages-to packages that:support the rela-
tively casual creation of interactive presentations.
Two very broad categories are (1) visual tools for use
by ponprogrammers and (2) prografhming lan-
guages. The latter might include specialized “script-
ing” languages as well as more traditional general-
purpose programming languages, perhaps extended
by object-types or libraries that add ITV functional-
ity. Usually the media elements used by these tools
are created with a variety of other tools designed for
particular media types, such as for still images, video
and audio segments, and animation.

The design of an authoring system requires
careful analysis-of the following issues: -

1. Hypermedia design details
2. User interfaces
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3. Embedding/linking multimedia ohjects to the
main presentation

4. Multimedia objects—storage’and retrieval

5. Synchronization of components of a composite
multimedia stream.

Hypermedia applications present a unique set of
design issues not commonly encountered in other
applicatons. A good user interface design is crucial
to the success of a hypermedia application. The user
interface presents a window to the user for control-
ling storage and retrieval, connecting objects to the
presentation, and defining index marks for combin-
g different multimedia streams. While the objects
may be captured independently, they have to be
played back together for authoring: The authoring
systerm must allow coordination of many streams to
produce a final presentation, A variety of authoring
systerns exist depending on their role and flexibility
réqui_red. Some of these are described below,

13.4.1 Dedicated Authoring
Systems

Dedicated authoring systems are designed for
single users and single streams. The authoring is
typically performed using desktop computer sys-
tems on multimedia objects captured by a video
camera or on objects stored in a multimedia
library. Dedicated multimedia authoring systems
are not usually used for sophisticated applications.
Therefore, théy need to be engineered to provide
user interfaces that are extremely intuitive and fol-
low -real-world metaphors {e.g, the VCR
metaphor). Also flexibility and-functionality has to
be. carefully limited to prevent overly complex
authoring;

13.4.2 Timeline-Based
Authoring

Ina time-line-based authoring -systemi,” objects
to be merged are placed along a timeline. The
author specifies objects and their position in the
timeline. For presentation in a proper time
sequence ecach object is played at the prespecified
point in the time scale.

In early timeline systems, once the multimedia
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object was captured in a timeline, it was fixed n.
location and could not be manipulated easily. Edit-
ing a particular component caused all objects in
the timeline to be reassigned because the positions
of ohjects were not fixed in time, only in sequence.
Copying portions of the timeline became difficult
as well. Newer systems define timing relations
directly between objects. This makes inserting and
deleting objects much easier because the start and
end of each object is more clearly defined.

13.4.3 Structured-Multimedia
Authoring

Structured multimedia authoring is based on
structured object-level construction of presenta-
tions. A presentation may be composed of a num-
ber of video clips with associated sound tracks,
separate music tracks, and other separate sound-
tracks, Explicit representation of the structure
allows modular authoring of the individual com-
ponent objects. The timing constraints are also
derived from the constituent data items. A good
structured system also allows the user to define an
object hierarchy and to specify the relative location
of each cbject within that hierarchy. Some objects
may have to undergo temporal adjustment, which
allows them to be expanded or shrunk to better fit
the available time slot. The navigation design of
the authoring system should allow the author to
view the overall structuré, while at the same time
being able to examine specific object segmients
more closely. The benefit of an object hierarchy is
that removing the main object also removes all
subobjects that are meaningful only as overlays on
the main object. The design of the views must
show all relevant information for a specific view
For example, views may be needed to sHow the
object hierarchy plus individual component mem-
bers of that hierarchy, and to depict the timing
relation between the members of the hierarchy.

13.4.4 Programmable
Authoring Systems
Early structured systéms did not allow authors

to express automatic functions for handling certain
routine tasks in the. ‘authoring process. Program-
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mable authoring systems provide such additional
capability in the following areas:

+  Functions based on audio and image processing
and analysis

+ Embedded program interpreters that use audio
and image-processing functions,

Thus the main improvement in building user pro-
grammability into the authoring tool is not only to
perform the analysis, but also to manipulate the
stream based on the analysis results. This program-
mability allows the pérforming of a variety of tasks
through the program interpreter rather than manu-
ally. A good example of how this is used is the case of
locating video “silences” which typically occur before
that start of a new segment (cut). The program can
be used to help the user to get to the next segment by
clicking a button rather than playing the video.
Advances in authoring systems will continue as users
acquire a better understanding "of stored audio and
video and the functionalities needed by users.

The development and deployment of interactive
television on a large scale presents numerous tech-
nical challenges in a variety of areas. As progress
continues to be made in all these areas, trial deploy-
ments of the interactive services are necessary to
ascertain consumer interest in this new form of
communication, We are cer‘ta.lnly rather naive
today about the future of these services. However, it
seems certain that the variety of trials now being
conducted will find a subset of this technology that
is popular with consumers and a solid business
proposition for service providers. This will provide
the definition of services and the economic drivers
necessary for these services to prosper.
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HIGH-DEFINITION TELEVISION
(HDTV)

Analog television was. invented and standardized
over fifty years ago, mainly for over-the-air broad-
cast of entertainment, news, and sports. In North
America, the basic design was formalized in 1942,
revised in 1946, and shortly after, limited service
was offered. Color was added in 1954 with a back-
ward compatible format. European broadcasting is
equally old; monochrome television dates back to
the 1950s and color was introduced in Germany in
1965 and in France in 1966. Since then, only back-
ward compatible changes have been introduced,
such as multichannel sound, closed-captioning, and
ghost cancellation. The standard has thus evolved*
in a backward compatible fashion, thereby protect-
ing substantial investment made by the consumers,
equipment providers, broadcasters, cable/ satellite
service providers, and program producers. :

Television is now finding applications in tele-

communications (e.g, video conferencing}, com-.

puting (e.g, desktop video), medicine (e.g., tele-
medicine), and education (e.g:, distance learning),
To enable many of these applications, television is
being distributed by a variety of means not imag-
ined at the time of standardization, such as cable
{fiber or coaxal), video tapes or discs (analog or
digital), and satellite (e.g., direct broadcast). It has
also been recognized that the television signal
packaged for terrestrial broadcasting, while clever-
ly done.in its time, is wastefll of the broadcast
spectrumn and can benefit from modern signal pro-

cessing. In- addition, the average size of television
sets has grown steadily, and the average viewer is
getting closer to the display,

These newer applications, delivery media, and
viewing habits are exposing various limitations of
the current television system. At the same time a
new capability is being enabled owing tc the tech-
nology of compression, inexpensive and powerful
integrated circuits, and large displays. Thus, we
have an unstoppable combination of technological
push with commercial pull.

High-Definition Television (HDTV) systems
now being designed are more than adequate to fill
these needs in a cost-effective manner. HDTV will
be an entirely new high-resolution and wide-screen
television system, producing much better quality
pictures and: sound. It will be one of the first sys-
tems that will not be backward compatible.

Worldwide efforts to achieve practical HDTV
systems have been in progress for over 20 years.
‘While we do not provide a detailed historical per-
spective on these efforts, a summary of the progress
made towards practical HDTV is as follows:

+ HDTVin Japan
—1970°s NHK started systems work; infrastruc-
ture by other Japanese companties
—1980% led to MUSE, 1125/60 2:1 interlaced,
fits 27 MHz satellite transponder
—Satellite HDT'V service operating; NHK’s for-
mat international exchange standard

307

Page 19 of 22



308 High-Definition Television: (HDTV)
—Narrow-MUSE proposed to FCC for USA
—TFuture of MUSE nct promising, switch to all

digital system expected ’

* HDTYV in Europe
—In 1986, broadcasters and manufacturers

started HD-MAC effort
—HD-MAC intended backward compatible
with PAL and D-MAG; satellite (DBS)
—HD-MAC obsolete; new system with digital
compression/modulation sought
+ HDTV in North America
—1In 1987, broadcasters requested FCC which
resulted in formation of Advisory Committee
{ACATS)

—AQCATS proposed hardware testing of 23 sys-
tems, 5 survived around test time

—All 4 digital systems in running after tests,
formed Grand Alliance in 1993

This chapter summarizes the main characteris-
tics of HDTV and its expected evolution,

14.1 CHARACTERISTICS OF HDTV
HDTV systems are currently evolving from a num-
ber of proposals made by different organizations in
different countries. While there is no complete
agreement, a number of aspects are common to
most of the proposals. HDTV is characterized by
increased spatial and temporal resolution; larger
image aspect ratio (i.e., wider image); multichannel
CD-quality surround sound; reduced artifacts
compared to the current composite analog televi-
sion; bandwidth compression and channel encod-
ing to make better utilization of the terrestrial
spectrum; and finally, digital to provide better
interoperability with the evolving telecommunica-
tions and computing infrastructure.

The primary driving force behind HDTV is a
much better quality picture and sound tc be
received in the consumer home. This is done by
increasing the spatial resolution by more than a
factor of 2 in both the horizontal and vertical
dimensions. Thus, we get a picture that has about
1000 scan lines and more than 1000 pels per scan
line.

In addition, it is widely accepted (but not fully
agreed to) that HDTV should eventually use only

progressive (noninterlace) scanning at about 60
frames/s to allow better fast-action sports and far
better interoperability with computers, while also
eliminating the artifacts associated with interlace.
The result of this is that the number of active pels
in an HDTV signal increases by about a factor of
5, with a corresponding increase in the analog
bandwidth,

- From consumers’ experience in cinema, a wider
image aspect ratio (IAR) is also preferred. Most
HDTV systems specify the image aspect ratio to be
16:9. The quality of audio is also improved by
means of multichannel, CD-quality, surround
sound in which each channel is independently
transmitted.

Since HDTV will be digital, different compo-
nents of the information can be simply multi-
plexed in time instead of frequency multiplexed on
different carriers as in the case of analog TV. For
example, each audio channel is independently
compressed, and these compressed bits are multi-
plexed with compressed bits from video, as well as
bits for closed-captioning, teletext, encryption,
addressing, program identification, and other data
services in a layer fashion.

Unfortunately, increasing the spatial and tem-
poral resolution of the HDTV signal and adding
multichannel sound also increases its analog band-
width. Such an analog signal cannot be accommoe-
dated in a single channel of the currently allocated
broadcast spectrum.,

Moreover, even if bandwidth were available,
such an analog signal would suffer interference
both to and from the existing TV transmissions, In
fact, much of the available broadcast spectrum can
be characterized as a fragile transmission channel,
Many of the 6-MHz TV channels are kept unused
because of interference considerations, and are
designated as faboo.channels.

Therefore, all the current HDTV proposals
employ digital compression, which reduces the
bitrate from approximately 1 Gbit/s to about 20
Mbits/s. The 20 Mbits/s can be accommodated in
a 6-MHz channel either in a terrestrial broadcast
spectrum or a cable television channel. This digital
signal is incompatible with the current television
system and therefore can be decoded only by a
special decoder.
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Fig. 14.1 Simulcasting of digital HDT'V with NTSC analog T'V. Under current.channel assignments, many channels remain
vacant (i.e., taboo) to avoid co-channel and adjacent channel interference. Since digital signals have lower transmission power, they

can use the taboo channels in the new channel assignment.

In the case of terrestrial broadcast it is also nec-
essary to reduce interference to and from other
broadcast signals, including the analog. television
channels. Therefore, digital HDTV modulates, the
compressed audio and video bits onto a signal that
has much lower power than theanalog TV signal
and has no high-power carriers, while requiring
the same analog bandwidth as the current analog
TV. In addition, most HDTV proposals simulcast®
the HDTV signal along with the current analog
TV having the same content (see Fig. 14.1).

A low-power, modulated digital HDTV signal is
transmitted in a taboo channel that is currently
unused because of co-channel and adjacent chan-
nel interference considerations. Simultaneously, in
an existing analog channel, the same content
{down-converted to the current television standard)
will be transmitted and received by today’s analog
television sets. By proper shaping of the modulated
HDTV signal spectrum, it is possible to avoid its
interference into distant co-channel as well as near-
by adjacent channel analog television signals. At
the same time, distant co-channel and nearby adja-
cent channel analog television signals must not

*The same program is'scnt.on twa channcls.

degrade the HDTV pictures significantly because
of interference.

This design allows previcusly unused terrestrial
spectrum to be used for HDTV. Of course, it could
also be used for other services such as digital Stan-
dard Definition Television (SDTV}, computer
communication, and so forth. Consumers with
current television sets will receive television as they
do now. However, consumers willing to spend an
additional amount will be able to receive HDTV
in currently unused channels. As the HDTV ser-
vice takes hold in the marketplace, spectrally ineffi-
cient analog television can be retired to release
addidonal spectrum for additional HDTV, SDTV,
or other services. In the United States, the FCC
plans to retire NTSC after 15 years from the start
of the HDTV broadcasts.

Amother desirable feature of HDTV systems is
easy interoperability with the evolving relecommu-
nications and computing infrastructure. Such
interoperability will allow easy introduction of dif-
ferent services and applications, and at the same
time reduce costs because of commonality of com-
ponents and platforms across different applica-
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tions. There are several characteristics that
improve interoperability Progressive scanning,
square pels, and digital representation all improve
interoperability with computers, In addition, they
facilitate signal processing required to convert
HDTYV signals to other formats either for editing,
storage, special effects, or down-conversions to cur-
rent television. The use of a standard compression
algorithm (c.g, MPEG?%) transforms raw, high-
definition audio and video into a coded bitstream,
which is nothing more than a set of computer
instructions and data that can be executed by the
receiver to create sound and pictures.

Further improvement in intercperability at the
transport layer is achieved by encapsulating audio
and video bitstreams into fixed-size packets. This

facilitates the use of forward error correction (nec--

essary to overcome transmission errors) and pro-
vides synchronization and extensibility by the use
of packet identifiers, headers, and descriptors. in
addition, it allows easy conversion of HDTV pack-
ets into other constant size packets adopted by the
telecommunications- industry; for example, the
Asynchronous Transfer Mode (ATM) standard for
data transport.

Based on our discussion thus far the require-
ments for HDTV can be summarized as follows:

-
'

+  Higher spatial resolution
—Increase spatial resolution by at least a factor
of 2 in horizontal and vertical dlrcctlon
* Higher temporal resolution
—Increase temporal resolution by use of pro-
gressive 60 Hz temporal rate
+ Higher Aspect Ratio
—Increase aspect ratio to 16:9 from 4:3 for a
wider image v
«  Multichannel CD q.ua.lity surround sound
—At least'4 to 6 channel surround sound system
* Reduced Artifacts as compared to Analog TV
—Remove composite format artifacts, mterlacc
artifacts etc
* Bandwidth compression and channel coding to
make better use of Terrestrial spectrum .
—Digital processing for efficient spectrum usage
-+ Interoperability with evolving telecommunica-
tion and computing infrastructure
—Digital compression and processing for ease of
interworking

14.2 PROBLEMS OF CURRENT
ANALOG TV

Current analog TV was designed during the days
when both the compression, modulation, and sig-
nal processing algorithms and the circuitry to
process them were not adequately developed.
Therefore, as the current TV began to get
deployed for different applications, its artifacts as
well as inefficiency of spéctral utilization became
bigger problems. Digital HDTV attempts to allevi-
ate many of these problems. Interline flicker, line
crawl, and vertical aliasing are largely a result of
interlaced scanning in current television. These
effects are more pronounced in pictures containing

" slowly moving high-resclution graphics and text

with sharp edges. Most pictures used for entertain-
ment, news, and sports did not historically contain
such sharp detail, and these effects were tolerably
small. The computer industry has largely aban-
doned interlace scanning to avoid these problems.
Progressive scanning and transmission of HDTV
can eliminate these effects almost entirely.

Large area flicker as seen from a close distance on
large screens is the result of our ability to detect
temporal brightness variations, even at frequencies
beyond -60 Hz, in the peripheral areas of our
vision. The cost of overcoming this problem in
terms of bandwidth (i.e., by increasing .the frame
rate) is too large and is therefore not addressed in
any current HDTV proposal. Computer displays
employ much higher frame rates (up to 72 Hz) to
overcome large area flicker. However, the bright-
ness of a computer display is usually much higher
than that of hoeme TV, and this accentuates the
effect, thereby requiring the larger frame rate.

Static raster visibility is more apparent on larger
displays since viewers can visually resolve individ-
ual scan lines. The increased spatial resolution in
HDTV will reduce this effect substantially.

Cross-color and cross-luminance are a result of the
color modulation used to create the analog com-
posite signal. HDTV will use component signals.
Moreover, in digital HDTV, each color component
will be compressed separately; with.the compressed
bits multiplexed in time. Thus, these. two effects
will be eliminated entirely.

With the present analog television, a number of
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