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Abstract

Range image acquisition can be made in many different ways. In active range imaging a
light source is used in cooperation with the sensor and in passive range imaging no special
lighting is used. In this paper we concentrate on active range imaging where sheet-of-light
illuminates the scene. We present and compare both new and previously reported smart
sensor architectures. ’

Our new image sensor design incorporates the concept of Near Sensor Image Processing
(NSIP) where the individual sensor operation is an integrated part of the signal process-
ing algorithm, This architecture can provide range images with very high frame rates.
The limit is set by the integration time in the sensor. The NSIP design is automatically
adaptive to different light intensities since the utilized integration time for each cell
depends on the incoming light. There is no transfer of analog data; each sensor cell output
is binary and thus there is no signal degradation in the image readout.Concurrent with
the range image, the chip can also produce a grey level reflectance image.

1 Introduction

1.1 Active range imaging

Range imaging is used in many applications, e.g. road surface surveys [8] and industrial

robots.In active range imaging the scene is illuminated with structured light, for instance

spot illumination, a sheet-of-light or gray coded light. A thorough discussion on the differ-
ent methodologies can be found in [3], [10] and [11].

In single point illumination one data point (rangel) is acquired for each position of light,
and thus Nz integrations have to be made to obtain a NxN image. In sheet-of-light illu-
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mination one row of rangels is acquired at each light position and thus N integrations are
needed for a NxN image. When using gray-coded light the scene is illuminated with logN
patterns and therefore logN integrations are needed to form one image.

The gray-coded light technique would then seem to have a speed advantage. However, to
get the same signal-to-noise ratio, the over-all illumination level must be increased pro-
portionally. Also, it is difficult to make & projector which can switch between patterns as
fast as the sensor can integrate images. Hence, the bottle-neck is in the projector design
rather than the sensor,

When using sheet-of-light the projection can be made with a scanning mirror which is con-
siderably simpler than a shutter design. In other applications the sheet-of-light is not
sweeped, but the apparatus or scene is moving and thus no moving parts are needed.

1.2 Range imaging with sheet-of-light

In a sheet-of-light system range data is acquired with triangulation, see Figure 1a. The
offset position of the reflected light on the sensor depends on the distance from the light
source to the object. To make a sheet-of-light the laser light is passing a cylindrical lens,
see Figure la-b. For each position of the sheet-of-light a one dimensional range image is
acquired, see Figure 1c. Two dimensional images can be obtained in at least three ways:
by moving the apparatus over a static scene (in a road survey vehicle), by moving the
scene (conveyor belt) or by sweeping the sheet-of-light with a mirror over the static 3 -
scene. In the two first cases the distance can be computed from the offset position in each
line with a simple lookup table. In the latter ease the direction of the emitted sheet-of-
light changes so that a full triangulation computation has to be made to obtain the dis-
tance to the objects in the image.

In any case, for each illumination position (and sensor integration) the output from the
2D image sensor should be reduced to a 1D-array of offset values.

_ FIGUREIA g o Aren FIGURE 1B FIGURE 1C
Light, |7 W offeet % Light Sensor Area

i} A
Max  offset Min

FIGURE 1. A range camera using sheet-of-light. Figure 1a shows the illumination with the sheet-of-light
perpendicular, Figure 1b parallel to the plane of the paper. Figure 1c shows a snapshot of the sensor
area.

PAGE 6 OF 19



2 Architectures with Smart Sensors

2.1 Video Camera

A standard video camera have poor performance when it is used for sheet-of-light range
imaging since the frame rate is set at 50 or 60 Hz, and only one row of rangels are
obtained from each video frame. If a 256x256 image is required this result in a range
image rate of 0.2 Hz. When using smart sensors which combine sensing and processing on
the same chip, shorter integration times can be utilized and considerably faster range
imaging obtained.

2.2 Position Sensitive Devices
A one dimensional Position Sensitive device, PSD, is the lateral photo diode shown sche-
matically in Figure 2. The incoming light produces a current in the diode and by measur-
ing the difference of the currents flowing in the different halves of the diode the position of
the centroid of the incoming light can be obtained. A summation of the currents give a
value proportional to the total intensity of the incoming light.

Equivalent electrical model
ng}xt Ia b

< b
Photo diode layer

Resistive layer I

Intensity = Ia + Ib Ponhon-H

FIGURE 2. A PSD 1-D photo diode.

A range finder based on multiple use of 1D PSD, Position Sensitive Devices, has been pre-
sented by Araki et al [7], and it can be seen in Figure 3. An array of 128 PSD’s output
range images at 32 Hz with a reported accuracy within 0.3%. Besides the problem of
designing the array itself, a possible drawback is that the output is an analog value of the
centroid of the incoming light. If the background light intensity is high in parts of the pic-
ture, the centroid is moved from the position of the peak value, see Figure 4.
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FIGURES.  Arange finder architecture from Araki et al [7). This figure also illustrate the rotating mirror
technique for sheet-of-light imaging.

Intensity
1 -+ P Position
Peak Centroid
position

FIGURE 4. Center of gravity when the background light intensity is high.

2.3 Analog Processing Sensor Cells (Kanade)

The sensor design proposed by Kanade [6] has analog processing in each sensor cell. Peak

detection and time when the peak occurred is derived within each sensor cell, see

Figure 5. The sensor area is integrated as the sheet-of-light sweeps the entire scene and
the analog value which hold the sawtooth value for the peak corresponds to the instant of
maximum intensity. This peint of time gives the direction of the transmitted light. A tri-
angulation is then made using this direction and the position in the sensor image which

corresponds to the direction of the incoming light. The peak amplitude is used for the
intensity image.

Each sensor integration gives one complete range image. Hence every pixel in the 2D sen-
sor must be read out in-between integrations. The use of & whole light sweep during each
integration make the architecture cannot be used with a moving scene or apparatus since
in such cases the one-to-one mapping between offset position (direction of incoming light)

and time (direction of transmitted light) does not hold. In Figure 1 for instance, if the
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scene is one-dimensional along the axis of movement the light will be projected onto the
same line during the whole integration.

Due to the extensive hardware in each cell this design is very hard te implement in stan-
dard VLSL An undocumented recent report mentions a fabricated 32x32 array.

\A Preamplifier >_P G

Photo
Track an
diode .
hold L~ Intensity
Com
- Im?; . l’.g'ﬂagkan .

FIGURE 5. Senscr cell due to Kanade.

2.4 Peak Detection with column read-out

This architecture was originally described briefly in [2). The principle is that after inte-
gration of one light position the analog values are read out column-wise, and the maxi-
mum and its position are obtained, see Figure 6. The peak detection circuits are
somewhat similar to those described above in Figure 5.

An apparent disadvantage with this circuit is that it is impossible to do the light integra-
tion and the max detection in parallel without analog storage capabilities in the sensors
(i.e. an analog shiftregister).

Column decoder Counter

Load

Max position

regis

poak. ¥

Qutput

FIGURE 6. Column by eolumn readout with peek detection.

The max detection circuits consists of a column of comparators which compare each Tow
output with the previously recorded maximum intensity. If a new maximum is found, the
analog value is saved in an analog register and the column position is saved in a max posi-
tion register. This is showed in Figure 7. To obtain the intensity maximum value a D/A
converter is connected to the comparator instead of the row output so that the maximum
value found is compared with a ramp (staircase) signal, When the ramp signal reaches the
value of the max register the counter value is loaded to & shiftregister as seen in Figure 7.

5
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Thus, one set of range values for one sheet-of-light position is captured in a time frame
which consists of integration plus read-out of positions plus (optional) read-out of intensi-
ties.

Column address
-
Column counter
/A -1

;orogutmnfinhenmty

i Comparator |
Position
! fi22008

A

' Load new max

FIGURE 7. One peak detection circuit with maximum value output.

2.5 A row by row architecture

This architecture utilizes row-by-row readings of analog sensor data, see Figure 8. For
each row of output we find the position median of the incoming light profile. The reason
that this architecture measures the median rather than the maximum position is that it
compares two sums of pixel values. The analog values from the sensor output are multi-
plexed and summed to cne or the other of the two inputs of a comparator. The output of
the comparator controls a sequential network of type successive approximation which
maoves the position median left or right. To get the output for a N bit row the network has

to do logN approximations.

This design suffer from the same problem with sensitivity to background light as the PSD
solution presented in section 2.2. Sensor integration and read-out can take place in paral-
lel.

Analog sensor output

I: L::”' l: l::”' Analog sum 1 '”: ;”'
Anaslog sum 2
F

\ I;cofie

1) A

Register —7» Qutput
Approximation |«

FIGURE 8,

Row-by-row read-out with analog/digital processing to find the median position.
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2,6 MAPP as a Range Image Sensor

In the MAPP2209, see [12], the sensor array is read one row at the time and the position
of the maximum can be determined with a kind of successive approximation using all data
from one row at the same time, see Figure 9. The relatively simple added off-chip hard-
ware consists of the approximation logic. Initially, at time t = 0, the approximation regis-
ter, i.e. the reference voltage, is set to 10000000, = 128,,. If there is at least one position
with a voltage over 128, the Global-OR will go high. If the Global-OR was high the next
reference voltage will be set to 110000004 = 196y, otherwise the voltage will be set to
010000004 = 64;¢. Table 1 shows these steps for each t, where G; stands for the Global-OR
at time i. This procedure takes O(b) cycles for a b bit digital output. If the special approxi-
mation hardware is used this figure is 2b+0(1). The intensity value is found in the
approximation register after t=8.

The comparator output data is now a single one or (possibly several ones) representing the
position of the peak amplitude. To obtain the leftmost one (a discussions on which signal
to choose is found in section 3.3) the built in GLU, Global Logic Unit, functions Il and
count are used. The function Ifill fill all registers to the right of the leftmost one with ones,
and the function count counts the total number of ones in the registers.

Off chip |
hardware

Global Logic Unit

* Global *
Position OR Intensity
output output

FIGURE 9. Using MAPP for sheet-of-light range imaging.

t X7 X6 X5 X4 X3 X2 X1 X0
0 1 0 o 0 o o o 0
1 GO 1 0 0 0 0 0 0
2 G G1 1 0 0 0 0 0
3 G0 G1 G2 1 0 0 0 (]
4 GO G1 G2 G8 1 0 0 0
5 G0 G G2 G3 G4 1 0 0
6 GO Gl G2 G8 G4 G5 1 0
7 GO GI G2 G3 G4 G5 G8 1
8 GO GI G2 G3 G4 G5 @G6 @7
TABLE 1. The successive approximation scheme used with MAPP for sheet-of-light range imaging. X7 is the

msb of the approximation and X0 is the 1sb.
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3 Near Sensor Image Processing

3.1 The basic Element

In Near Sensor Image Processing [1] (NSIP), the individual sensor operation is an inte-
grated part of the signal processing algorithm. The basic NSIP element is shown in
Figure 10A. The incoming light will induce a current, proportional {o the intensity, in the
diode. The time from the precharge of the diode to the time the diode voltage passes the
reference voltage of the comparator is inversely proportional to the light intensity, see
Figure 10B.

FIGURE 10A FIGURE 10B
vol
Dmdn_q Ref o Qutput
tha Binary
charge outpu low
high Uref N g;g-a‘mty
A EIO%:O Comparator intensity
diode Time
FIGURE 10.  The NSIP design. Figure 10a shows the schematic of the diode and comparator. Figure 10b shows
the output as a function of time and intensity.
3.2 The sensor cell

The design of & complete individual sensor cell for the sheet-of-light application can be
seen in Figure 11. Please note that this is a principal sketch and not a complete circuit
drawing. The sensor area consists of a two-dimensional array of sensor cells who are
interconnected via inhibit and output buses. The output bus is horizontal or vertical
depending on if data is read-out one column or one row at the time.

The integration starts after the photo diode has been precharged. As mentioned, it is then
discharged proportionally to the incoming light intensity. When the first photo diode in
the row is discharged to the point where the value goes below the reference voltage, the
comparator switches, and the inhibit bus goes low from its precharged high. Thus, at this
moment all sensors in the row are forced to freeze their potentials at C. Interpreted as
binary signals these values are zero except for the cell with the highest intensity (and
which took command over the inhibit bus). When the transfer transistors are enabled the
output data are moved from the first inverter to the second, and a new integration can
begin in the photo diodes. The readout is then made one row or column at a time concur-
rent with the next integration cycle in the sensors.

Global *
pre charge --q[l1

-~z
' P Inhibit bus Output
P )
N N dpiho(:it: _J_ J_

FIGURE 11.

A complete single cell in the sensor array. The inhibit bus 18 precharged high, The output bus is
verﬁcn?l or ho:igontal depending on if row-wise or column-wise read-out is w
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3.3 Global architecture

The presentation of the global architecture is divided into three parts. The first two
describe two possible implementations for the range data readout from the sensor while
the last part describes the logic to obtain intensity images.

The problem with several sensor cells in one row set to one is a difficult one. In three dif-
ferent solutions the output is reduced to the leftmost position, the median, and the cen-
troid respectively. Which version is the most appropriate have not been thoroughly
investigated. For now the global logic is assumed to take the leftmost position. This deci-
sion logic also has to handle the case when no output is found, i.e. when the scene is shad-
owed.

Column read-out

A global architecture with column-by-column readout is showed in Figure 12. In the read-
out the columns are addressed one at the time and if a one is found the column address is
saved in a shiftregister for that row. If several ones are found the last (leftmost) will be
saved in the register, Thus, when all columns have been addressed the position registers
will contain the addresses for the maximum intensity positions for each row. The problem
with no sensor output can be solved by pre-loading the max position registers with a spe-
cial code. The registers are set up as pairs to enable full concurrency. After each complete
column read-out the data are copied to the second pair of registers and then shifted during
the next column readout.

Column decoder

Column

counter

e

Position
output

FIGURE 12.

A global architecture with column readont.

Row read-out

A global architecture with row- by-row readout of position data is showed in Figure 13.
From the 2D-array of sensors, binary data is read one row at a time, and the hinary code
of the position of the single one is obtained with an encoder. The encoder work by letting
each signal from the sensor control an enable signal to switch the appropriate address to
the output bus. This hardware also has to handle the cage when more than one sensor
position is set to one, and this is done in the multiple-ones-blocking-circuit, which inhibits
all but the leftmost one. The case when no single position is set also has to be treated, and
this can be done by having a dummy output last which always is one, and which is inter-
preted as no signal by the following signal processing.
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Intensity image logic

The time from the start of the integration to the activation of the inhibit bus is inversely
proportional to the light intensity in the maximum intensity position, This intensity
depends on the reflectance (brightness) of the surface swept by the sheet-of-light. A full
reflectance map, an intensity image, can be obtained as follows by the area which is
marked by down-slanting lines in Figure 13. A counter is started when the sensors are
activated, and when the inhibit bus of a certain row is triggered the corresponding regis-
ter is loaded with the counter value. These registers are then addressed simultaneously
with the row output so that both the position and its intensity value are output concur-
rently. To be able to use this design concurrent with the integration, the registers have to
be doubled so that one set of registers can be loaded from the inhibit bus while the other
set is used for output.

To facilitate automatic adaption of the reference voltage (integration time) extra hardware
is incorporated in the design shown in the area which is marked by up-slanting lines in
Figure 13. The adaption is based on the integration times for the first and last row to
reach the reference voltage. These can be detected by taking a Global-OR and Global-
AND, respectively, of the inhibit bus signals. The OR function will react for the first tran-
sition, the AND function for the last. To get the best signal-to-noise ratio, the integration
times should be as long as possible. This means that for optimization, the reference volt-
ages should be lowered as much as possible without missing a row with a low but still sig-
nificant illumination.

10

PAGE 14 OF 19




3.4 Sensor cell variations

Clocking the sensor output

To get a discrete digital behavior from the sensor output, clocking can be applied on the
inhibit bus control as seen in Figure 14. By clocking @, before @; it is always insured that
data have time to reach the memory cell before the hold transistor can switch off.

Inhibit bus

F%
d transistor
To memory cell

FIGURE 14.  Aclocked version of the sensor cell. The clock is two phase non-overlapping.

The comparator design

The comparator can be realized as in Figure 15, The bias voltage come from a global tran-
sistor, and the comparator is a current mirror sense amplifier with an inverter output.
The inverter amplifies the signal level.

FIGURE 15, A current mirror comparator, with Teservation for the polarity of the output.

The sensor cell can be implemented without a comparator which is interesting since the
comparator is large and has high power consumption. The major power dissipation in the
comparator comes from the constant bias current flowing in the current mirror. To over-
come this, the current mirror is removed and the threshold is controlled indirectly by
charging the photo diode to different values and using a fixed threshold.

A design using a precharged/clocked inverter switch is shown in Figure 16. This switch
works by sensing the photo diode voltage in each clock eycle, and if the diode voltage has
sunk below the threshold of the switch transistor it will charge the output to high when
the clock goes low. This implies that the following circuits also be adapted to & a precharge
situation. The output will always be precharged to low.

11
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FIGURE 16. A comparator with a clocked inverter.

Inhibit bus design

The inhibit bus suffers from problems with large capacitive load and thus long switching
times. One way to obtain sufficient speed is to use a double bus structure as seen in
Figure 17. This architecture is from page 368 in Principles of CMOS VLSI design [9] and
is designed for fast memory readout. The idea is to use a global sense amplifier to detect
inhibitation, amplify the signal, and feed it back to all sensor cells in the row.

To internal memory cell
in sensor cell

FIGURE 17.  Realization of the inhibit bus with memory logic readout,

3.5 Size estimations

With 20 transistors in each cell, a 128x128 implementation would give 330 000 transis-
tors, which is feasible. A 128x128 realization on a 10x10 mm chip would leave approxi-
mately 80x80 um for each cell. In the currently available CMOS process, with A = 0.8 pm,
the sensor diode takes up approximately 25x25 pm and the comparator 60x160 pm (Val-
ues from MAPP [12]). Transposed to a quadratic cell this give approximately 100x100 pm,
and a total area of 13x13 mm. The digital parts can be made very small since most of
these can be implemented with minimum sized transistors.

4 Increasing the aperture

All smart sensors have problems to utilize the whole sensor area for light absorption. The
percentage of active sensor area should be maximized to get a good signal to noise ratio. A
radical but difficult solution is to bury the processing circuitry below the sensors in a 3-D
structare.

12
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Another way to utilize the whole sensor cell area effectively for light absorption is to apply
a micro lens over each sensor cell, see Figure 18. A micro lens collects the incoming light
over the whole cell area and concentrates it onto the photo diode. This design is used by
Sony in their video camera design and the lens is made by SiO, as a part of the total VLSI
process. A micro lens structure should also be possible to apply to the chip after the VLSI
process.

Incoming light

FIG 18. A micro lens cell architecture.

6 Comparisons

5.1 Speed

The architectures which can integrate and output data simultaneously can obtain higher
frame rates than those who cannot. Both the row-by-row architecture and MAPP use a
standard photo diode sensor array that can integrate light in parallel with readout but the
row samples will get skewed in time, see Figure 19. The PSD solution will also result in
skewed samples. Time skewed samples result in an image which will be skewed when pre-
sented without interpolation of the light direction since the direction of the transmitted
light varies over the range image row. Only the NSIP design can do non interlaced inte-
gration and simultaneous image readout. Furthermore, the NSIP design has the sensor
integration time and not the signal processing as a speed bottleneck.

Area swept by sheet of light during one sensor integration

Unskewed sensor integration Skewed sensor integration
Integration n &
Sweep direction m sweep Sweep direction m
In ion n+1 el [~ Integration n
Sweep direction m+1 Sweep direction m+1
—
Areaintegrated  Area integrated Integration n+1
bysensorrow1l by sensorrown Aren integrated
by sensor row 1
Area integrated
by sensor row n

FIGURE 19. Integration scheme, unskewed compared with skewed. The light is considered illuminating a flat
nm-fger: to simplify the figure. pare

5.2 Noise sensitivity

The NSIP architecture have digital data transports which is less noise sensitive at high
clock frequencies than the analog transfers in the other designs. Both the PSD and the
row-by-row readout architectures compute the center of gravity of the incoming light
rather than the position of the maximum, This should make them sensitive to background
illumination. The NSIP design automatically adapts for different light intensities and the
risk of sensor saturation is very low.

13
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5.3 Complexity

The architecture proposed by Kanade is the most complex one with the double analog reg-
isters in each sensor cell. The NSIP design is also quite complex but we believe that it is
possible to fabricate working sensors with standard CMOS VLSI design. Furthermore,
the NSIP design does not need any analog hardware outside of the sensor area which
makes it rather VLSI friendly.

5.4 Versatility

The NSIP architecture, the Kanade architecture, the Peak Detection architecture and
MAPP can all output grey level reflectance images concurrently with the range data. The-
oretically, the PSD architecture can output reflectance maps, but no reports of this are
available. Intensity information is very useful for light adaption. The NSIP architecture
automatically saves the minimum and maximum intensity values. As shown in Figure 13,
they are primarily intended for control of the Ref voltage. However, in a more controlled
environment they can be used to adjust the illuminator as well,

6 Conclusions

We have presented a new high speed solution for range imaging with sheet-of-light, and
we have shown that it is competitive to previously reported designs. The key point is the
row-wise max detector. We believe this solution is much simpler than most other designs
e.g. the one suggested by T. Kanade [6]. We estimate that, using 8 CMOS process with A =
0.8pm, 128x128 cells of the type shown in Figure 11 ghould fit on a 10x10mm chip. An
image integration time of 50ps gives a data readout of 2.5 M rangels per second. If a full
range image is assumed to consist of 128x128 data points (rangels) these should be possi-
ble to acquire in 6.5ms, i.e. at a frame rate of 150Hz.

Our implementation efforts will focus on the sensor circunitry, especially the comparator,

which poses a size reduction problem. Naturally, the area percentage of the sensor diodes
must be kept as large as possible.
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