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I, Pierre Moulin, hereby declare the following:  
 
I. INTRODUCTION  

1. My name is Dr. Pierre Moulin, D. Sc., and I am a Professor of 

Electrical and Computer Engineering (“ECE”) and Statistics at the University of 

Illinois. I have been retained by counsel for Gracenote, Inc. (“Patent Owner”) as a 

technical expert in the above-captioned case, as well as two related cases. 

Specifically, I have been asked to respond to certain issues raised by Petitioner, 

Free Stream Media Corp. d/b/a Samba TV (“Petitioner”) in IPR petition No. 

IPR2020-00216 regarding U.S. Patent No. 9,066,114 (“the ’114 Patent”), IPR 

petition No. IPR2020-00217 regarding U.S. Patent No. 9,407,962 (“the ’962 

Patent”), and IPR petition No. IPR2020-00218 regarding U.S. Patent No. 

9,479,831 (“the ’831 Patent”) (the ’114 Patent, the ’962 Patent, and the ’831 Patent 

are collectively referred to as “the Challenged Patents”).  For the sake of 

convenience, I have been asked to submit a single declaration with regard to 

opinions I have reached for each of these three respective IPR petitions, and I 

understand this same declaration is being submitted separately for each of these 

three matters. 

2. I am being compensated in this matter, and no part of my 

compensation depends on my opinions or the outcome of these proceedings.  I note 
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that I have no financial interest in Petitioner or Patent Owner, and I have no other 

interest in the outcome of these matters. 

3. In reaching my opinions in this matter, I have reviewed the following 

materials: 

• Petition for Inter Partes Review of U.S. Patent No. 9,066,114 (“’114 
Petition”); 

• Patent Owner Preliminary Response to Petition for Inter Partes Review 
of U.S. Patent No. 9,066,114; 

• Petition for Inter Partes Review of U.S. Patent No. 9,407,962 (“’962 
Petition”); 

• Patent Owner Preliminary Response to Petition for Inter Partes Review 
of U.S. Patent No. 9,407,962; 

• Petition for Inter Partes Review of U.S. Patent No. 9,479,831 (“’831 
Petition”); 

• Patent Owner Preliminary Response to Petition for Inter Partes Review 
of U.S. Patent No. 9,479,831; 

• Exhibit 1001 – U.S. Patent No. 9,066,114 (“the ‘114 Patent”); 

• Exhibit 1002 – U.S. Patent No. 9,407,962 (“the ’962 Patent”); 

• Exhibit 1003 – U.S. Patent No. 9,479,831 (“the ’831 Patent”); 

• Exhibit 1004 - Select portions of prosecution history of the ’114 Patent 

• Exhibit 1005 - Select portions of prosecution history of the ’962 Patent 

• Exhibit 1006 - Select portions of prosecution history of the ’831 Patent 

• Exhibit 1007 – Expert Declaration of Dr. Ahmed H. Tewfik (“’114 
Tewfik Decl.”); 

• Exhibit 1008 – Expert Declaration of Dr. Ahmed H. Tewfik (“’962 
Tewfik Decl.”); 

• Exhibit 1009 – Expert Declaration of Dr. Ahmed H. Tewfik (“’831 
Tewfik Decl.”); 
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• Exhibit 1011 – U.K. Published Patent Application GB 2,375,907A to 
Murphy (“Murphy”);  

• Exhibit 1012 – U.S. Patent Application Publication 2002/0126872 to 
Brunk, et al. (“Brunk”); 

• Exhibit 1013 - W. Kate, et al. “trigg&link: A New Dimension in 
Television Program Making,” in Lecture Notes in Computer Science 
1197, vol. 1242, Multimedia Applications, Services and Techniques-
ECMAST '97, (1997) 51-65 (“Kate”); 

• Exhibit 2004 –  U.S. Patent No. 7,185,201 to Rhoads, et al. (“Rhoads”) 

• Exhibit 2005 – Prosecution History for U.S. Patent No. 8,020,000 

• Exhibit 2006 – U.S. Patent No. 8,020,000 Patent to Oostveen, et al. 

• Exhibit 2007 – U.S. Patent Application Publication No. 2003/0021441 to 
Levy, et al. (”Levy”) 

• Exhibit 2008 – File History for U.S. Patent Application No. 16/264,134 
(“’134 Application File History” or “’053 Patent File History”) 

• Exhibit 2009 – Prosecution History for U.S. Patent No. 9,066,114 
A. Background and Qualifications 

4. My qualifications to testify about the Challenged Patents, the prior art 

at issue, and the relevant technology are summarized below, and additional detail 

regarding my background, experience, and qualifications can be found in my 

Curriculum Vitae, which has been attached hereto as Appendix A. 

5. I am currently a Professor of Electrical and Computer Engineering 

(“ECE”) and Statistics at the University of Illinois at Urbana-Champaign (UIUC).  

6. I received an Ingénieur Civil Electricien from Faculté Polytechnique 

de Mons, Belgium in 1984, a Masters in Electrical Engineering from the 
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Washington University, St. Louis in 1986, and a PhD in Electrical Engineering 

from Washington University, St. Louis in 1990. 

7. After working as a Research Scientist for Bell Communications 

Research in Morristown, New Jersey, I joined the University of Illinois as 

Assistant Professor (1996) and later became Associate Professor (1999) and 

Professor (2003) in the Department of Electrical and Computer Engineering, 

Research Professor in the Coordinated Science Laboratory, faculty member in the 

Beckman Institute’s Image Formation and Processing Group, and affiliate 

professor in the Department of Statistics. I am also a member of the Information 

Trust Institute and the founding director of the Center for Information Forensics, a 

multidisciplinary research center involving twenty colleagues.  I am also a member 

of the Advanced Digital Sciences Center, a multidisciplinary research center of 

UIUC in Singapore. My fields of professional interest and expertise are 

information theory, image and video processing, statistical signal processing and 

modeling, decision theory, information hiding and authentication, and the 

application of multiresolution signal analysis, optimization theory, and fast 

algorithms to these areas. 

8. I have served as Associate Editor for the IEEE Transactions on 

Information Theory from 1996 till 1998, for the IEEE Transactions on Image 

Processing from 1999 till 2002, and then as Area Editor from 2002 till 2006. In 
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1999, I was co-chair of the IEEE Information Theory workshop on Detection, 

Estimation and Classification. I was a Guest Editor of the IEEE Transactions on 

Information Theory 2000 special issue on Information-Theoretic Imaging; Guest 

Editor of the IEEE Transactions on Signal Processing's 2003 special issue on Data 

Hiding; and member of the IEEE Image and Multidimensional Signal Processing 

(IMDSP) Society Technical Committee (1998-2003), the Information Forensics 

and Security (IFS) Technical Committee (2007-2010) and the Image, Video, and 

Multidimensional Signal Processing (IVMSP) Technical Committee (2010-

present); and the Board of Governors of the IEEE Signal Processing Society 

(2005-2007). I was co-founder and Editor-in-Chief of the IEEE Transactions on 

Information Forensics and Security. I am a Fellow of IEEE (2003) and a recipient 

of a 1997 Career award from the National Science Foundation and recipient of the 

IEEE Signal Processing Society 1997 Best Paper award in the IMDSP area. I am 

also co-author  of a paper that received the IEEE Signal Processing Society 2002 

Young Author Best Paper award in the IMDSP area. I was selected as Beckman 

Associate of UIUC’s Center for Advanced Study (2003) and Sony Faculty Scholar 

(2005-2007). I have also been plenary speaker for several international conferences 

and workshops and was a Distinguished Lecturer of the IEEE Signal Processing 

Society for 2012-2013. 



IPR2020-00216 
Gracenote EX2001 Page 8 

9. My research and expertise have encompassed many areas relevant to 

the technology at issue in these proceedings, including signal, image and video 

processing, and automated content recognition, among others.  Broadly, my 

research and expertise have encompassed the areas of signal processing, modeling, 

compression, imaging, information theory, statistics, stochastic processes, wavelets 

and multiresolution analysis, estimation, detection, pattern recognition, learning, 

visual analytics, content identification, watermarking, hashing, fingerprinting, 

steganography, information security, and optimization.  My students and I research 

the theory and application of statistics and information theory to a variety of signal, 

image, and video processing problems.  My work has included a number of 

primary research thrusts.  First, it has included work in the area of content 

identification and robust hashing. We have worked to develop a fundamental 

theory of content identification from first principles, and to develop hashing codes 

that have outperformed the state of the art. Second, it has included information 

forensics and security, and, specifically, developing an information theory of 

watermarking and data hiding, in collaboration with others. This led to fruitful 

collaborations in which we constructed codes that can approach fundamental 

bounds and can resist arbitrary noise and a broad class of desynchronization 

attacks. We also analyzed security flaws for watermarking systems, and methods 

that can remedy those flaws. A third  research thrust of mine, conducted primarily 
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at ADSC in Singapore, has included multimodal analytics, using techniques from 

statistical learning and computer vision. Our team won the 2012 HARL-ICPR 

competition on human activity recognition.  A fourth and more recent research 

thrust has included learning codes for joint image/video compression and 

classification.   

10. I have authored numerous publications in my areas  research, 

including those listed in my Curriculum Vitae.  Examples of courses I have taught 

include Introduction to Image and Video Processing (ECE418), Wavelets 

(ECE544), Statistical Imaging and Video Processing (ECE544), Statistical 

Learning (ECE544), Computational Inference and Learning (ECE566), and 

Making Sense of Big Data (ECE398BD/ECE314).  

II. LEGAL FRAMEWORK  

11. I am a technical expert and do not offer any legal opinions. However, 

counsel has informed me regarding certain legal principles regarding patentability 

and related matters under United States patent law, which I have applied in 

performing my analysis and arriving at my technical opinions in these matters. 

A. Obviousness 

12. I have been informed that a person cannot obtain a patent on an 

invention if the differences between the invention and the prior art are such that the 

subject matter as a whole would have been obvious at the time the invention was 
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made to a person having ordinary skill in the art (“POSITA”). I have been 

informed that a conclusion of obviousness may be founded upon more than a 

single item of prior art. I have been further informed that obviousness is 

determined by evaluating the following factors: (1) the scope and content of the 

prior art, (2) the differences between the prior art and the claim at issue, (3) the 

level of ordinary skill in the pertinent art, and (4) secondary considerations of non-

obviousness. 

13. I have also been informed that it is improper for the obviousness 

inquiry to be done in hindsight. Instead, the obviousness inquiry should be done 

through the eyes of a POSITA at the time of the alleged invention.  Specifically, I 

have been informed that it is improper, in an obviousness analysis, to apply 

hindsight by using the challenged patent’s specification or claims as a roadmap to 

assemble a collection of references or modifications to references.  I am informed 

that the proper question is what would have been obvious to a person of ordinary 

skill in the art without the benefit of hindsight and specifically without access to 

the patent at issue. 

14. In considering whether certain prior art renders a particular patent 

claim obvious, I have been informed that I should consider the scope and content 

of the prior art, including the fact that one of skill in the art would regularly look to 

the disclosures in patents, trade publications, journal articles, conference papers, 
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industry standards, product literature and documentation, texts describing 

competitive technologies, requests for comment published by standard setting 

organizations, and materials from industry conferences, as examples. I have been 

informed that for a prior art reference to be proper for use in an obviousness 

analysis, the reference must be “analogous art” to the claimed invention. I have 

been informed that a reference is analogous art to the claimed invention if: (1) the 

reference is from the same field of endeavor as the claimed invention (even if it 

addresses a different problem); or (2) the reference is reasonably pertinent to the 

problem faced by the inventor (even if it is not in the same field of endeavor as the 

claimed invention). In order for a reference to be "reasonably pertinent" to the 

problem, it must logically have commended itself to an inventor's attention in 

considering his problem. In determining whether a reference is reasonably 

pertinent, one should consider the problem faced by the inventor, as reflected 

either explicitly or implicitly, in the specification. 

15. I have been informed that, in order to establish that a claimed 

invention was obvious based on a combination of prior art elements, a clear 

articulation of the reason(s) why a claimed invention would have been obvious 

must be provided. Specifically, I am informed that, under the U.S. Supreme 

Court’s decision in KSR Int'l Co. v. Teleflex Inc., 550 U.S. 398 (2007), a 

combination of multiple items of prior art renders a patent claim obvious when 
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there was an apparent reason for one of ordinary skill in the art, at the time of the 

invention, to combine the prior art, which can include, but is not limited to, any of 

the following rationales: (A) combining prior art methods according to known 

methods to yield predictable results; (B) substituting one known element for 

another to obtain predictable results; (C) using a known technique to improve a 

similar device in the same way; (D) applying a known technique to a known device 

ready for improvement to yield predictable results; (E) trying a finite number of 

identified, predictable potential solutions, with a reasonable expectation of success; 

(F) identifying that known work in one field of endeavor may prompt variations of 

it for use in either the same field or a different one based on design incentives or 

other market forces if the variations are predictable to one of ordinary skill in the 

art; or (G) identifying an explicit teaching, suggestion, or motivation in the prior 

art that would have led one of ordinary skill to modify the prior art reference or to 

combine the prior art references to arrive at the claimed invention. I am also 

informed that where there is a motivation to combine, claims may be rejected as 

prima facie obvious provided a POSITA would have had a reasonable expectation 

of success regarding the proposed combination. 

16. I am informed that the existence of an explicit teaching, suggestion, or 

motivation to combine known elements of the prior art is a sufficient, but not a 

necessary, condition to a finding of obviousness. This so-called “teaching-
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suggestion-motivation” test is not the exclusive test and is not to be applied rigidly 

in an obviousness analysis. In determining whether the subject matter of a patent 

claim is obvious, neither the particular motivation nor the avowed purpose of the 

patentee controls. Instead, the important consideration is the objective reach of the 

claim. In other words, if the claim extends to what is obvious, then the claim is 

invalid. I am further informed that the obviousness analysis often necessitates 

consideration of the interrelated teachings of multiple patents, the effects of 

demands known to the technological community or present in the marketplace, and 

the background knowledge possessed by a person having ordinary skill in the art. 

All of these issues may be considered to determine whether there was an apparent 

reason to combine the known elements in the fashion claimed by the patent. 

17. I also am informed that in conducting an obviousness analysis, a 

precise teaching directed to the specific subject matter of the challenged claim 

need not be sought out because it is appropriate to take account of the inferences 

and creative steps that a POSITA would employ. The prior art considered can be 

directed to any need or problem known in the field of endeavor at the time of 

invention and can provide a reason for combining the elements of the prior art in 

the manner claimed. In other words, the prior art need not be directed towards 

solving the same specific problem as the problem addressed by the patent. Further, 

the individual prior art references themselves need not all be directed towards 
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solving the same problem. I am informed that, under the KSR obviousness 

standard, common sense is important and should be considered. Common sense 

teaches that familiar items may have obvious uses beyond their primary purposes. 

18. I also am informed that the fact that a particular combination of prior 

art elements was “obvious to try” may indicate that the combination was obvious 

even if no one attempted the combination. If the combination was obvious to try 

(regardless of whether it was actually tried) or leads to anticipated success, then it 

is likely the result of ordinary skill and common sense rather than innovation. I am 

further informed that in many fields it may be that there is little discussion of 

obvious techniques or combinations, and it often may be the case that market 

demand, rather than scientific literature or knowledge, will drive the design of an 

invention. I am informed that an invention that is a combination of prior art must 

do more than yield predictable results to be non-obvious.  

19. I am informed that for a patent claim to be obvious, the claim must be 

obvious to a POSITA at the time of the alleged invention. I am informed that the 

factors to consider in determining the level of ordinary skill in the art include (1) 

the educational level and experience of people working in the field at the time the 

invention was made, (2) the types of problems faced in the art and the solutions 

found to those problems, and (3) the sophistication of the technology in the field. 
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20. I am informed that it is improper to combine references where the 

references teach away from their combination. I am informed that a reference may 

be said to teach away when a POSITA, upon reading the reference, would be 

discouraged from following the path set out in the reference, or would be led in a 

direction divergent from the path that was taken by the patent applicant. In general, 

a reference will teach away if it suggests that the line of development flowing from 

the reference's disclosure is unlikely to be productive of the result sought by the 

patentee. I am informed that a reference teaches away, for example, if (1) the 

combination would produce a seemingly inoperative device, or (2) the references 

leave the impression that the product would not have the property sought by the 

patentee. I also am informed, however, that a reference does not teach away if it 

merely expresses a general preference for an alternative invention but does not 

criticize, discredit, or otherwise discourage investigation into the invention 

claimed.  

21. I am informed that even if a prima facie case of obviousness is 

established, the final determination of obviousness must also consider “secondary 

considerations” if presented. In most instances, the patentee raises these secondary 

considerations of non-obviousness. In that context, the patentee argues an 

invention would not have been obvious in view of these considerations, which 

include: (a) commercial success of a product due to the merits of the claimed 
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invention; (b) a long-felt, but unsatisfied need for the invention; (c) failure of 

others to find the solution provided by the claimed invention; (d) deliberate 

copying of the invention by others; (e) unexpected results achieved by the 

invention; (f) praise of the invention by others skilled in the art; (g) lack of 

independent simultaneous invention within a comparatively short space of time; 

(h) teaching away from the invention in the prior art. 

22.  I am further informed that secondary-considerations evidence is only 

relevant if the offering party establishes a connection, or nexus, between the 

evidence and the claimed invention. The nexus cannot be based on prior art 

features. The establishment of a nexus is a question of fact. 

B. Claim Construction 

23. I have been informed by counsel that the first step in an 

unpatentability analysis involves construing the claims, as necessary, to 

determine their scope. Second, the construed claim language is then compared 

to the disclosures of the prior art. I am informed that claims are generally given 

their ordinary and custom meaning as understood by one of ordinary skill in the 

art at the time of the invention, in light of the patent specification. 

24. For purposes of this declaration, I was not asked to offer any 

opinions on the issue of claim construction, and I was asked to simply assume 

that the express claim constructions offered in the Petitions were correct and to 
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apply those constructions in my analysis. See ’114 Petition, 11-15; ’962 

Petition, 11-12; ’831 Petition, 16-20. For all other claim terms not expressly 

construed by Petitioner or Patent Owner, I was instructed to apply the meanings 

of the claim terms of the challenged patent that were generally consistent with 

the terms’ ordinary and customary meaning, as a person of ordinary skill in the 

art would have understood them at the time of the invention after reading the 

challenged patent (which I understand is the so-called Phillips claim 

construction standard). I have been instructed to assume for purposes of this 

proceeding that the time of each of the claimed inventions was July 11, 2003. 

III. OPINIONS 

A. Level of a Person Having Ordinary Skill in the Art 

25. Unless expressly stated otherwise, my opinions provided in this 

Declaration are made based on the assumed date of invention aligning with the 

priority date of July 11, 2003 of the Challenged Patents, which counsel has 

instructed me to assume is the correct date. To the extent that any verb tense used 

in this Declaration or any deposition or testimony provided in this matter is in the 

present tense, e.g., “would understand” or “would be obvious,” such verb tense 

should be understood to be my opinion as of the Challenged Patents’ priority date 

(again, unless expressly stated otherwise). I may, on occasion, merely use the 

present verb tense for ease of reading. 
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26. I understand that Petitioner’s expert, Ahmed H. Tewfik, Sc.D., has 

proposed the following definition for the level of a person having ordinary skill in 

the art of the Challenged Patents as of July 11, 2003:  “a bachelor’s degree in 

computer science, electrical engineering or a similar field, and two years of work 

experience in multimedia signal processing, including watermarking, 

fingerprinting and their applications. A greater degree of education or work 

experience could substitute for a lesser degree of the other.” See ’114 Tewfik 

Declaration, ¶54, ’962 Tewfik Declaration, ¶49, ’831 Tewfik Declaration, ¶54. I 

was instructed by counsel to assume this definition was correct and to apply this 

definition for purposes of my analysis in this Declaration. 

27. I met at least these minimum qualifications to be a person having 

ordinary skill in the art at least as of July 11, 2003, as set forth above in my 

description of my background and qualifications. Further, although my 

qualifications may exceed those of the hypothetical person having ordinary skill in 

the art defined above, my analysis and opinions regarding the Challenged Patents 

have been rendered from the perspective of a person having ordinary skill in the art 

at the time of the invention. 
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B. Summary of the Challenged Patents 

1. Problem in the Prior Art to be Solved 

28. As the background of the invention of the challenged patents 

discusses, various prior art approaches were known for triggering actions at 

detected time points in media content to enhance the content by “connecting” a 

piece of audio or video content to external actions, such as displaying additional 

information about the content at those points. ’114 Patent (Ex. 1001), 1:22-62.1 For 

example, in the “trigg&link” system (i.e., trigger and link), television content was 

enhanced by having an icon appear on the screen when a particular actor appeared, 

and selection of the icon would cause further information about the actor to be 

displayed. Id. at 1:36-51. But, as the Challenged Patents describe, these time 

instants were required “to have been indicated in the video stream” itself by the 

program provider. Id. at 1:48-52; see also Ex. 1013 (reference describing that, in 

the trigg&link system, “[t]he program provider inserts triggers in the broadcast 

stream”). As another example, the Challenged Patents describe “Local insertion,” 

 
1 For ease of reference, all of my citations to the specification of the Challenged Patents 

are to the ’114 Patent, which shares a common specification with the ’831 Patent and the 

’962 Patent.  Thus, the citations to the specification of the ’114 Patent are intended to also 

apply to the ’831 Patent and the ’962 Patent, as well. 
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in which a national program producer would allow specific parts of a national 

broadcast to be replaced by a regional program, such as allowing local 

advertisements or local weather forecasts to replace national ones. Ex. 1001, 1:53-

58. But this approach similarly required the national program producer to “indicate 

which segments are suitable for such local insertion” so that such “indicated 

segments” could then be replaced with local content by a local redistributor. Id. at 

1:58-62. 

29. As the Challenged Patents explain, in both of these prior art examples, 

it was necessary for the program maker or broadcaster to have marked or indicated 

specific time instants so as to allow actions to be triggered therefrom. Id. at 1:63-

67.  The Challenged Patents explain that this was a problem because “this requires 

the broadcaster’s cooperation to insert these triggers thereby making an 

enhancement service provider dependent on the broadcaster.” Id. at 2:1-4.  The 

Challenged Patents describe that there were various known ways for such markers 

or triggers to be inserted into the content stream to then allow actions to be 

triggered therefrom, but the patent again emphasizes that these known ways “need 

the cooperation of all actors in the broadcast chain.” Id. at 2:14-17.  Another 

known way described in the Challenged Patents to embed triggers in content 

included insertion of watermarks, which the patent describes as suffering from the 
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additional problem of the content having to be modified to insert the watermarks. 

Id. at 2:30-34. 

2. Solution of the Patented Invention 

30. “[T]he invention” of the Challenged Patents, however, “solves 

[these] problems,” by “relating” the desired trigger actions to the multimedia 

content by an enhancement service provider first selecting desired trigger time 

points within the multimedia content and then fingerprinting the multimedia 

content at those time points, instead of having to rely on program makers or 

broadcasters to have previously marked, indicated, or inserted trigger time points 

into the content that an enhancement service provider could then use to trigger 

actions. Id. at 2:36-58 (emphasis added).  A trigger time point is selected in the 

multimedia signal where a trigger action is desired and then the signal is 

fingerprinted at that selected time point so as to create a way to trigger an action at 

that time point. Id. Specifically, “for each given trigger time point,” the system 

“deriv[es] a fingerprint on the basis of a segment of the multimedia signal, where 

the segment of the multimedia signal is unambiguously related with the given 

trigger time point.” Id. By selecting a trigger time point and then deriving the 

fingerprint based on that selected time point in the multimedia signal, the invention 

avoids the need to rely on broadcasters, program makers, or other actors in the 
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broadcast chain to have previously marked, indicated, or inserted specified time 

points to serve as triggers. 

C. Summary of the Prior Art References Relied on in the Petition 

1. Murphy 

a. Murphy relies on program provider or broadcaster 
cooperation 

31. Murphy describes an “automatic recognition system” for use in either 

i) a transmitter for recognizing a program being broadcast to “generate useful 

ancillary data therefrom” (for example, to automatically add associated data to a 

signal being broadcast) or ii) in a receiver to automatically perform a function such 

as recording a program. Murphy, Abstract, 9:26-10:31, 13:8-25. Murphy requires 

the program maker or broadcaster to include distinctive and easily recognizable 

audible jingles (which Murphy calls “audio cues”) placed at the beginning or end 

of particular programs. Murphy, 3:10-20. These audio cues are placed in the 

multimedia signal by either the program maker or broadcaster. Id. (“It is standard 

practice for programme makers and broadcasters to place an audio cue such as a 

piece of music or jingle immediately before a particular programme….”). 

32. Murphy’s automatic recognition system includes a “programme cue 

identifier 10” (depicted in Figure 1 of Murphy), which includes a database 12 that 

stores information on the audio cues the system is required to recognize. Murphy, 

6:23-32.  A “signature” of the audio cue is stored, rather than storing the raw audio 
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cue; and Murphy describes that the recognition system itself can generate the 

signature of the audio cue from the raw audio cue or the signature may be 

generated by an external system and then downloaded into the database of the 

recognition system. Id. at 6:32-7:5.  The signature of the audio cue may be derived 

from a standalone version of the audio cue (which Murphy describes as a “clean, 

noise-free version of the audio cue”) or derived from a previously broadcast 

version of the audio cue (which Murphy describes as “an audio cue recorded from 

a previous broadcast signal”) (id. at 7:5-7), which demonstrates to a POSITA that 

the audio cue signature stored in the database is not generated from the same 

content being broadcast in the audio broadcast signal that the automatic recognition 

system analyzes when attempting to detect the presence of audio cues in the 

broadcast signal. 

33. Murphy then describes that a live broadcast radio audio signal may 

then be continuously analyzed by comparing it to the stored audio cues 

corresponding to given programs so as to detect the presence of audio cues in the 

broadcast audio signal. Id. at 10:1-12.  In a transmitter embodiment (depicted in 

Figure 3 of Murphy), “[w]hen a match it detected,” the system generates 

appropriate event flags and inserts a data signal containing information about the 

program into the audio signal. Id. at 10:13-31. For example, if the audio cue 

corresponds to the audio cue that is played at the start of a traffic announcement, 
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then the system sets a “traffic announcement flag” and inserts a “Traffic 

Programme Identification Code” into a data signal that is added to the audio signal 

for the program. Id. In a receiver embodiment (depicted in Fig. 4), a receiver 80 

adapted to include the recognition system receives a broadcast audio signal that is 

analyzed to check for a match with any of the stored audio cues. Id. at 13:8-21. 

“When a match with a particular audio cue is detected,” an event flag is set, which 

may be a program start flag that causes the recording system of the receive to start 

recording the broadcast audio signal. Id. at 13:21-26. 

34. Murphy relies on precisely the same type of problematic prior art 

approach the Challenged Patents distinguished from and overcame with their 

invention:  trigger time points indicated or inserted by the program producer or 

broadcaster, which I discussed above. ‘114 Patent, 1:63-2:4 (describing the prior 

art “trigg&link” and “local insertion” approaches where it was “necessary to mark 

or associate specific time instants in the video stream at which additional 

information should be available” and describing mechanisms that “require[d] the 

broadcaster’s cooperation to insert these triggers thereby making an enhancement 

service provider dependent on the broadcaster.”).  Murphy relies on the “standard 

practice of programme makers and broadcasters to place an audio cue such as a 

piece of music or jingle immediately before a particular program,” and Murphy 

relies exclusively on the detection of these previously inserted “audio cues” as 
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triggers to cause actions, such as causing a recorder to start recording. Murphy, 

3:10-27, 5:9-11 (“The audio recognition system is designed to detect a match 

between an input audio signal and one or more known audio cues stored for 

recognition purposes.”), 13:21-26. “Audio cues” are precisely that—“cues” that 

serve to indicate or mark points within the content at which actions can be 

triggered, and Murphy is entirely reliant on these “cues” to have been included in 

the multimedia signal, either by the program maker or broadcaster, which 

necessarily requires their cooperation.  This is precisely the type of prior art 

problem that the invention of the Challenged Patents overcomes.  In Murphy, the 

triggers have been placed in the multimedia signal by the program maker or 

broadcaster, which necessarily requires their cooperation to both use those audio 

cues and to have included them at particular points within the program. 

35. I note that Murphy states its system “does not require the broadcaster 

to adapt the signal to include additional data which can be detected and used to 

control the recording system 82 nor does it impose any particular information 

format onto broadcasters.” Id. at 14:20-25.  This statement merely refers to the fact 

that Murphy does not rely on program makers or broadcasters to insert inaudible 

codes such as watermarks at time points in the signal, which is an approach 

Murphy describes as problematic (Murphy, 2:30-3:8). I note in passing that 

Murphy’s broadcaster-inserted audio cues could be thought of as audible 
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watermarks. The Challenged Patents similarly seek to avoid the need for insertion 

of watermarks (‘114 Patent, 2:30-35), but that is only one form of potential 

broadcaster cooperation that the patents avoid. ‘114 Patent, 2:34-35 (noting that a 

disadvantage of watermarking is that it necessarily changes the video/audio), 2:43-

45 (noting that it is a “further object” of the invention “to enable trigger actions 

without modifying the multimedia signal”). Murphy’s mere non-reliance on 

insertion of traditional inaudible watermarks, however, does not mean that Murphy 

removes reliance on cooperation from program makers and broadcasters to have 

placed the audible audio cues in the multimedia content.  Murphy absolutely still 

requires the cooperation of the program maker or broadcaster to utilize the audio 

cues and also to have placed them at points within the audio broadcast, which 

entirely prevents an enhancement service provider from fingerprinting any time 

point of their choice in a stream and relating or associating a desired action to that 

time point—which, as discussed was the entire purpose and focus of the claimed 

invention in overcoming the prior art reliance on program provider and broadcaster 

cooperation to have already marked, indicated, or inserted time points within a 

multimedia signal from which actions can be triggered. 

2. Brunk 

36. Brunk generally relates to deriving and utilizing content signatures for 

identifying items of content. Brunk, Abstract, [0003], [0006].  Specifically, Brunk 
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describes deriving a signature from a content item, and the signature “may include 

a number derived from a signal (e.g., a content item) that serves as a statistically 

unique identifier of that signal,” which, in Brunk’s terms, “means that there is a 

high probability that the signature was derived from the digital signal in question.” 

Brunk, [0021].  Brunk provides a “hash” as one possible signature algorithm that 

can be used, and the hash is applied to a selected portion of a signal, such as the 

first 10 seconds, a selected video frame, etc. Id.  Importantly, Brunk is not 

concerned with timing of actions or accurately identifying time points within a 

multimedia signal for purposes of timing actions, as Petitioner’s declarant, Dr. 

Tewfik, acknowledges. See ‘114 Tewfik Decl., ¶ 144 (“Brunk does not contain an 

express disclosure of using cue signals to allow for detection of fingerprints to 

trigger actions at specific times based on the signatures. In other words, Brunk 

does not expressly disclose using fingerprints to identify a trigger time point of a 

sequence of trigger time points in the content for triggering an action.”) (citing 

Brunk, [0066]-[0068]).  Instead, Brunk is directed to merely identifying items of 

content.  As one example, Brunk would be applicable to, for example, identifying 

the name of a song by generating a content signature from a selected portion of the 

song.  
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D. Murphy does not teach “a reference time point identified by the 
reference fingerprint,” as required by claims 1, 8, and 10 of the 
’114 Patent 

37. I note that Claims 1, 8 and 10 recite “a reference time point identified 

by the reference fingerprint.” See ’114 Patent, Claims 1, 8, and 10. It is my opinion 

that Murphy does not teach this limitation. In particular, Murphy teaches that 

“[w]hen a match with a particular audio cue is detected an event flag is set […] 

which, when detected by the recording system 82, causes the recording system 82 

to start recording the signal.” Murphy 13:21-25. Murphy also teaches that an event 

flag to stop recording is generated “upon repeated occurrence of the audio cue.” I 

would understand this to indicate that actions are taken at different times for the 

same audio cue signature. I would further understand Murphy’s system to operate 

such that a (context-dependent) action is taken every time the audio cue signature is 

matched. At least because signatures are matched, causing actions to be taken, at 

different times in the same content (here, the same episode of the program), the 

signature cannot identify a reference time point because the time point in the 

content is ambiguous. Murphy, therefore, does not teach “a reference time point 

identified by the reference fingerprint,” as recited in claims 1, 8, and 10. 
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E. Murphy does not teach “reference fingerprints previously 
derived” from the “content being played back,” as required by 
claims 1, 8, and 10 of the ’114 Patent 

38. I note that Claims 1, 8 and 10 recite the steps of “determin[e/ing] a 

plurality of trigger fingerprints from content being played back” and “access[ing] a 

database that includes a plurality of reference fingerprints previously derived from 

the content.” See ’114 Patent, Claims 1, 8, and 10. These limitations, therefore, 

recite that the reference fingerprints must have been previously derived from the 

same “content” that is subsequently “played back” used to determine trigger 

fingerprints when “played back.” Murphy, however, describes audio cues as being 

derived from “a clean, noise-free version of the signal” or “versions previously 

broadcast.” Murphy, 7:5-7. It is my opinion that, in neither of these scenarios, is 

the signature derived from the same content that is being played back, whether the 

audio cue signature is derived  by the broadcaster for distribution or by the end 

user directly. Murphy, 14:6-15. In the “clean, noise-free” scenario, the audio cue 

signature is derived from a version of the audio cue that is not part of any content, 

much less the broadcast audio signal being transmitted received, played and/or 

recorded. In the “previously broadcast” scenario, the audio cue signature is derived 

from (at best) different content than the content in which the audio cue is 

recognized (i.e., the broadcast audio signal being transmitted received, played 

and/or recorded). I note that Murphy is concerned with live broadcasts and 
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includes no disclosure of repeatedly airing the same content. See, e.g., Murphy, 

2:11-13 (rejecting a solution that requires newsreaders to manually take action to 

add program signal related information during broadcasts); 12: 2-5 (live stories and 

sports events causing schedule disruption). 

F. Murphy Does Not Teach “an action to be triggered during 
playback of the segment,” as required by claims 11, 20, and 21 of 
the ’114 Patent 

39. I understand that Claims 11, 20 and, 21 require “access[ing]” “a 

segment” “being associated with a corresponding action to be triggered during 

playback of the segment,” “generat[e/ing] a reference fingerprint of the segment,” 

“assign[ing] the reference fingerprint” “to the corresponding action that is to be 

triggered during playback of the segment,” and “causing the playback device to 

trigger the corresponding action during playback of the segment.” See ’114 Patent, 

Claims 11, 20, 21. It is my opinion that Murphy does not teach or suggest this 

limitation, at least because Murphy is limited to taking actions after an audio cue is 

recognized (i.e., after playing the segment containing the audio cue). I understand 

that Petitioner’s expert, Dr. Tewfik, contends that it would be obvious to modify 

Murphy’s system to incorporate a time-delay unit and configure the length of the 

time delay to “slightly less than the length of the segment” in order to render this 

claim limitation obvious. Petition 38; Tewfik Dec. ¶ 218. I disagree. The purpose of 

Murphy’s time-delay unit is “to avoid the possibility of losing the initial part of the 
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programme.” Murphy, 12:23-24. Modifying the time-delay unit to use a delay 

“slightly less than the length of the segment,” as Dr. Tewfik proposes, would 

deliberately lose the initial part of the program. For example, if the audio cue 

corresponded to the jingle for a particular program, then the proposed modification 

would involve deliberately configuring the system to record only a portion of the 

jingle. I would understand that this is less desirable than recording the entire jingle 

(as disclosed in Murphy) and less desirable than recording none of the jingle (as 

would occur if recording started directly after the audio cue). I would further 

understand Murphy’s stated goal “to avoid the possibility of losing the initial part 

of the programme” to teach away from the modification proposed by Dr. Tewfik, 

as the modification would deliberately “los[e] the initial part of the programme” by 

virtue of setting the time delay to start recording during the playback of the jingle.  

G. Murphy does not teach “accessing segments of content” during 
fingerprint generation, as required by claims 11, 20, and 21 of the 
’114 Patent  

40. I understand that Claim 11 recites steps of “accessing segments of 

content, a segment among the segments being associated with a corresponding 

action to be triggered during playback of the segment,” “generating a reference 

fingerprint of the segment associated with the corresponding action,” and 

providing an identifier “causing the playback device to trigger the corresponding 

action during the playback of the segment.” ’114 Patent, Claim 11. I further 
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understand that claims 20 and 21 require substantially similar limitations. ’114 

Patent, Claims 20, 21. It is my opinion that Murphy does not teach this limitation, 

at least because Murphy accesses the audio cue in isolation in order to generate the 

signature, rather than deriving it form the content. I understand that the Petition 

identifies Murphy’s sampling windows (used when detecting fingerprints rather 

than generating them) with the claimed “segments” of content which the claims 

require be accessed during fingerprint generation. This identification does not 

stand up to scrutiny. First, as previously stated, the content is divided into windows 

when detecting fingerprints rather than generating them. Murphy, 9:5-7 (“The 

covariance matrix [i.e., the signature] of the audio cue is determined in a similar 

manner except that windowing of the audio cue is not required.”). These windows 

will generally not align with the start of the audio cue during fingerprint detection, 

because Murphy teaches starting a sampling window only once a second (two-

second windows with a one-second overlap; see Murphy, 7:30-33; 8:7-8). I would 

understand that these overlaps are necessary because it is impossible to know, a 

priori, where in the broadcast audio stream the audio cue will start. See also 

Murphy, 8:4-5. Murphy goes on to clarify that a window is begun only once per 

second due to limited processing power, stating that “moving the window by a 

single sample each time results in very high processing overheads and slow 

processing time.” Murphy, 8:5-7. Because of this, and because the full sample rate 
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in Murphy is 16kHz, windows will generally not align with the start of the audio 

cue. 

41. Next, I understand that Dr. Tewfik opines that “Murphy teaches that 

the same process of accessing the content segment by segment occurs when 

fingerprints are generated for storage in database 12.” Tewfik Dec., ¶ 215. This is 

incorrect. In fact, Murphy specifically states that “windowing the audio cue is not 

required” when generating the covariance matrix (signature) of the audio cue. 

Murphy, 9:5-7. I would understand this to mean that the content is not accessed 

“segment by segment” as Dr. Tewfik contends. Furthermore, accessing the content 

segment by segment to generate a fingerprint would be inconsistent with the other 

teachings of Murphy as well, which indicate that the audio cue length is the same 

as a single window length (Murphy, 7:30-33) and a “clean, noise-free” version of 

the audio cue can be used for generating the audio cue signature (Murphy, 7:5-7). 

Together, I would understand these teachings to indicate that the sample of the 

audio cue used to generate the fingerprint is only the length as a single window. 

Because Dr. Tewfik conflates “windows” and “segments,” it would not make sense 

to access a single segment “segment-by-segment” as he contends. 

H. The Claimed Invention of the Challenged Patents Differentiates 
Over Murphy in View of Brunk 

42. It is further my opinion that the invention of the Challenged Patents 

differentiates over the proposed combination of references, and that Murphy in 
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view of Brunk is unsuited to solving the problem described by the Challenged 

Patents. For example, the Challenged Patents describe how the system enables 

“frame accurate” localization within multimedia content. ‘114 Patent, 5:2-4. I 

would understand this to mean that the system can trigger an action to within 1/24-

1/60 of a second based on conventional video frame rates. By contrast, I would 

understand that Murphy’s system (1) cannot locate an arbitrary point within an 

audio signal (at least because Murphy is limited to locating “jingles” or other 

distinctive audio cues), and (2) may be delayed for as much as three seconds form 

the beginning of the audio cue before an action can be triggered (because Murphy 

must recognize an entire, two-second audio cue, and the recognition window may 

not start until up to one second into the audio cue). Murphy, 7:30-33; 8:7-8. 

Murphy’s system is thus between 72 and 180 times less accurate at triggering an 

action than the invention of the Challenged Patents. 

43. Similarly, Murphy’s reliance on static, repeated jingles means that 

there are certain programs and scenarios where Murphy will not work for even 

Murphy’s intended purpose. For example, any program without a distinctive jingle 

cannot recorded by Murphy’s receiver or used to automatically generate PTY 

information in the transmitter embodiment. If a program includes a “cold open” 

(i.e., content that preceded the theme song), that cold open will not be recorded by 

Murphy’s system. Finally, if the audio cue appears at any point in the program 
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other than the beginning and end, these additional audio cues will disrupt operation 

of Murphy’s system. For example, I note that the Petitions give the example of 60 

Minutes’ “ticking clock” audio cue, which “appears at the beginning and upon 

return from commercial break.” Petition, 18. I note that, per Murphy’s description 

of how Murphy’s system operates, this would cause recording to begin at the 

beginning of the program and recording to stop upon return from commercial 

break. See Murphy, 11:2-3 (end flag generated upon repeated occurrence of audio 

cue); 14:3 (end flag stops recording). As such, Petitioner’s example illustrates how 

the design of Murphy’s system is limited by its reliance on broadcaster-inserted 

audio cues.  

I. Murphy does not teach “deriving a second fingerprint based on a 
segment of the multimedia signal that corresponds to the second 
trigger time point” as required by Claims 1c, 8c, and 15c of the 
‘962 Patent 

44. It is my opinion that Murphy does not teach deriving multiple 

fingerprints from the same multimedia signal. As a result, Murphy fails to teach the 

claim limitation “deriving a second fingerprint based on a segment of the 

multimedia signal that corresponds to the second trigger time point,” where the 

multimedia signal is the same signal from which the first fingerprint was derived. 

Rather, Murphy’s system describes building up the template database based on 

individual audio cues. Murphy, 14:6-15. For example, Murphy discloses 
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downloading, from the broadcaster, “the signature of the audio cue for the 

particular program.” Id. I would understand these signatures to be derived based on 

the isolated, “clean, noise-free version of the audio cue” (Murphy, 7:5-6) rather 

than an audio cue that is added to any particular episode of the program. Next, 

Murphy discloses that “the audio cue itself could be downloaded” for local 

signature generation. Murphy, 14:10-11. I would understand this downloaded 

audio cue to likewise be the “clean, noise-free version” so as to be able to derive 

the best quality signature. Finally, Murphy discloses that the user could “input to 

the recognition system a sample of the audio cue recorded off-air.” I would 

understand this to indicate that the user provides to the recognition system only the 

sample of the audio cue; in other words, only enough of the signal to derive a 

single fingerprint. This is my understanding at least because Murphy does not 

disclose any techniques for automatically extracting an audio cue from a larger 

sample in order to derive its signature. If Murphy’s system could location a jingle 

in a longer audio sample in order to derive its signature, there would be no need for 

a signature because the same technique could locate the jingle in a live broadcast. 

Rather, Murphy’s system must be provided with the isolated audio cue in order to 

derive its signature for future recognition.  

45. I understand that Dr Tewfik has opined that “the processor 14 of 

recognition system 10 generates signatures (deriving fingerprints) of the signal 
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provided by the user.” Tewfik, Dec. ¶ 155, citing Murphy, Figure 2. To the extent 

that Dr. Tewfik is opining that the system generates plural signatures or derives 

plural fingerprints from the same signal provided by the user, I disagree. In 

particular, Murphy specifically distinguishes the processes of generating signatures 

for audio cues  from the process of generating signatures for a broadcast audio 

signal, saying “[t]he covariance matrix of the audio cue is determined in a similar 

manner except that windowing of the audio cue is not required.” I would 

understand this to be the case because windowing is only needed where the signal 

length is greater than the length of the audio cue. Thus, in generating the audio cue, 

windowing is not needed because the audio cue is provided in isolation. For at 

least this reason, Murphy’s system does not (and cannot) derive multiple 

fingerprints from the “sample of the audio cue” provided by the user. Finally, 

Murphy’s Figure 2 depicts the process of matching signatures, not deriving audio 

cue signatures to be matched later. Murphy, 5:3-4 (Figure 2 depicts processing an 

audio signal by the “recognition system”); 9:5-7 (windowing depicted in Figure 2 

not needed in audio cue signature generation).  

46. It is also my opinion that Murphy fails to teach this claim limitation 

because Murphy does not teach deriving fingerprints based on time points and, in 

particular, does not teach deriving a fingerprint based on a received time point. In 

particular, as I described above, Murphy is reliant on an isolated version of the 
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audio cue to derive the signature (because, as discussed, Murphy does not perform 

windowing when generating signatures for audio cues). Murphy thus generates the 

signature based on the entire received sample and has not need of (or use for) a 

time point indicating a segment of the received signal from which to derive a 

signature. In other words, Murphy’s system is reliant on the user to manually 

isolate a sample for signature generation rather than automatically generating the 

signature based on the content as a whole and a received time point. As such, 

Murphy’s recognition system does not have any trigger time point information as 

to where, in the broadcast audio signal, the audio cue appeared. Furthermore, as 

discussed above, in Murphy’s system, no time point is associated with or used to 

generate or derive an audio cue signature. See ¶ 37, supra.  

J. Murphy does not teach “receiving a second trigger time point,”  
as required by Claims 1, 8, and 15 of the ’962 Patent 

47. Claims 1, 8, and 15 recite the step of “receiving a second trigger time 

point of the plurality of time points.” See ’962 Patent, claims 1, 8, 15. Murphy does 

not teach this step because Murphy’s audio cue signatures are not associated with 

any time point. In particular, and as discussed above, Murphy teaches that the same 

audio cue signature can cause action at different times, such as starting recording 

and stopping recording. As such, it is unclear what time point would be received 

for an audio cue signature that is used to both start and stop recording. As such, it 

does not make sense for Murphy’s system to “receive a second time point” (or any 
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time point), since Murphy’s system does not make use of time points in the signal 

in its operation. See ¶ 37, supra. 

48. Furthermore, Murphy does not include any disclosure of “receiving” a 

time point. The only information Murphy described being provided to the system 

for use in generating an audio cue signature is the audio cue itself. Murphy, 14:12. 

I note that Dr. Tewfik claims that the user tells the system “to start recording 

(second action) at the beginning of the desired programme (second trigger time 

point).” Tewfik Dec., ¶ 152. This is unsupported in the disclosure of Murphy. In 

particular, as described above, Murphy only states that the user provides the audio 

cue. Audio cues can trigger different actions (start recording and stop recording) at 

different times (at the beginning and end of each episode of the program). Thus, 

when a user provides an audio cue to the system, it is unclear how the user 

indicates (even implicitly) that the audio cue is to be used “to start recording 

(second action) at the beginning of the desired programme (second trigger time 

point),” at least because the same audio cue is also used to stop recording at the 

end of the desired program. Rather, the audio cue identifies the program, which for 

which the user instructs recording by providing the associated code. Murphy, 

13:30-33.  
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K. Murphy does not teach “receiving … a second action,”  as 
required by Claims 1, 8, and 15 of the ’962 Patent 

49.  Claims 1, 8, and 15 also recite the step of “receiving … a second 

action.” See ’962 Patent, claims 1, 8, 15. It is my opinion that Murphy does not 

teach or suggest this limitation. First, I understand that Petitioner admits that 

Murphy does not teach or suggest storing the action in template database 12. At 

least for this reason, it would not make sense for Murphy to receive an action 

because it would have nothing to do with the action once received. I understand 

that Dr Tewfik contends that Murphy’s “appropriate audio cue information,” stored 

in the template database 12, includes a “corresponding trigger time point and 

action.” Tewfik Dec., ¶ 151. However, Murphy makes it clear that this information 

is the PTY (program type) information, rather than any action: “Information 

concerning the programme, such as the programme type, with which the audio 

cues are associated is also stored.” Murphy, 7:7-11, 6:30-32, 10:7-9. As such, I 

would understand Murphy to teach that the only information received from the 

user is (1) the pre-processed audio cue (i.e., the fingerprint) (Murphy, 14:6-9); or 

(2) the audio cue to be pre-processed (Murphy, 14:10-11, 14:11-15). I would also 

understand Murphy to teach that the only information stored in the template 

database is audio cue signature data and program type information. 

50. Furthermore, Murphy does not teach “receiving an action” with an 

audio cue signature because, as described above, the same audio cue signature can 
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cause multiple different actions. Murphy’s system cannot distinguish between the 

different times these audio cues are matched, because the same signature is 

matched more than once. This is why Murphy’s system is reliant on context (i.e., 

whether it is already recording) to determine whether to start recording or stop 

recording when it detects an audio cue. As such, Murphy is not reliant on action 

information provided by the user and, because it reuses audio cues for different 

purposes, could not use action information provided by the user if it were received. 

L. Murphy does not teach “the action being associated with a time 
point indicating when, in the multimedia content, the action is to 
be performed” as required by claims 1, 11, 19, and 24 of the ’831 
Patent. 

51. Claims 1, 11, 19, and 24 of the ’831 Patent each require an action to 

be associated with a reference fingerprint and they require the action to be 

performed in response to determining a match; but, importantly, these claims also 

each require “the action being associated with a time point indicating when, in the 

multimedia content, the action is to be performed.”  Murphy fails to teach this 

requirement of “the action being associated with a time point indicating when, in 

the multimedia content, the action is to be performed.” In particular, Murphy takes 

actions based on detecting event flags generated in response to audio cues being 

recognized. No time points are associated with the actions because Murphy makes 

no use of time points. See ¶ 37, supra.  
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52. I understand that Petitioner contends that Murphy teaches actions 

being triggered before or after the location of the audio cue signature in the audio 

signal by virtue of the time-delay unit disclosed as a part of the transmitter 

embodiment. Petition, 36 (“Murphy also teaches that actions can be triggered by a 

trigger fingerprint at time points before or after the time point of the trigger 

fingerprint in the signal.”). This would, however, be contrary to the express 

teachings of Murphy, which teaches that actions should be taken in “real time.” 

Murphy, 4:16-24. Incorporating a time-delay unit to allow Murphy’s system to take 

actions after the fingerprint is recognized would add additional delay to the 

processing delays inherent in Murphy’s system. This would thus be adding delay 

and rendering signal generation less real time and less preferable under the 

teachings of Murphy. 

53. Murphy also fails to teach that the stored audio cue signatures are 

associated with any particular action to take responsive to detecting the audio cue. 

As described above, Murphy’s actions are context-dependent: “Once a start flag 

has been generated, an end flag could be generated on the repeated occurrence of 

the audio cue or of the occurrence of a second, play-out, audio cue.” Murphy, 11:1-

4. I would understand these “play-out cues” to operate like any other cue, causing 

an end flag to be generated if a start flag has already been generated and causing a 

start flag to be generated otherwise. Thus, Murphy teaches that event flag 
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generation is dependent on the context of what previously occurred in the 

recognition system. Particular actions in Murphy are not taken because they are 

associated with a signature detected, but rather based on whether or not a start flag 

has already been generated.  

54. I understand that the Petition contends in the alternative that Murphy 

in combination with Brunk teaches audio cue signatures associated with an action 

to be taken responsive to detecting that audio cue. Petition, 35. In particular, the 

Petition states that “in the combined system when a match is detected, the 

corresponding action is received from database.” However, modifying Murphy in 

this way would result in an inoperable system. In particular, Murphy’s stated goal 

is to be able to stop recording “on the repeated occurrence of an audio cue.” 

Murphy, 11:2-3. However, Murphy is reliant on audio cues (i.e. jingles) already 

present in a program. Thus, the combined system would cause Murphy’s system to 

take the same action (for example, start recording) every time the signature was 

matched. Murphy’s system, as modified, would thus start recording at the 

beginning of the program and attempt start recording again at the repeated 

occurrence of the jingle at the end of the program, contrary to the stated goal of 

Murphy. 
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M. Murphy does not teach “a plurality of reference fingerprints 
having been previously derived” from the multimedia content 
being played back, as required by claim 1 of the ’831 Patent 

55. Claim 1c recites the step of “accessing a plurality of reference 

fingerprints, each reference fingerprint among the plurality of reference 

fingerprints having been previously derived from a respective segment of the 

multimedia content.”  “The multimedia content,” thus, refers to the same 

multimedia content recited in Claim 1a that is being “play[ed] back” that is 

subsequently used to determine trigger fingerprints during playback by the 

playback device.  This limitation, therefore, requires the reference fingerprints be 

previously derived from the same multimedia content that is being “play[ed] 

back.”  The Petitioner relies only upon on Murphy to teach this requirement, but 

Murphy does not teach or suggest it. In particular, as discussed above, I would 

understand none of the disclosures of Murphy to teach or suggest deriving the 

audio cue signatures from the content that is actually played over the loudspeaker. 

See ¶ 38, supra.  

[REMAINDER OF PAGE INTENTIONALLY LEFT BLANK] 
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P. Moulin and A. Ivanović, “The Watermark Selection Game,” Proc. Conf. on Info. Syst.
and Sci., Baltimore, MD, March 2001.

P. Moulin, “The Parallel-Gaussian Watermarking Game,” Proc. Conf. on Info. Syst. and
Sci., Baltimore, MD, March 2001.

J. Liu and P. Moulin, “Approximation-Theoretic Analysis of Translation-Invariant Wavelet
Denoising,” invited paper, Proc. Conf. on Info. Syst. and Sci., Baltimore, MD, March
2001.
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