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Preface

Image sensors have recently attracted renewed interest for use in digital cameras,
mobile phone cameras, handy camcoders, camerasin automobiles, and other devices.
For these applications, CMOS image sensors are widely used because they feature
on-chip integration of the signal processing circuitry. CMOS image sensors for such
specific purposes are sometimes called smart CMOS image sensors, vision chips,
computational image sensors, etc.

Smart CMOS Image Sensors & Applications focuses on smart functions imple-
mented in CMOS image sensors and their applications. Some sensors have aready
been commercialized, whereas some have only been proposed; the field of smart
CMOS image sensors is active and generating new types of sensors. In this book
| have endeavored to gather references related to smart CMOS image sensors and
their applications; however, the field is so vast that it is likely that some topics are
not described. Furthermore, the progress in the field is so rapid that some topics
will develop as the book is being written. However, | believe the essentials of smart
CMOS image sensors are sufficiently covered and that this book is therefore useful
for graduate school students and engineers entering the field.

This book is organized as follows. First, MOS imagers and smart CMOS image
sensors are introduced. The second chapter then describes the fundamental elements
of CMOS image sensors and details the relevant optoel ectronic device physics. Typ-
ical CMOS image sensor structures, such asthe active pixel sensor (APS), areintro-
duced in this chapter. The subsequent chaptersform the main part of the book, name-
ly a description of smart imagers. Chapter 3 introduces several functions for smart
CMOS image sensors. Using these functions, Chapter 4 describes smart imaging,
such as wide dynamic range image sensing, target tracking, and three-dimensional
range finding. In the final chapter, Chapter 5, several examples of applications of
smart CMOS image sensors are described.

Thiswork isinspired by numerous preceding books related to CMOS image sen-
sors. In particular, A. Moini’s, “Vision Chips’ [1], which features a comprehen-
sive archive of vision chips, J. Nakamura's, “Image Sensors and Signal Processing
for Digital Still Cameras’ [2], which presents recent rich results of this field, K. Y-
onemoto’sintroductory but comprehensivebook on CCD and CMOS imagers, “ Fun-
damentals and Applications of CCD/CMOS Image Sensors’ [3] and O. Yadid-Pecht
and R. Etinne-Cummings's book, “CMOS Imagers. From Phototransduction To Im-
age Processing” [4]. Of these, | was particularly impressed by K. Yonemoto’'s book,
which unfortunately has only been published in Japanese. | hope that the present
work helpsto illuminate this field and that it complementsthat of Yonemoto’s book.
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| have also been influenced by books written by numerous other senior Japanese re-
searchersin thisfield, including Y. Takamura[5], Y. Kiuchi [6] and T. Ando and H.
Komobuchi [7]. The book on CCDs by A.J.P. Theuwissen is also useful [8].

| would like to thank the many people who have contributed both directly and indi-
rectly to the areas covered in this book. Particularly, the colleaguesin my laboratory,
the Laboratory of Photonic Device Sciencein the Graduate School of Materials Sci-
ence at the Nara Institute of Science and Technology (NAIST), Prof. Takashi Toku-
daand Prof. Keiichiro Kagawa have made meaningful and significant contributions,
which form the main parts of Chapter 5. This book would not have been born with-
out their efforts. Prof. Masahiro Nunoshitafor his continuous encouragement in the
early stages of our laboratory. Kazumi Matsumoto, the secretary of our laboratory,
for her constant support in numerous administrative affairs. Finally, the graduate stu-
dents of my laboratory, both past and present, are thanked for their fruitful research.
I would like to extend my most sincere thanksto all of these people.

For topics related to retinal prosthesis, | would like to thank Prof. Yasuo Tano,
project leader of the Retinal Prosthesis Project, as well as Prof. Takashi Fujikado,
Prof. Tetsuya Yagi, and Dr. Kazuaki Nakauchi at Osaka University. | would al-
s0 like to thank the members of the Retinal Prosthesis Project at Nidek Co. Ltd.,
particularly Motoki Ozawa, Dr. Shigeru Nishimura, Kenzo Shodo, Yasuo Terasawa,
Dr. Hiroyuki Kanda, Dr. Akihiro Uehara, and Naoko Tsunematsu. As advisory
board members of the project, | would like to thank Prof. Emeritus Ryoichi Ito from
the University of Tokyo and Prof. Emeritus Yoshiki Ichioka of Osaka University.
The Retinal Prosthesis Project was supported by a Grant for Practical Application of
Next-Generation Strategic Technology from the New Energy and Industrial Technol-
ogy Development Organization (NEDO), Japan, and by Health and Labor Sciences
Research Grants from the Ministry of Health, Labour, and Welfare of Japan. Of the
members of the in vivo image sensor project, | would like to thank Prof. Sadao Sh-
iosaka, Prof. Hideo Tamura, and Dr. David C. Ng. Thiswork is partially supported
by STARC (Semiconductor Technology Association Research Center). | also would
like to thank Kunihiro Watanabe and colleagues for their collaborative research on
demodulated CM OS image sensors.

| first entered the research area of smart CMOS image sensors as a visiting re-
searcher at University of Colorado at Boulder under Prof. Kristina M. Johnson in
1992 to 1993. My experience there was very exciting and it helped me enormously
in my initial research into smart CMOS image sensors after returning to Mitsubishi
Electric Corporation. | would liketo thank all of my colleaguesat Mitsubishi Electric
Corp. for their help and support, including Prof. Hiforumi Kimata, Dr. Shuichi Tai,
Dr. Kazumasa Mitsunaga, Prof. Yutaka Arima, Prof. Masahiro Takahashi, Masaya
Qita, Dr. Yoshikazu Nitta, Dr. Eiichi Funatsu, Dr. Kazunari Miyake, Takashi Toyo-
da, and numerous others.

| am most grateful to Prof. Masatoshi Ishikawa, Prof. Mitumasa Koyanagi, Prof.
Jun Tanida, Prof. Shoji Kawahito, Prof. Richard Hornsey, Prof. Pamela Abshire,
Yasuo Masaki, and Dr. Yusuke Oike for courteously allowing me to use their figures
and data in this book. | have learned a lot from the committee members of the In-
gtitute of Image Information and Television Engineers (ITE), Japan, Prof. Masahide
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Abe, Prof. Shoji Kawahito, Prof. Takayuki Hamamoto, Prof. Kazuaki Sawada, Prof.
Junichi Akita, and the researchers of the numerousimage sensor groupsin Japan, in-
cluding Dr. Shigeyuki Ochi, Dr. Yasuo Takemura, Takao Kuroda, Nobukazu Teran-
ishi, Dr. Kazuya Yonemoto, Dr. Hirofumi Sumi, Dr. Yusuke Oike and others. |
would particularly like to thank Taisuke Soda, who provided me with the opportu-
nity to write this book, and Pat Roberson, both of Taylor & FranciSCRC, for their
patience with me in the completion of this book. Without their continuous encour-
agement, completion of this book would not have been possible.

Personally, | extend my deepest thanks to Ichiro Murakami, for always stimulat-
ing my enthusiasm for image sensors and related topics. Finally, | would like to give
specia thanksto my wife Yasumi for her support and understanding during the long
time it took to complete this book.

Jun Ohta,
Nara, July 2007
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Introduction

1.1 A general overview

Complementary metal—oxide—-semiconductor (CMOS) image sensors have been the
subject of extensive development and now share the market with charge coupled de-
vice (CCD) image sensors, which have dominated the field of imaging sensors for a
long time. CMOS image sensors are now widely used not only for consumer elec-
tronics, such as compact digital still cameras (DSC), mobile phone cameras, handy-
camcorders, and digital singlelensreflex (DSLR) cameras, but also for cameras used
for automobiles, surveillance, security, robot vision, etc. Recently, further applica-
tions of CMOS image sensors in biotechnology and medicine have emerged. Many
of these applications require advanced performance such as wide dynamic range,
high speed, and high sensitivity, while others need dedicated functions, such as real
time target tracking and three-dimensional range finding. It is difficult to perform
such tasks with conventional image sensors. Furthermore, some signal processing
devices are insufficient for these purposes. Smart CMOS image sensors, CMOS im-
age sensors with integrated smart functions on the chip, may meet the requirements
of these applications.

CMOS image sensors are fabricated based on standard CMOS large scale integra-
tion (LSI) fabrication processes, while CCD image sensors are based on a specially
developed fabrication process. This feature of CMOS image sensors makes it pos-
sible to integrate functional circuits to develop smart CMOS image sensors and to
realize both a higher performance than that of CCDs and conventional CMOS im-
age sensors and versatile functions that cannot be achieved with conventional image
SENSOors.

Smart CMOS image sensors are mainly aimed at two different fields. Oneisthe
enhancement or improvement of the fundamental characteristics of CMOS image
sensors, such as dynamic range, speed, and sensitivity. Another is the implementa-
tion of new functions, such as three-dimensional range finding, target tracing, and
modulated light detection. For both fields, many architectures and/or structures, as
well as materials, have been proposed and demonstrated.

The following terms are also associated with smart CMOS image sensors. com-
putational CMOS image sensors, integrated functional CM OS image sensors, vision
chips, focal plane image processing, as well as many others. Besides vision chips,
these terms suggest that an image sensor has other functionsin addition to imaging.

1
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2 Smart CMOS Image Sensors and Applications

The name vision chip originates from a device proposed and developed by C. Mead
and coworkers, which mimics the human visual system. It will be described later in
this chapter. In the following section, we survey the history of CMOS image sensors
and then review the brief history of smart CMOS image sensors.

1.2 Brief history of CMOSimage sensors
The birth of MOSimagers

The history of MOS image sensors, shownin Fig. 1.1, starts with solid-sate imagers
used as a replacement for image tubes. For solid-state image sensors, four impor-
tant functions had to be realized: light-detection, accumulation of photo-generated
signals, switching from accumulation to readout, and scanning. These functions are
discussed in Chapter 2. The scanning function in X—Y addressed silicon-junction
photosensing devices was proposed in the early 1960s by S.R. Morrison at Hon-
eywell as the “photoscanner” [9] and by JW. Horton et al. at IBM as the “scan-
istor” [10]. PK. Weimer et al. proposed solid-state image sensors with scanning
circuits using thin-film transistors (TFTs) [11]. In these devices, photoconductive
film, discussed in Sec. 2.3.5, is used for the photodetector. M.A. Schuster and G.
Strull at NASA used phototransistors (PTrs), which are discussed in Section 2.3.3,
as photodetectors, aswell as switching devicesto realize X—Y addressing [12]. They
successfully obtained images with afabricated 50 x 50-pixel array sensor.

The accumulation mode in a photodiodeis an important function for MOS image
sensors and is described in Section 2.4. It was first proposed by G.P. Weckler at
Fairchild Semiconductor [13]. In the proposal, the floating source of a MOSFET is
used as a photodiode. This structure is used in some present CMOS image sensors.
Weckler later fabricated and demonstrated a 100 x 100-pixel image sensor using
this structure [14]. Since then, several types of solid-sate image sensors have been
proposed and developed [14-17], as summarized in Ref. [18].

The solid-state image sensor developed by P.J. Noble at Plessey was amost the
same as a MOS image sensor or passive pixel sensor (PPS), discussed in Section
2.5.1, consisting of a photodiode and a switching MOS transistor in a pixel with X-
and Y-scanners and a charge amplifier. Noble briefly discussed the possibility of
integrating logic circuitry for pattern recognition on a chip, which may be the first
prediction of asmart CMOS image sensor.

Competition with CCDs

Shortly after the publication of details of solid-state image sensorsin IEEE Transac-
tion on Electron Devices in 1968, CCD image sensors appeared [19]. The CCD itself
was invented in 1969 by W. Boyle and G.E. Smith at AT& T Bell Laboratories[19]
and was experimentally verified at almost the sametime[20]. Initialy, the CDD was

Patent Owner Cellect, LLC
Ex. 2069, p. 21



Introduction 3

Year
1960
| Birth of solid-state imagers (Westinghouse, Honeywell “Photoscanner”, IBM “Scanistor”, RCA ...)
T I
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___________________________________________ ;
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Smart CMOS sensor | AT-APS |
2000
v v
FIGURE 1.1

Evolution of MOS image sensors and related matters.

developed as semiconductor bubble memory, as a replacement for magnetic bubble
memory, but was soon developed for use in image sensors. The early stages of the
invention of the CCD is described in Ref. [21].

Considerable research effort resulted in the production of the first commercia
MOS imagers, appearing in the 1980s [22-27]. While Hitachi and Matsushita have
developed MOS imagers [28], until recently CCDs have been widely manufactured
and used due to the fact that they have offered superior image quality than MOS
imagers.

Solid-state imager swith in-pixel amplification

Subsequently, effort has been made to improve the signal-to-noise ratio (SNR) of
MOS imagers by incorporating an amplification mechanism in a pixel. In the 1960s,
a phototransistor (PTr) type imager was developed [12]. In the late 1980s, sever-
a amplified type imagers were developed, including the charge modulated device
(CMD) [29], floating gate array (FGA) [30], base-stored image sensor (BASIS) [31],
static induction transistor (SIT) type [32], amplified MOS imager (AMI) [33-37],
and others [6,7]. Apart from AMI, these required some modification of standard
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4 Smart CMOS Image Sensors and Applications

MOS fabrication technology in the pixel structure, and ultimately they were not com-
mercialized and their development was terminated. AMI can be fabricated in stan-
dard CMOS technol ogy without any modification, however, and its pixel structureis
the same as that of the active pixel sensor (APS); athough AMI uses an I-V con-
verter as areadout circuit while APS uses a source follower, though this difference
isnot critical. APS isalso classified as an image sensor with in-pixel amplification.

Present CM OSimage sensors

APS was first realized by using a photogate (PG) as a photodetector by E. Fossum
et a. at JPL* and then by using a photodiode (PD) [38,39]. A PG was used mainly
due to ease of signal charge handling. The sensitivity of a PG is not as good since
polysilicon as agate material is opaque at the visible wavelength region. APSsusing
aPD are called 3T-APSs (three transistor APSs) and are now widely used in CMOS
image sensors. In the first stage of 3T-APS development, the image quality could
not compete with that of CCDs, both with respect to fixed pattern noise (FPN) and
random noise. Introducing noise canceling circuits reduces FPN but not random
noise.

By incorporating a pinned PD structure used in CCDs, which has alow dark cur-
rent and complete depletion structure, the 4T-APS (four transistor APS) has been
successfully developed [40]. A 4T-APS can be used with correlated double sampling
(CDS), which can eliminate k;TC noise, the main factor in random noise. Theim-
age quality of 4T-APSs can compete with that of CCDs. Thefinal issue for 4T-APSs
is the large pixel size compared with that in CCDs. A 4T-APS has four transistors
plus a PD and floating diffusion (FD) in a pixel, while a CCD has one transfer gate
plusaPD. Although CMOS fabrication technol ogy advances have benefited the de-
velopment of CMOS image sensors [41], namely in shrinking the pixel size, it is
essentially difficult to realize a smaller pixel size than that of CCDs. Recently, a
pixel sharing technique has been widely used in 4T-APSs and has been effectivein
reducing the pixel size to be comparable with that of CCDs. Figure 1.2 shows the
trend of pixel pitch in 4T-APSs. The figureillustrates that the pixel pitch of CMOS
image sensorsis comparablewith that of CCDs, shown as open squaresin the figure.

*Jet Propulsion Laboratory.
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FIGURE 1.2
Trend of pixel pitch in 4T-APS type CMOS imagers. The solid and open squares
show the pixel pitch for CMOS imagers and CCDs, respectively.

1.3 Brief history of smart CMOSimage sensors

Vision chips

There are three main categories for smart CMOS image sensors, as shown in Fig.
1.3: pixel-level processing, chip-level processing or camera-on-a-chip, and column-
level processing. Thefirst category isvision chipsor pixel-parallel processing. Inthe
1980s, C. Mead and coworkers at Caltech * proposed and demonstrated vision chips
or silicon retina[42]. A silicon retina mimics the human visual processing system
with massively parallel-processing capability using Si LS| technology. The circuits
work in the subthreshold region, as discussed in Appendix E, in order to achievelow
power consumption. In addition, the circuits automatically execute to solve a given
problem by using convergence in two-dimensional resistive networks, as described
in Section 3.3.3. They frequently use phototransistors (PTrs) as photodetectors due
to the gain of PTrs. Since the 1980s, considerablework has been done on devel oping
visions chips and similar devices, as reviewed by Koch and Liu [43], and A. Moini
[1]. Massively parallel processing in the focal plane is very attractive and has been
the subject of much research into fields such as programmable artificial retinas [44].
Some appli cationshave been commercialized, such astwo-layered resistive networks
using 3T-APSby T. Yagi, S. Kameda, and co-workers at Osaka Univ. [45, 46].

*California Institute of Technology.
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6 Smart CMOS Image Sensors and Applications

Camera-on-a-chip
Column parallel processing

Output +~

Noise reduction
Color processing, ADC, etc.
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] ] Output
Pixel-parallel processing

FIGURE 1.3
Three types of smart sensors.
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FIGURE 1.4
ITRS roadmap; the trend of DRAM half pitch [47].

Figure 1.4 shows the LSI roadmap of ITRS* [47]. This figure shows the trend

*International Technology Roadmap for Semiconductors.
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of dynamic random access memory (DRAM) half pitch; other technologies such as
logic processes exhibit almost the same trend, namely the integration density of LS|
increases according to Moore's law such that the integration density doubles every
18—24 months [48].

This advancement of CMOS technology means that massively parallel process-
ing or pixel-parallel processing is becoming more feasible. Considerable research
has been published, such as vision chips based on cellular neural networks (CN-
N) [49-52], programmable multiple instruction and multiple data (MIMD) vision
chips [53], biomorphic digital vision chips [54], and analog vision chips [55, 56].
Other pioneering work includedigital vision chipsusing pixel-level processing based
on asingle instruction and multiple data (SIMD) processor by M. Ishikawaet al. at
Univ. Tokyo and Hamamatsu Photonics [57—63].

It is noted that some vision chips are not based on the human visual processing
system, and thus they belong in the category of pixel-level processing.

Advancement of CM OS technology and smart CM OSimage sensors

The second category, pixel-level programming, is more tightly related with the ad-
vancement of CMOS technology and has little relation with pixel-parallel process-
ing. This category includes system-on-chip and system-on-a-camera. In the early
1990s, advancement of CMOS technology made it possible to realize highly inte-
grated CMOSimage sensorsor smart CMOS image sensorsfor machinevision. Pio-
neering work include ASIC vision (originally developed in Univ. Edinburgh [64,65]
and later by VLSI Vision Ltd. (VVL)), near-sensor image processing (NSIP) (later
known as PASIC [66]) originally developed in Linkdping University [67] and MAPP
by Integrated Vision Products (IVP) [68].

PASIC may be the first CMOS image sensor that uses a column level anal og-to-
digital converter (ADC) [66]. ASIC vision has a PPS structure [67], while NSIP
uses a pulse width modulation (PWM) based sensor [67], discussed in Section 3.4.1.
MAPP uses an APS[68].

Smart CMOS image sensor s based on high performance CMOS image
sensor technologies

Some of the above mentioned sensors have column-parallel processing structure,
the third of the categories. Column-parallel processing is suitable for CMOS im-
age sensors, because the column lines are electrically independent of each other.
Column-parallel processing can enhance the performance of CMOS image sensors,
such as widening the dynamic range and increasing the speed. Combining with 4T-
APSs, column-parallel processing exhibit a high image quality and versatile func-
tions. Therefore, recently column-level processing architecture has been widely used
for higher performance CMOS image sensors. The advancement of L S| technologies
also broadens the range of applications of this architecture.
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8 Smart CMOS Image Sensors and Applications

1.4 Organization of the book

This book is organized as follows. Firgt, in this introduction, a general overview
of solid-state image sensors is presented. Then, smart CMOS image sensors are
described including abrief history and adiscussion of their features. Next, in Chapter
2, fundamental information on CMOS image sensors is presented in detail. First,
optoelectronic properties of silicon semiconductors, based on CMOS technol ogy,
are described in Section 2.2. Then, in Section 2.3, several types of photodetectors
are introduced, including the photodiode, which is commonly used in CMOS image
sensors. The operation principle and fundamental characteristics of photodiodes are
described. In a CMOS image sensor, a photodiodeis used in the accumul ation mode,
which is very different from the mode of operation for other applications such as
optical communication. The accumulation mode is discussed in Section 2.4. Pixel
structure is the heart of this chapter and is explained in Section 2.5 for active pixel
sensors (APS) and passive pixel sensors (PPS). Peripheral blocks other than pixels
are described in Section 2.6. Addressing and readout circuits are also mentioned in
that section. The fundamental characteristics of CMOS image sensors are discussed
in Section 2.7. The topics of color (Section 5.4.1) and pixel sharing (Section 2.9) are
also described in this chapter. Finally, several comparisons are discussed in Sections
210and 2.11.

In Chapter 3, several smart functions and materials are introduced. Certain smart
CMOS image sensors have been developed by introducing new functionsinto con-
ventional CMOS image sensor architecture. Firstly, pixel structures different from
that of conventional APS are introduced in Section 3.2, such as the log sensor. S
mart CMOS image sensors can be classified into three categories, analog, digital,
and pulse, described in Sections 3.3, 3.4, and 3.5. CMOS image sensors are typical-
ly based on silicon CM OS technologies, but other technologies and materials can be
used to achieve smart functions. For example, silicon on sapphire (SOS) technol ogy
isacandidate for smart CMOS image sensors. Section 3.6 discussed materials other
than silicon in smart CMOS image sensors. Structures other than standard CMOS
technologies are described in Section 3.7.

By combining the smart functions introduced in Chapter 3, Chapter 4 describes
several examples of smart imaging. Low-light imaging (Section 4.2), high speed
(Section 4.3), and wide dynamic range (Section 4.4) are presented with examples.
These features of smart CMOS image sensors give a higher performance compared
with conventional CMOS image sensors. Another feature of smart CMOS image
sensors is to achieve versatile functions that cannot be realized by conventional im-
age sensors. For this, sections on demodulation (Section 4.5), three-dimensional
range finders (Section 4.6), and target tracking (Section 4.7) are presented. Finally
in this chapter, dedicated arrangements of pixels and optics are described. Section
4.8 considers two types of smart CMOS image sensors with nonorthogonal pixel
arrangements and dedicated optics.

The final chapter, Chapter 5, considers applications using smart CMOS image
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sensorsin thefield of information and communication technol ogies, biotechnologies,
and medicine. These applications have recently emerged and will be important for

the next generation of smart CM OS image sensors.
Several appendices are attached to present additional information for the main

body of the book.
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2

Fundamentals of CMOS image sensors

2.1 Introduction

This chapter provides the fundamental knowledge for understanding CMOS image

SeNsors.

A CMOS image sensor generally consists of an imaging area, which consists of
an array of pixels, vertical and horizontal access circuitry, and readout circuitry, as

shownin Fig. 2.1.

Pixel | Pixel [y | Pixel | Pixel jy | Pixel
=
=]
£ | || Pixel [#| Pixel [ Pixel [ Pixel [#| Pixel 14
(@)
@ ¥
8 | || Pixel [#| Pixel 2| Pixel [#] Pixel 4
Q
< 2 v 9 v
T . . . ) .
g Pixel [#] Pixel [#] Pixel f#] Pixel #| Pixel 4
S H== :: :: :;
>
Pixel [#| Pixel {8 Pixel [#]| Pixel | Pixel 14
| Readout Circuitry
1 1 1 1 1
| Horizontal Access Circuitry
FIGURE 2.1

Row control line |

1

&

output

>

Column output line

Architecture of a CMOS image sensor. A two-dimensional array of pixels, vertical
and horizontal access circuitry, and readout circuitry are generally implemented. A

pixel consists of a photodetector and transistors.

Theimaging areais atwo-dimensional array of pixels; each pixel contains a pho-
todetector and some transistors. This area is the heart of an image sensor and the
imaging quality is largely determined by the performance of this area. Access cir-
cuitry is used to access a pixel and read the signal value in the pixel. Usualy a

11
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12 Smart CMOS Image Sensors and Applications

scanner or shift register is used for the purpose, and a decoder is used to access pix-
elsrandomly, which is sometimes important for smart sensors. A readout circuitisa
one-dimensional array of switches and a sample and hold (S/H) circuit. Noise cancel
circuits, such as correlated double sampling (CDS), are employed in this area.

In this chapter, these fundamental elements of CMOSimage sensors are described.
First, photodetection is explained. The behavior of minority carriers plays an impor-
tant rolein photodetection. Several kinds of photodetectorsfor CMOSimage sensors
have been introduced. Among them, pn-junction photodiodes are most often used,
and the operation principle and hence the basic characteristics of pn-junction pho-
todiodes are explained here in detail. In addition, the accumulation mode, which
is an important operation for CMOS image sensors, is described. Then, basic pixel
structures are introduced, namely passive pixel sensors and active pixel sensors. Fi-
nally, further elements for CMOS image sensors are described, such as scanners and
decoders, read-out circuits, and noise cancellers.

2.2 Fundamentals of photodetection
2.2.1 Absorption coefficient

When light is incident on a semiconductor, a part of the incident light is reflected
while the rest is absorbed in the semiconductor and produces electron—hole pairs
inside the semiconductor, as shown in Fig. 2.2. Such electron—hole pairs are called
photo-generated carriers. The amount of photo-generated carriers depends on the
semiconductor material and is described by the absorption coefficient o.

It should be noted that o is defined as the ratio of decrease of light power AP /P
when the light travels a distance Az, that is,

a(h) = é%’. 21)
From Eq. 2.1, thefollowing relation is derived:
P(z) = Pyexp(—az). (2.2)
The absorption length L, . is defined as
Lyps = 0 % (2.3)

It is noted that the absorption coefficient is a function of photon energy hv or
wavelength A, where h and v are Planck’s constant and the frequency of the light.
The value of the absorption length L. thus depends on wavelength. Figure 2.3
shows the dependence of the absorption coefficient and the absorption length of sili-
con on the input light wavelength. In the visible region, 0.4-0.6 um, the absorption
length lies within 0.1-10 um [69]. The absorption length is an important figure for
arough estimation of a photodiode structure.
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FIGURE 2.2
Photo-generated carriersin a semiconductor.

2.2.2 Behavior of minority carriers

Incident light on a semiconductor generates electron-hole pairs or photo-generated
carriers. When electrons are generated in a p-type region, the electrons are minor-
ity carriers. The behavior of minority carriers is important for image sensors. For
example, in a CMOS image sensor with a p-type substrate, photo-generated minor-
ity carriers in the substrate are electrons. This situation occurs when infrared (IR)
light is incident in the sensor, because the absorption length in the IR region is over
10 um, as shown in Fig. 2.3, and thus the light reaches the substrate. In that case,
the diffusion behavior of the carriers greatly affects the image sensor characteristic-
s; they can diffuse to adjacent photodiodes through the substrate and cause image
blurring. To suppress this, an IR cut filter is usually used, because IR light reaches
deeper regions of the photodiode, namely the substrate, and produces more carriers
than visible light in the deeper regions.

The mobility and lifetime of minority carriers are empiricaly given by the fol-
lowing relations [70-72] with parameters of acceptor concentration N, and donor
concentration Ny

1180

=233+ cm?/V -, 24

i 1+ [Na/ (8 x 1016)°9 [ ) (24)

pp = 130+ 370 5 [CMPIV - o], (2.5)
1+ [Ng/ (8% 10%7)]™

751 = 3.45x 107N, 4+ 0.95 x 1073IN2? [s71], (2.6)
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FIGURE 2.3
Absorption coefficient (solid line) and absorption length (brokenline) of silicon asa
function of wavelength. From the datain [69].

7,1 =7.8x 10BN, + 1.8 x 1073INF [s7Y]. (2.7)

From the above equations, we can estimate the diffusion lengths L, ,, for electrons
and holes by using the relation

[kg T
Lep= % (2.8)

Figure 2.4 shows the diffusion lengths of electrons and holes as a function of
impurity concentration. Note that both electrons and holes can travel over 100 um
for impurity concentrations below 1017 cm—3,
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Diffusion lengths of electrons and holesin silicon as a function of impurity concen-
tration.
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2.2.3 Sensitivity and quantum efficiency
The sensitivity is defined as the amount of photocurrent I, produced when a unit of
light power P, isincident on a material. It is given by

L (2.9)

R —.
Po

ph
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16 Smart CMOS Image Sensors and Applications

The quantum efficiency is defined as the ratio of the number of generated photocar-
riers to the number of the input photons. The input photon number per unit time
and the generated carrier number per unit time are I /e and P,/(hv), and thus the
quantum efficiency is expressed as

I /e hv
= =R, —.
o =Py /(hv) ~ e

(2.10)

From Eq. 2.10, the maximum sensitivity, that is the sensitivity at 5 = 1, isfound to
be

e e A [um]

R - — )
phmax = Ly, he 1.23

(2.12)

Roh.max IS illustrated in Fig. 2.6. It monotonically increases in proportion to the
wavel ength of the input light and eventually reaches zero at the wavelength A4 cor-
responding to the bandgap of the material Eg. For silicon, the wavelength is about
1.12 um since the bandgap of siliconis 1.107 eV.

04 05 06 07 08 09 1 11 12
Wavelength [um]

FIGURE 2.6

Sensitivity of silicon. The solid line shows the sensitivity Rph according to Eq. 2.19.
The dashed line showstheideal sengitivity or maximum sensitivity R according
to Eq. 2.11. Aq isthe wavelength at the bandgap of silicon.

ph,max
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Fundamentals of CMOS image sensors 17

2.3 Photodetectors for smart CMOSimage sensors

M ost photodetectorsused in CM OSimage sensors are pn-junction photodiodes(PDs).
In the next sections, PDs are described in detail. Other photodetectorsused in CMOS

image sensors are photogates (PGs), phototransistors (PTrs), and avalanche photo-

diodes (APDs). PTrs and APDs both make use of gain; another detector with gain

is the photoconductive detector (PCD). Figure 2.7 illustrates the structures of PDs,

PGs, and PTrs.

hv=hc/A hv=hc/A

Poly gate

——
Depletion

- (b)

hv=hc/A hv=hc/A

= Poly gate
= N
T ©

FIGURE 2.7
Symbols and structures of (@) photodiode, (b) photogate, (c) vertical type phototran-
sistor, and (d) lateral type phototransistor.
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18 Smart CMOS Image Sensors and Applications

2.3.1 pn-junction photodiode

In this section, a conventional photodetector, a pn-junction PD, is described [73,
74]. Firgt, the operation principle of a PD is described and then several fundamental
characteristics, such as quantum efficiency, sensitivity, dark current, noise, surface
recombination, and speed, are discussed. These characteristics are important for
smart CMOS image sensors.

2.3.1.1 Operation principle

The operation principle of the pn-junction PD is quite smple. In apn-junction diode,
the forward current I is expressed as

I = laie [ exp (%) -1, (2.12)

where n is an ideal factor and ;¢ is the saturation current or diffusion current,
which is given by

D D
lgirs = €A [ —Npo+ —Pno | » (2.13)
Ln Lp

where Dy, p, Ln,p, Npo, 8Nd pno arethe diffusion coefficient, diffusion length, minority
carrier concentration in the p-type region, and the minority carrier concentration in
n-type region, respectively. A is the cross-section area of the pn-diode. The pho-
tocurrent of the pn-junction photodiodeis expressed as follows:

=1~
eV (2.14)
= lon = laits [exp <w> - 1}7

where n is an ideal factor. Figure 2.8 illustrates the I-V curves of a pn-PD under
dark and illuminated conditions. There are three modes for bias conditions. solar
cell mode, PD mode, and avalanche mode, as shown in Fig. 2.8.

Solar cell mode In the solar cell mode, no bias is applied to the PD. Under light
illumination, the PD acts as a battery, that is it produces a voltage across the pn-
junction. Figure 2.8 shows the open circuit voltage Voc. In the open circuit condition,
the voltage Vo can be obtained from I, = 0in Eq. 2.14, and thus

kT I
Voo = B—In| 2 4 1. (2.15)
e lif ¢

This shows that the open circuit voltage does not linearly increase according to the
input light intensity.
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FIGURE 2.8
PD 1-V curves under dark and bright conditions.

PD mode The second modeisthe PD mode. When a PD is reverse biased, that is
V < 0, the exponential term in Eq. 2.14 can be neglected, and thus |, becomes

L~ Lo+ Ligs - (2.16)

This shows that the output current of the PD is equal to the sum of the photocurrent
and diffusion current. Thus, the photocurrent lineally increases according to theinput
light intensity.

Avalanche mode The third mode is the avalanche mode. When a PD is strongly
biased, the photocurrent suddenly increases, as shown in Fig. 2.8. This phenom-
ena is called an avalanche, where impact ionization of electrons and holes occurs
and the carriers are multiplied. The voltage where an avalanche occursis caled the
avalanche breakdown voltage V4, shown in Fig. 2.8. Avalanche breakdown is ex-
plained in Sec. 2.3.1.3. The avalanche mode is used in an avalanche photodiode
(APD) and is described in Sec. 2.3.4.
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2.3.1.2 Quantum efficiency and sensitivity
By using the definition of the absorption coefficient in Eq. 2.2 o(4), thelight inten-
sity is expressed as

dP(z) = —a(A)Pyexp[—o(A)z] dz. (2.17)
To make it clear that the absorption coefficient is dependent on the wavelength, o
iswritten as o/(1). The quantum efficiency is defined as the ratio of absorbed light
intensity to the total input light intensity, and thus

_ fxxnp o (A)Pyexp[—a(A)x]dx

e = =0 (X Py exp[—cx(1)x] dx (2.18)
= (1—exp[-a(A)W])exp[—a(A)xa],

whereW isthe depletion width and x,, is the distance from the surface to the edge of
the depletion region as shown in Fig. 2.9.

FIGURE 2.9

pn-junction structure. The junction is formed at a position x j from the surface. The
depletion region widens at the sides of the n-typeregion x, and p-typeregion x,. The
width of the depletion regionW is thus equal to xn — X,.

Using Eq. 2.18, the sengitivity is expressed as follows:
er
Ron =T 1e
eA
= 1o (L~ expl—a(A)W]) expl - (A )xn].
In this equation, the depletion width W and the part of the depletion width at the
N region x, are expressed as follows. Using the built-in potential V,;, W under an
applied voItageVappl is expressed as

W= \/ZESi(Nd +Na) (Vpi +Vapp1)

(2.19)

2.20
N, , (2.20)
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where gg; is the dielectric constant of silicon. The built-in potentia V,; is given by

N4N
qNa
Voi =kgT In <—n? ) ; (2.21)
1

where n; is the intrinsic carrier concentration for silicon and n, = 1.4 x 10 cm~3.
The parts of the depletion width at the n-region and p-region are

- w 2.22
Xn Na+ Nd ) ( )
N
d
Xp = W. 2.23
P Na+ Ny (2.23)

Figure 2.6 shows the sensitivity spectrum curve of silicon, that is, the dependence
of the sensitivity on the input light wavelength. The sensitivity spectrum curve is
dependent on the impurity profile of the n-type and p-type regions as well as the
position of the pn-junction x j- Inthe calculation of the curvein Fig. 2.6, the impu-
rity profile in both the n-type and p-type regionsiis flat and the junction is abrupt.
In addition, only photo-generated carriersin the depletion region are accounted for;
some portion of the photo-generated carriers outside the depletion region diffuse and
reach the depletion region, but in the calculation these diffusion carriers are not ac-
counted for. Such diffusion carriers can affect the sensitivity at long wavelengths
because of the low value of the absorption coefficient in the long wavelength re-
gion [75]. Another assumption isto neglect the surface recombination effect, which
will be considered in the section on noise, Sec. 2.3.1.4. These assumptions will be
discussed in Sec. 2.4. An actual PD in an image sensor is coated with SO, and
Si;N,, and thus the quantum efficiency is changed [76].

2.3.1.3 Dark current

Dark current in PDs has several sources.

Diffusion current The diffusion current inherently flows and is expressed as

Dnnpo Dpnno
lgirr = A€ (L—n L

Dn Dp EQ
=A NN o
(o o v ()

where A isthe diode area, N; and N, are the effective density of statesin the conduc-
tion band and valence band, respectively, and Eg is the bandgap. Thus, the diffusion
current exponentially increases as the temperature increases. It is noted that the dif-
fusion current weakly depends on the bias voltage; more precisely, it depends on the
sguare root of the bhias voltage.

(2.24)
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FIGURE 2.10

Dependence of the sensitivity (solid line) and quantum efficiency (broken line) of a
pn-junction PD on wavelength. The PD parameters are summarized in the inset.

Tunnel current  Other dark currentsincludetunnel current, generation—recombination
(g—r current), Frakel—Poole current, and surfaceleak current[77,78]. Thetunnel cur-
rent consists of band-to-band tunneling (BTBT) and trap-assisted tunneling (TAT),
which has an exponential dependence on the bias voltage [77—-79] but has little de-
pendence on the temperature. Although both BTBT and TAT cause dark current
exponentially dependent on bias voltage, the dependence is different, as shown in
Table 2.1. The tunnel current is important when doping is large and thus the deple-
tion width becomes thin so asto lead to tunneling.

G-R current Inthe depletion region, the carrier concentration is reduced and car-
rier generation occurs rather than recombination of carriers[77,80] by thermal gen-
eration. This causes dark current. The g— current is given by [77]

en. e+/NcNy Eg
lor = AW — = AW — 2.25
ar Ty Ty &P ( 2kgT ) ’ (2:25)

where W is the depletion width, 7y is the lifetime of the deep level, and n; is the
intrinsic carrier concentration. This processis called Shockley—Read—Hall recombi-
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nation [77, 80].

Impact ionization current Impact ionization or avalanche breakdown increases
dark current when the bias voltage increases [81, 82]. The bias dependence of dark
current by impact ionization arises from the voltage dependence of the ionization
coefficients of electrons and holes, o, and ap. These coefficients exponentialy in-
crease by as the bias voltage increases.

Frankel-Poole current  The Frankel—Poole current originates from the emission
of trapped electronsinto the conduction band [77]. This current strongly dependson
the bias voltage, which is the same as the tunneling current.

Surfaceleak current The surfaceleak current is given by

1
en;SoAs, (2.26)

Isurf = D)

where n;, s, and As are the intrinsic carrier concentration, surface recombination
rate, and surface area, respectively.

TABLE 2.1
Dependence of dark currents on temperature and voltage [77].
a, @, b, c are constants.

Process Dependence
Diffusion x@(p(_ki_gr)
E

eR = Wexp (-5 )
Band-to-band tunneling o< V2exp (%a)

N 2
Trap-assisted tunneling o< EXp (:/_a)
Impact ionization axap(%b)
Frankel—Poole o<V exp (%C)

E
Surface leak o exp (fﬁ)
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Dependence of dark current on temperatureand biasvoltage Comparing Egs.
2.24, 2.25, and 2.26 shows that the temperature dependences of the various dark
currents are different; only I, ¢ is independent of temperature, while logl;;; and
loglgr vary as —2 and — -, respectively. Thus, the temperature dependence can
reveal the origin of the dark current. Also, the dependence on the bias voltage is
different. The dependence on temperature and bias voltage is summarized in Table
2.1

2.3.1.4 Noise

Shot noise A PD suffers from shot noise and thermal noise. Shot noise originates
from fluctuations in the number of the particles N such as electrons and photons.
Thus shot noise and electron (or hole) shot noise inherently exist in a PD. The root
mean square of the shot noise current i, is expressed as

i, e = V/26TAT, (2.27)

where T and Af indicate average signal current and bandwidth, respectively. The

signal-to-noiseratio (SNR) for shot noiseis expressed as
T

V2eTAT  2eAf”

Thus, as the amount of current or the number of el ectrons decreases, the SNR asso-
ciated with shot noise decreases. Dark current also produces shot noise.

SNR =

(2.28)

Thermal noise In aload resistance R, free electrons exist and randomly move
according to the temperature of the load resistance. This effect generates thermal
noise, also known as Johnson noise or Nyquist noise. The thermal noiseis expressed

as
. 4k T A
g, ms =\ — 5 (2.29)

In CMOS image sensors, the thermal noise appears as kg TC noise, which is dis-
cussed in Sec. 2.7.1.2.

2.3.1.5 Surfacerecombination

In a conventional CMOS image sensor, the surface of the silicon is interfaced with
SiO, and has some dangling bonds, which produce surface states or interface states
acting as non-recombination centers. Some photo-generated carriers near the sur-
face are trapped at the centers and do not contribute to the photocurrent. Thus these
surface states degrade the quantum efficiency or sensitivity. This effect is called sur-
face recombination. The feature parameter for surface recombination is the surface
recombination velocity Sy ¢. The surface recombination rate is proportional to the
excess carrier density at the surface:
anp
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The recombination velocity is strongly dependent on the interface state, band bend-
ing, defects, and other effects, and is approximately 10 cm3/sec for both electrons
and holes. For short wavelengths, such as blue light, the absorption coefficient is
large and absorption mostly occurs at the surface. Thus it is important to reduce
the surface recombination velocity to achieve high quantum efficiency in the short
wavelength region.

2.3.1.6 Speed

In the recent growth of optical fiber communications and fiber-to-the-home (FTTH)
technology, silicon CMOS photoreceivers have been extensively studied and devel-
oped. High-speed photodetectors using CMOS technologies, including BICMOS
technology, are described in detail in Ref. [83, 84], and high-speed circuits for C-
MOS optical fiber communication are also detailed in Ref. [85].

In conventional image sensors, the speed of the PD is not a concern. However,
some kinds of smart image sensors need a PD with a fast response. Smart CMOS
sensors for optical wireless LANsisan exampleand is considered in Chapter 5; they
are based on technologies for CMOS-based photoreceivers for optical fiber com-
munications, mentioned above. Another example is a smart CMOS sensor that can
measure time-of-flight (TOF), also described in Chapter 5. In this case, an APD is
used for its high-speed response.

Here we consider the response of a PD. Generally, the response of a PD islimited
by the CR time constant 7., transit time 7, and diffusion time of minority carriers
T, for electrons:

¢ The CR time originates from the pn-junction capacitance C, and is expressed
as
Ter = 2nCpR, (2.31)

whereR, isthe load resistance.

e Thetransit timeisdefined as the time for a carrier to drift across the depletion
region. It is expressed as
Ty =W /Vs, (2.32)

wherev; isthe saturation velocity.

e Minority carriers generated outside the depletion region can reach the deple-
tion region after the diffusion time,

Tnp = L 5/Dn.p, (2.33)
for electrons with a diffusion coefficient of Dj,.

Itis noted there is atrade-off between depletion width W and quantum efficiency Mg
in the case of transit time limitation. In this case,

Ng = [1—exp(—o(A)vstyr )| exp(—a(2A)xn). (2.34)
Of these, the diffusion time has the greatest effect on the PD response in CMOS
image sensors.
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2.3.2 Photogate

The structure of a photogate (PG) is the same as a MOS capacitor; photo-generated
carries accumulate in the depletion region when the gate is biased. A PG has a
suitable structure to accumulate and transfer carriers, and PGs have been used in
some CMOS image sensors. The accumulation of photo-generated carriersin a PG
isshowninFig. 2.11. By applying agate biasvoltage, adepletion regionis produced
and acts as an accumulation region for photo-generated carriers, as shown in Fig.
2.11.

The fact that the photo-generated area is separated from the top surface in a PG
is useful for some smart CMOS image sensors, as will be discussed in Chapter 5.
It is noted that PGs have disadvantages with regard to sensitivity, because the gate,
which is usually made of polysilicon, is partially transparent and has an especially
low transmittance at shorter wavelength or in the blue light region.

: Depletion region
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V0 A 1
- J_P'SUb V=0 Potential well
_B 0 - = o
T Y h 2 V=0 l
P-sub. +|: O —
_TL E,V=0"E; ‘ V>0 eV / Vq
= Potential
-  F - well
+H+++++ +
b + V=0
__LP-su :
‘qu --------- Voltage produce by

accumulated charges

________________ \ Accumulated charges

FIGURE 2.11
Photogate structure with applied gate voltage, which produces a depletion region
where photo-generated carriers accumul ate.

2.3.3 Phototransistor

A phototransistor (PTr) can be made using standard CMOS technology for a para-
sitic transistor. A PTr amplifies a photocurrent by a factor of the base current gain
B. Because the base width and carrier concentration are not optimized by standard
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CMOS process technology, 8 is not high, typically about 10-20. In particular, the
base width is a trade-off factor for a phototransistor; when the base width increases,
the quantum efficiency increases but the gain decreases [86]. Another disadvantage
of a PTr is the large variation of B, which produces a fixed pattern noise (FPN),
as detailed in Sec. 2.7.1.1. In spite of these disadvantages, PTrs are used in some
CMOS image sensors due to their smple structure and their gain. When accompa-
nied by current mirror circuits, PTrs can be used in current-mode signal processing,
as discussed in Sec. 3.2.1. To address the low 3 at low photocurrent, a vertical
inversion-layer emitter pnp BJT structure has been developed [87].

2.3.4 Avalanche photodiode

An avalanche photodiode (APD) utilizes an avalanche effect in which photo-generated
carriers are multiplied [86]. APDs have a gain as well as a high-speed response.
APDs are thus used as detectors in optical fiber communication and ultra low light
detection such as biotechnologies. However, they are hardly used in image sensors,
because they require a high voltage over 100 V. Such a high voltage hinders the use
of APDs in standard CMOS technologies besides hybrid image sensors with other
APD materials with a CMOS readout circuit substrate, as reported in Ref. [88] for
example. Gain variation causes the same problem as seen in PTrs.

Pioneering work by A. Biber et a. at Centre Suisse d'Electronique et de Mi-
crotechnique (CSEM) has produced a 12 x 24-pixel APD array fabricated in stan-
dard 1.2-um BiCMOS technology [89]. Each pixel employs an APD control and
readout circuits. An image is obtained with the fabricated sensor with an avalanche
gain of about 7 under a bias voltage of 19.1 V.

Several reports have been published of APDs fabricated using standard CMOS
technologies [90-100], as shown in Fig. 2.12. In these reports, the APD is biased
over the avalanche breakdown voltage, and thus when photons are incident on the
APD, it quickly turns on and produces a spike-like current pulse. This phenomenon
resemblesthat of a Geiger counter and thusit is called the Geiger mode. The Geiger
mode is difficult to use in imaging, though it can be used in another applications, as
described in Chapter 5.

Recently, H. Finkelstein et a. at Univ. California, San Diego have reported a
Geiger-mode APD fabricated in 0.18-um CMOS technology [101]. They use shal-
low trench isolation (STI1) as a guard ring for the APD. A bias voltage of 2.5V is
found to be sufficient to achieve avalanche breakdown. Thisresult suggeststhat deep
sub-micron technology can be used to fabricate a CMOS image sensor with asingle
photon avalanche diode (SPAD) pixel array.

2.3.5 Photoconductive detector

Another gain detector is the photoconductive detector (PCD), which uses the effect
of photoconductivity [86]. A PCD typically hasastructureof n*—n——n*. A DC bias
is applied between the two n™ sides, and thus the generated electric field is largely
confined to the n™ region, which is a photoconductive region where electron—hole
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FIGURE 2.12
Avalanche photodiode structure using standard CM OS technology [98].

pairs are generated. The gain originates from a large ratio of the long lifetime of
holes 7, to the short transit time of electronst;,, that is 7, > t;,. The gain Gy is
expressed as
Gpe = 2 (1 @) . 2.35
PC by " Hn (2.35)

When a photo-generated el ectron—hole pair is separated by an externally applied
electric field, the electron crosses the detector several times before it recombines
with the hole. It is noted that a larger gain results in a slower response speed, that
is, the gain-bandwidth is constant in a PCD, because the gain G, is proportional
to the carrier lifetime 7p, which determines the response speed of the detector. Fi-
nally, a PCD has a relatively large dark current in general; as a PCD is essentially
a conductive device, some dark current will flow. This may be disadvantage for an
image sensor. Some PC materials are used as a detector overlaid on CMOS readout
circuitry in a pixel due to the photoresponse with a variety of wavelengths such as
X-ray, UV, and IR. Avalanche phenomena occur in some PC materials, realized in
super HARP, an imaging tube with ultra high sensitivity developed in NHK* [102].

Several types of CMOS readout circuitry (ROC) for this purpose have been report-
ed, see Ref. [103] for example. Anacther application of PCD is as replacements for
on-chip color filters, described in Sec. 3.7.3 [104-106]. Some PCDs are also used
for fast photodetectors; metal—semiconductor—metal (M SM) photodetectorsare used
for this purpose.

M etal-semiconductor—-metal photodetector The MSM photodetector is a kind
of PCD, where a pair of metal fingers are placed on the surface of a semiconductor,
as shown in Fig. 2.13 [86]. Because the MSM structure is easy to fabricate, MSM
photodetectors are also applied to other materials such as GaAs and GaN. GaAs

*Nippon Hoso Kyokai.
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MSM photodetectors are mainly used for ultra-fast photodetectors [107], athough
in Refs. [108, 109] GaAs MSM photodector arrays are used for image sensors. GaN

MSM photodetectors have been devel oped for image sensors with a sensitivity thein
UV region [110].

ey

Si substrate

\
Shottoky electrode

FIGURE 2.13
Structure of an MSM photodetector. The inset shows the symbols for the MSM
photodetector.

2.4 Accumulation modein PDs

A PD in a CMOS image sensor is usually operated in accumulation mode. In this
mode, the PD is electrically floated and when light illuminates the PD, photocarriers
are generated and swept to the surface due to the potential well in the depletion
region. The PD accumulation mode was proposed and demonstrated by G.P. Weckler
[13]. The potential voltage decreases when electrons accumulate. By measuring the
voltage drop, the total amount of light power can be obtained. It should be noted
that the accumulation of electrons is interpreted as the process of discharge in the
charged capacitor by generated photocurrent.

Let us consider, using a simple but typical case, why the accumulation mode is
required in a CMOS image sensor. We assume the following parameters. the sen-
sitivity of the PD Ron = 0.3 A/W, the area size of the PD A = 1000 lux, and the

illumination at the PD surface L, = 100 um?. Assuming that 1 lux roughly corre-
spondsto 1.6 x 10~7 W/cm~2, as described in the Appendix, the photocurrent Iph is
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evaluated as
Iph:RpthoxA
= 0.3A/W x 100 x 1.6 x 10~"W/cm~2 x 100 um?
~ 10pA.

Whileit is possible to measure such alow photocurrent, it is difficult to precisely
measure photocurrents of the same order from a two-dimensional array for a large
number of pointsat avideo rate.

2.4.1 Potential changein accumulation mode
The junction capacitance of apn-junction PD Cp; is expressed as

Cop(V) = 8‘\’;5‘ 7 (2.36)

which is dependent on the applied voltageV through the dependence of the depletion
widthW onV, as
W =K(V + V)™, (2.37)

where K is a constant, V,; is the built-in potential of the pn junction, and m; isa
parameter dependent on the junction shape: m j= 1/2 for a step junction and m j=
1/3 for alinear junction.

Thefollowing will hold for Cpp (V):

av
Cop(V) g *+lon g =0. (2.38)

where |, isthe dark current of the PD. Using Eqgs. 2.36 and 2.37, Eq. 2.38 gives

(I +1g)(L—m)) T

V(1) = (Vo+Vy) |[1— AT

~V,, (2.39)

where V,; and C,, are the initial values of the voltage and capacitance in the PD,
respectively. This result shows that the voltage of the PD decreases amost linearly.
Usually, the PD voltage is approximately described as decreasing linearly. Figure
2.14 shows the voltage drop of a PD as a function of time. Figure 2.14 confirms
that Vp, almost lineally decreases as time increases. Thus, light intensity can be
estimated by measuring the voltage drop of the PD at afixed time, usualy at avideo
rate of 1/30 sec.

2.4.2 Potential description
The potentia description is frequently used for CMOS image sensors and hence it
is an important concept. Figure 2.15 illustrates the concept [111]. In the figure,
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FIGURE 2.14
Voltage drop of a PD as afunction of time.

a MOSFET is depicted as an example; the source acts as a PD and the drain is
connected to V. Theimpurity density in the sourceis smaller than that in the drain.
The gate is off-state, or in the subthreshold region.

Figure 2.15(b) shows the potential profile along the horizontal distance, showing
the conduction band edge near the surface or surface potential. In addition, the elec-
tron density at each area shown in Fig. 2.15 (C) is superimposed on the potential
profile of (b); henceit is easy to see the carrier density profile, as shown in (d). The
baseline of the carrier density profile sits at the bottom of the potential profile, so
that the carrier density increases in the downward direction. It is noted that the po-
tential profile or Fermi level can be determined by the carrier density; when carriers
are generated by input light and accumulate in the depletion region, the potential
depth changes through the change in the carrier density. However, under ordinary
conditions for image sensors, the surface potential increases in proportion to the ac-
cumulated charge.

Figure 2.16 shows the potential description of a PD, which is floated electrically.
This is the same situation as in the previous section, Sec. 2.4.1. In the figure, the
photo-generated carriers accumulate in the depletion region of the PD. The potential
well V, is produced by the built-in potential V,; plus the bias voltageV;. Figure 2.16
(b) illustrates the accumul ated state when the photo-generated carriers collect in the
potential well. The accumulated charges change the potential depth from V to Vy,
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FIGURE 2.15

[lustration of potential description. An n-MOSFET structureis shownin (), where
thesourceisaPD andthedrainisbiased at V. Thegate of the MOSFET isoff-state.
The conduction band edge profile along X-Y in (@) is shown in (b). The horizontal
axis shows the position corresponding to the position in (a) and the vertical axis
shows the electron energy. TheV =0 andV =V, levels are shown in the figure.
The electron density is shown in (c) and (d) isthe potentia description, which isthe
superimposing of (a) and (c). Drawn after [111].

as shown in Figure 2.16 (b). The amount of the change V,, —Vq is approximately
proportional to the product of theinput light intensity and the accumulation time, as
mentioned in the previous section, Sec. 2.4.1.

2.4.3 Behavior of photo-generated carriersin PD

As explainedin Sec. 2.3.1.2, incident photons penetrate into the semiconductor ac-
cording to their energy or wavelength; photons with smaller energy or longer wave-
length penetrate deep into the semiconductor, while photons with larger energy or
shorter wavelength are absorbed near the surface. The photons absorbed in the de-
pletion region are swept immediately by the electric field and accumulate in the po-
tential well, asshownin Fig. 2.17. In Fig. 2.17, light of three colors, red, green, and
blue, areincident on the PD. As shown in Fig. 2.17(a), the three lights reach differ-
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FIGURE 2.16
Potential description of a PD before accumulation (a) and after accumulation (b).

ent depths; the red light penetrates most deeply and reaches the p-substrate region,
where it produces minority carrier electrons. In the p-type substrate region, there is
little electric field, so that the photo-generated carriers only move by diffusion, as
shown in Fig. 2.17(b). While some of the photo-generated carriers are recombined
in this region and do not contribute to the signal charge, others arrive at the edge of
the depletion region and accumulate in the potential well, contributing to the signal
charge. The extent of the contribution depends on the diffusion length of the carriers
produced in the p-substrate, electrons in this case. The diffusion length has been
discussed in Sec. 2.2.2. It is noted that the diffusion length in the low impurity con-
centration region is large and thus carriers can travel along distance. Consequently,
the blue, green, and some portion of the red light contribute to the signal charge in
this case.

This case, however, ignores the surfacef/interface states, which act as killers for
carriers. Such states produce deep levels in the middle of the bandgap; carriers
aroundthe states are easily trapped inthelevels. Thelifetimeinthe statesisgenerally
long and trapped carriers are finally recombined there. Such trapped carriers do not
contribute to the signal charge. Blue light suffers from this effect and thus has a
smaller quantum efficiency than longer wavelengths.

Pinned photodiode To alleviate the degradation of the quantum efficiency for
shorter wavelengths, the pinned photodiode (PPD) or the buried photodiode (BPD)
has been developed. Historically, the PPD was first developed for CCDs [112,113],
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Behavior of photo-generated carriersin a PD.

. Recombination

and from the late 1990s it was adopted to CMOS image sensors [40, 114-116]. The
structure of the PPD is shown in Fig. 2.19. The topmost surface of the PD hasathin
p™ layer, and thusthe PD itself appearsto be buried under the surface. Thistopmost
p™ thin layer acts to fix the Fermi level near the surface, which is the origin of the
name “pinned photodiode.” The p* layer has the same potential as the p-substrate
and thus the potential profile at the surface is strongly bent so that the accumulation
region is separated from the surface where the trapped states are located. In this case,
the Fermi level is pinned or the potential near surface is pinned.

Eventually, the photo-generated carriers at shorter wavelengths are quickly swept
to the accumulation region by the bent potentia profile near the surface and con-
tribute to the signal charge. The PPD structure has two further merits. First, the PPD
has less dark current than a conventional PD, because the surface p™ layer masks
the traps which are one of the main sources of dark current. Second, the large bent
potential profile produces an accumulation region with complete depletion, which
is important for 4-Tr type active pixel sensors discussed in Sec. 2.5.3. To achieve
complete depletion requires not only the surface thin p* layer but also an elaborate
design of the potential profile by precise fabrication process control. Recently, PPDs
have been used for CMOS image sensors with high sensitivity.
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2.5 Basic pixe structures

In this section, basic pixel structures are described in detail. Historically, passive
pixel sensors (PPS) were developed first, then active pixel sensors (APS) were de-
veloped to improve image quality. An APS has three transistors in a pixel, while a
PPS has only one transistor. To achieve further improvement, an advanced APS that
has four transistors in a pixel, the so-called 4T-APS, has been developed. The 4-Tr
APS has greatly improved image quality, but has avery complex fabrication process.
The usefulness of the 4-Tr APS is currently being debated.

25.1 Passive pixel sensor

PPS is a name coined to distinguish such sensors from APS, which is described in
the next section. The first commercially available MOS sensor was a PPS [22, 24],
but due to SNR issues, its development was halted. The structure of a PPS is very
simple: a pixel is composed of a PD and a switching transistor, as shown in Fig.
2.20(a). It is similar to dynamic random access memory (DRAM).

Because of its simple structure, a PPS has a large fill factor (FF), the ratio of the
PD areato the pixel area. A large FF is preferablefor an image sensor. However, the
output signal degrades easily. Switching noiseisacrucial issue. In thefirst stage of
PPS devel opment, the accumulated signal charge was read as the current through the
horizontal output line and then converted to a voltage through aresistance [22, 24] or
atransimpedance amplifier [25]. This scheme has the following disadvantages:

e | arge smear
Smear is a ghost signal appearing as vertical stripes without any signal. A
CCD can reduce smear. In aPPS, smear can occur when the signal chargesare
transferred into the column signal line. Thelong horizontal period (1H period,
usually 64 us) causesthis smear.

e LargeksTC noise
kg TC noise is thermal noise (discussed in detail in Sec. 2.7.1.2); specificaly,
the noise power of a charge is expressed as kyTC, where C is the sampling
capacitance. A PPS has a large sampling capacitance of C. in the column
signal line and hence large noiseisinevitable.

e Largecolumn FPN
As the capacitance of the column output line C, is large, a column switching
transistor isrequired for alarge driving capacity, and thusthe gate sizeislarge.
This causes a large overlap gate capacitance ng, as shown in Fig. 2.20(a),
which produces large switching noise, producing column FPN.

To address these problems, the transversal signal line (TSL) method was devel ope-
d[117]. Figure 2.21 showsthe concept of TSL. Inthe TSL structure, a column select
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FIGURE 2.20

Basic pixel circuits of a PPS with two readout schemes. Cp is a pn-junction capac-
itance in the PD and C,, is a stray capacitor associated with the vertical output line.
In circuit (a), an off-chip amplifier is used to convert the charge signal to a voltage
signal, whilein circuit (b), on-chip charge amplifiers are integrated in the column so
that the signal charge can be read out almost completely.

transistor is employed in each pixel. As shown in Fig. 2.21(b), signal charges are
selected in every vertical period, which are much shorter than the horizontal period.
This drastically reduces smear. In addition, a column select transistor M re-
quired a small sampling capacitor Cyp, rather then the large capacitor C, required
for astandard PPS. Thus kg TC noiseis reduced. Finally, the gate size Mg, canbe
reduced so that little switching noise occursin this configuration. The TSL structure
has & so been applied to the 3T-APS in order to reduce column FPN [118].

In addition, a charge amplifier on a chip with a MOS imager in place of aresistor
has been reported [119]. This configuration is effective only for a small number of
pixels.

Currently, a charge amplifier placed in each column is used to completely extrac-
t the signal charge and convert it into a voltage, as shown in Fig. 2.20 (b). Al-
though this configuration increases the performance, it is difficult to sense small sig-
nal charges dueto the large stray capacitance of the horizontal output line or column
output line C.. The voltage at the column output lineVy,; is given by

C 1
V. —O..__ " 1 2.4
out QPD CpD +CC CF 9 ( 0)
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FIGURE 2.21
Improvement of PPS. (a) Conventional PPS. (b) TSL-PPS[117].

where Qpp, isthe signal charge accumulated at the PD and Cppy is the capacitance of
the PD.

The charge amplifier is required to precisely convert a small charge. Present C-
MOS technology can integrate such charge amplifiers in each column, and thus the
SNR can be improved [120]. It is noted that this configuration consumes a large
amount of power.

2.5.2 Active pixel sensor, 3T-APS

The APS is named after its active element which amplifies the signal in each pixel,
asshownin Fig. 2.22. This pixel configurationis called 3T-APS, compared with 4T-
APS, which is described in the next section. An additional transistor M opr &ctsas
a source follower, and thus the output voltage follows the PD voltage. The signal is
transferred to a horizontal output line through a select transistor M . Introducing
amplification at a pixel, the APS improves image quality compared with the PPS.
While a PPS directly transfers the accumulated signal charges to the outside of a
pixel, an APS converts the accumulated signal charges to a potential in the gate. In
this configuration, the voltage gain is less than one, while the charge gain is deter-
mined by the ratio of the accumulation node charge Cp, to a sample and the hold
node chargeCyy, .
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FIGURE 2.22
Basic pixel circuits of a 3T-APS.

The operation of an APS is as follows. First, the reset transistor Mg is turned
on. Then the PD is reset to the value Vy, —V;;,, whereV,,, is the threshold voltage
of transistor Mg (see Fig. 2.22(c)). Next, Mg, is turned off and the PD is elec-
tricaly floated (Fig. 2.22(d)). When light is incident, the photo-generated carriers
accumulate in the PD junction capacitance Cpp (Fig. 2.22). The accumulated charge
changesthe potential in the PD; the voltage of the PD V; decreases according to the
input light intensity, as described in Sec. 2.4.1. After an accumulation time, for ex-
ample, 33 msec at video rate, the select transistor M is turned on and the output
signal inthe pixel isread out in the vertical output line. When the read-out processis
finished, M SEL isturned off and Mp¢ isagain turned on to repeat the above process.

It is noted that the accumulated signal charge is not destroyed, which make it
possible to read the signal multiple times. Thisis a useful characteristic for smart
CMOS image sensors.

2.5.2.1 Issueswith 3T-APS

Although the APS overcomes the disadvantage of the PPS, namely low SNR, there
are several issues with the APS, asfollows:

o Itisdifficult to suppresskgTC noise.
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e The photodetection region, that is, the PD, simultaneously acts as a photocon-
version region. This constrains the PD design.

Here we define the terms of full-well capacity and conversion gain. The full-well
capacity is the number of chargesthat can be accumulated in the PD. The larger the
full-well capacity, the wider the dynamic range (DR), which is defined as the ratio
of the maximum output signal value Vinax to the detectable signal valueV;,:

DR = 20log \\imax [dB]. (2.41)

min

The conversion gain is defined as the voltage change when one charge (el ectron or
hole) is accumulated in the PD. The conversion gain isthus equal to 1/Cppy.

The full-well capacity increases as the PD junction capacitance Cp, increases,
while the conversion gain, which is a measure of the increase of the PD voltage ac-
cording to the amount of accumulated charge, is inversely proportional to Cp. This
implies that the full-well capacity and the conversion gain have a trade-off relation-
ship in a 3T-APS. The 4T-APS resolves the trade-off as well as suppressing kg TC
noise.

2.5.3 Adctive pixel sensor, 4T-APS

To aleviate the issues with the 3T-APS, the 4T-APS has been developed. In a 4T-
APS, the photodetection and photoconversion regions are separated. Thus, the accu-
mulated photo-generated carriers are transferred to a floating diffusion (FD) where
the carriers are converted to a voltage. One transistor is added to transfer charge
accumulated in the PD to the FD, making the total number of transistorsin a pix-
el four, and hence this pixel configuration is called 4T-APS. Figure 2.23 shows the
pixel structure of the 4T-APS.

The operation procedureis as follows. First, the signal charge accumulatesin the
PD. Itisassumed that in the initial stage, thereisno accumulated chargein the PD; a
condition of complete depletion is satisfied. Just before transferring the accumulated
signal charge, the FD isreset by turning on the reset transistor M. The reset value
is read out for correlated double sampling (CDS) to turn on the select transistor
M SEL- After the reset readout is finished, the signal charge accumulated in the PD
istransferred to the FD by turning on the FD with atransfer gate M, following the
readout of the signal by turning on M SEL- Repeating this process, the signal charge
and reset charge are read out. It is notela that the reset charge can be read out just
after the signal chargereadout. Thistiming isessential for CDS operation and can be
realized by separating the charge accumulation region (PD) and the charge readout
region (FD); thistiming eliminates kg TC noise and it cannot be achieved by the 3T-
APS. By this CDS operation, the 4T-APS achieves low noise operation and thusis
performance is comparable to CCDs. It is noted that in the 4T-APS the PD must be
drained of charge completely in the readout process. For this, a PPD isrequired. A
carefully designed potential profile can achieve a complete transfer of accumulated
charge to the FD through the transfer gate.
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FIGURE 2.23
Basic pixe circuits of the 4T-APS.

253.1 Issueswith 4T-APS

Although the 4T-APS s superior to the 3aT-APSin itslow noise level, there are some
issues with the 4T-APS, as follows:

e The additional transistor reduces the FF compared with the 3T-APS.

e Imagelag may occur when the accumulated signal chargeis completely trans-
ferred into the FD.

e Itisdifficult to establish fabrication process parameters for the PPD, transfer
gate, FD, reset transistor, and other units, for low noise and low image lag
performance.

Figure 2.24 illustrates incompl ete charge transfer in a4T-APS. In Fig. 2.24 (a), the
charges are completely transferred to the FD, while in Fig. 2.24 (b) some charge
remains in the PD, causing image lag. To prevent incomplete transfer, elaborate
potential profilesare required [121, 122].
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FIGURE 2.24
Incomplete charge transfer in a4T-APS.

2.6 Sensor peripherals
2.6.1 Addressing

In CMOS image sensors, to address each pixel, a scanner or a decoder is used. A
scanner consists of a latch array or shift register array to carry data in accordance
with a clock signal. When using scanners with vertical and horizontal access, the
pixels are sequentially addressed. To access an arbitrary pixel, a decoder, which isa
combination of logic gates, isrequired.

A decoder arbitrarily converts N input data to 2\ output data using customized
random logic circuits. Figure 2.25 shows a typical scanner and a decoder. Figure
2.26 presents an example of a decoder, which decodes 3-bit input data to 6 output
data.

Random access An advantage of smart CMOS image sensors is random access
capability, where an arbitrary pixel can be addressed at any time. The typical method
to implement random access is to add one transistor to each pixel so that a pixel can
be controlled with a column switch, as shown in Fig. 2.27. Row and column address
decodersare a so required instead of scanners, as mentioned above. It isnoted that if
the extratransistor is added in series with the reset transistor, as shown in Fig. 2.28,
then anomalies will occur for some timings[123]. In this case, if Mgrs isturned on,
the accumulated chargein the PD is distributed between the PD capacitance Cp, and
aparasitic capacitance C, which degradesthe signal charge.
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Example of a decoder.

Multiresolution Multiresolution is another addressing techniquefor CMOS image
sensors [68, 124]. Mulitresolution is a method to vary the resolution in a sensor; for
example, in a VGA (640 x 480-pixel) sensor, the resolution can be changed by a
factor of 1/4 (320 x 240-pixel), a factor of 1/8 (160 x 120-pixel), and so on. To
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Equivalent circuits.

quickly locate an object with a sensor, a coarse resolution is effective as the post-
image processing load is low. Thisis effectivefor target tracking, robotics, etc.
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FIGURE 2.29
Readout circuits using a source follower. The inset shows the output voltage V ¢
dependence on the timein the readout cycle [125].

2.6.2 Readout circuits
2.6.2.1 Sourcefollower

The voltage of a PD is read with a source follower (SF). As shown in Fig. 2.29,
a follower transistor M o is placed in a pixel and a current load M, is placed in
each column. A select transistor M SE islocated between the follower and the load.
It is noted that the voltage gain Ay o#'an SF isless than 1 and is expressed by the
following:

1

A= ——
Y 14+ p/Om

(2.42)

where gr, and g, are the transconductance and the body transconductance of M =
respectively [126]. The DC response of an SF is not linear over the input range. The
output voltage is sampled and held in the capacitance Cq .

In the readout cycle using an SF, the charge and discharge processes associated
with an S'H capacitor Cg,, are the same. In the charge process, Cgy, is charged with
a constant voltage mode so that the rise timet; is determined by the constant voltage
mode. In the discharge process, CHy, is discharged with a constant current mode
by the current source of the SF so that the fall timet; is determined by the constant
current mode. Theinset of Fig. 2.29 illustrates this situation. These characteristics
must be evaluated when the readout speed isimportant [125].
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2.6.2.2 Correlated double sampling

CDS is used to eliminate thermal noise generated in a reset transistor of the PD,
which is kg TC noise. Several types of CDS circuitry have been reported and are
reviewed in Ref. [3] in detail. Table 2.2 summarizes CDS types following the classi-
fication of Ref. [3].

TABLE 2.2
CDS types for CMOS image sensors

Category Method Feature Ref.
Column CDS1 One coupling capacitor Simple structure but suffers [127]

from column FPN
Column CDS2 Two S/H capacitors ibid. [128]
DDS* DDSfollowing column CDS  Suppression of column FPN [129]
Chip-level CDS |-V conv. and CDSinachip  Suppression of column FPN but  [116]

needs fast operation
Column ADC  Singleslope ADC Suppression of column FPN [130,131]

CyclicADC ibid. [132]

*double delta sampling.

Figure 2.30 shows typical circuitry for CDS with an accompanying 4T-APS type
pixel circuit. The basic CDS circuit consists of two sets of S/H circuits and a differ-
ential amplifier. The reset and signal level are sampled and held in the capacitances
Cr and Cg, respectively, and then the output signal is produced by differentiating the
reset and signal values held in the two capacitors. The operation principle can be
explained as follows with the help of the timing chart in Fig. 2.31 and with Fig.
2.30. In the signal readout phase, the select transistor M isturned on fromt, to
t, when (DSEL turnson (“HI”evel). Thefirst step isto read the reset level or kT;C
noise and storeit in capacitor Cr, just after the FD isreset at t, by setting PpgtoHI.
To sample and hold the reset signal in the capacitor CR, D becomes HI at t;. The
next step isto read the signal level. After transferring the accumulated signal charge
to the FD by turning on the transfer gate of M at t,, the accumulated signal is
sampled and held in C., by setting (I)S to HI. Finaly, the accumulated signal and the
reset signal are differentiated by setting @, to HI.

Another CDS circuit is shown in Fig. 2.32[127,133]. In this case, the capacitor
Cl is used to subtract the reset signal.

2.6.3 Analog-to-digital converters

In this section, analog-to-digital converters (ADCs) for CMOS image sensors are
briefly described. For sensorswith asmall number of pixels, such asQVGA (230x 320)
and CIF (352x288), a chip-level ADC is used [134], [135]. When the number of
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FIGURE 2.31
Timing chart of CDS. The symbols arethe same asin Fig. 2.30.

pixelsincreases, column paralel ADCs are employed, such as a successive approx-
imation ADC [136, 137], a single slope ADC [66, 130, 131, 138], and a cyclic AD-
C [132,139]. Also, pixel-level ADCs have been reported [61, 140, 141]. The place
where an ADC is employed is the same point of view in the architecture of smart
CMOS image sensors, that is, pixel-level, column-level, and chip-level.
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cal

_L

Column output line

PD Output

FIGURE 2.32
An alternative circuit for CDS. Here a capacitor is used to subtract the reset signal.

2.7 Basic sensor characteristics

In this section, some basic sensor characteristics are described. For details on mea-
surement techniques of image sensors, pleaserefer to Refs. [142, 143].

271 Noise
2.7.1.1 Fixed pattern noise

In an image sensor, spatially fixed variations of the output signal are of great concern
for image quality. This type of noise is called fixed pattern noise (FPN). Regular
variations, such as column FPN, can be perceived more easily than random varia-
tions. A variation of 0.5% of pixel FPN is an acceptable threshold value, while 0.1%
of column FPN is acceptable[144]. Employing column amplifiers sometimes causes
column FPN. In Ref. [144], column FPN is suppressed by randomizing the relation
between the column output line and the column amplifier.

2.7.1.2 kgTC noise

In aCMOS image sensor, the reset operation mainly causesthermal noise. When the
accumulated chargeis reset through areset transistor, the thermal noise 4kg T Rond f
is sampled in the accumul ation node, where 6 f is the frequency bandwidth and Ry,
isthe ON-resistance of the reset transistor, as shown in Fig. 2.33. The accumulation
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nodeis aPD junction capacitancein a 3T-APS and an FD capacitancein a4T-APS.

FIGURE 2.33

Equivalent circuits of KTC noise. Rgn is the ON-resistance of the reset transistor
and Cppy is the accumulation capacitance, which is a PD junction capacitance for a
3T-APS and afloating diffusion capacitance for a4T-APS, respectively.

Thethermal noiseis calculated to bekg T /Cpp, which does not depend on the ON-
resistance Ry, of thereset transistor. Thisis because larger values of Ry increasethe
thermal noise voltage per unit bandwidth while they decrease the bandwidth [145],
which masks the dependence of Ry, on the thermal noise voltage. We now derive
this formulareferring to the configurationin Fig. 2.33. The thermal noise voltageis
expressed as

vZ = 4kgTRonAf. (2.43)
Asshown in Fig. 2.33, the transfer function is expressed as
Vout 1 .
— ==, S= 1. 2.44
Vn ROnCPDS + 1 J ( )

Thus, the noise is calculated as

4k TRon
out = /

(27RonC f)? (2.45)
- c
The noise power of the charge g2, is expressed as
qgut = (C\/out)2 =kgTC. (2.46)

Theterm “kTC” noise originatesfrom thisformula. Thekg T C noise can be eliminat-
ed by the CDS technique, though it can only be applied to a4T-APS, asit is difficult
to apply to a3T-APS.

Patent Owner Cellect, LLC
Ex. 2069, p. 68



50 Smart CMOS Image Sensors and Applications

2.7.1.3 Reset method

The usual reset operationin a3T-APSisto turn on M (shownin Fig. 2.34 (a)) by
applying avoltage of HI or Vy, to the gate of M and to fix the voltage of the PD
Vpp at Vyq — Vi, WhereVy, isthethreshold voltage of M. Itisnoted that in thefinal
stage of the reset operation, Vpp, reachesVy, —V,,, so that the gate-source voltage
across M4 becomes less than Vy,. This means that M4 enters the subthreshold
region. Inthis sate, Vp, slowly reachesV,, —V,,,. Thisreset action is called a soft
reset [146]. By employing PMOSFET with the reset transistor, this Problem can be
avoided, although PMOSFET consumes more areathan NMOSFET because it needs
an Nwell area. In contrast, in ahard reset, the applied gate voltageis larger thanV,
and thus M is always above the threshold, so that the reset action finishes quickly.
In this case, kg TC noise occurs as previously mentioned.

A soft reset has the disadvantage of causing image lag, while it has the advantage
of reducing kg T C noise; the noisevoltageisequal to /kg T /2C [146]. By combining
a soft reset and a hard reset, k;TC noise can be reduced and image lag suppressed,
whichiscalled aflushed reset [147], as shown in Fig. 2.34. In aflushed reset, the PD
isfirst reset by a hard reset to flush the accumulated carriers completely. It is then
reset by a soft reset to reduce k; TC noise. A flush reset requires a switching circuit
to alternate the bias voltage of the gatein the reset transistor.

Vdd

Vdd-array I\/Iflush
Vgs
Mgs
Dprs —|
M 2
SE| Dgp =
g
(a) PD ) 3
— Mgg, £
: :
©
(@)
(b)
FIGURE 2.34

(a) Reset operation in a 3T-APS and (b) aflushed reset [147].
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2.7.2 Dynamicrange

The dynamic range (DR) of an image sensor is defined as the ratio of the output
signal range to the input signal range. DR is thus determined by two factors, the
noise floor and the well charge capacity. The most of sensors have almost the same
DR of around 70 dB, which is mainly determined by the well capacity of the PD. For
some applications, such asin automobiles, thisvalue of 70 dB is not sufficient; aDR
of over 100 dB isrequired for these applications. Considerable effort to enhance DR
has been made and is described in Chapter 5.

2.7.3 Speed

The speed of an APS is basically limited by the diffusion carriers. Some of the
photo-generated carriers in the deep region of a substrate will finally arrive at the
depletion region, acting as slow output signals. The diffusion time for electrons and
holes as afunction of impurity concentrationisshownin Fig. 2.5. Isit noted that the
diffusion lengthsfor both holes and electrons are over afew tens of micrometersand
sometimes reach a hundred micrometers, and careful treatment is needed to achieve
high speed imaging. This effect greatly degrades the PD response, especialy in the
IR region. To aleviate this effect, some structures prevent diffusion carriers from
entering the PD region.

CR time constants are another major factor limiting the speed, because the vertical
output line is generally so long in smart CMOS image sensors that the associated
resistance and stray capacitance are large.

It is noted that the total of the overlap capacitances of the select transistorsin the
pixels connected to the vertical output line is large and thus it cannot be ignored
compared with the stray capacitorsin the vertical output line.

2.8 Color

Therearethreewaysto realize color in aconventional CM OSimage sensor, as shown
inFig. 2.35.
They are explained as follows:

On-chip color filter type Three colored filters are directly placed on the pixels,
typicaly red (R), green (G), and blue (B) (RGB) or CMY complementary color filters
of cyan (Cy), magenta(Mg), and yellow (Ye) and green are used. The representation
of CMY and RGB is asfollows (W indicates white):

Ye=W-B=R+G,

Mg=W-G=R+B, (2.47)

Cy=W-R=G+B.
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Sensor with on-chip filter Monochrome sensor

R-LED | B-LED

G-LED

Color filter £7

(b)

Input light
2 E Divided into three colors
with dichroic mirrors

Sensor Sensor Sensor
for R light for G light for B light

()

FIGURE 2.35
Methodsto realize color in CMOS image sensors. (a) On-chip color filter. (b) Three
image sensors. (c) Threelight sources.

The Bayer pattern is commonly used to place the three RGB filters[148]. Thistype
of on-chip filter is widely used in commercially available CMOS image sensors.
Usually, the color filters are organic film, but inorganic color film has also been
used [149]. The thickness of a-Si is controlled to produce a color response. This
helps reduce the thickness of the color filters, which isimportant in optical crosstalk
in afine pitch pixel lessthan 2 um in pitch.

Three imagers type In the three imagers method, three CMOS image sensors
without color filters are used for the R, G, and B colors. To divide the input light
into three colors, two dichroic mirrors are used. This configuration realizes high-
color fidelity but requires complicated optics and is expensive. It isusualy used in
broadcasting systems, which require high-quality images.

Threelight sourcestype The three light sources method uses artificial RGB light
sources, with each RGB source illuminating the objects sequentially. One sensor
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acquires three images for the three colors, with the three images combined to form
the final image. This method is mainly used in medical endoscopes. The color
fidelity isexcellent but the time to acquire awholeimageislonger than for the above
two methods. This type of color representation is not applicable to conventional
CMOS image sensors because they usually have arolling shutter. Thisis discussed
in Sec. 5.4.

Although color isanimportant characteristic for general CMOSimage sensors, the
implementation method is almost the same as that for smart CMOS image sensors
and a detailed discussion is beyond the scope of this book. Color treatment for
general CMOS image sensorsis described in detail in Ref. [2]. Section 3.7.3 details
selected topics on realizing colors using smart functions.

2.9 Pixel sharing

Some partsin apixel for example FD, can be shared each other, so that the pixel size
can be reduced [150]. Figure 2.36 shows some examples of pixel sharing schemes.
The FD driving sharing technique [153] shown in Fig. 2.36(d) is used to reduce
the number of transistors in a 4T-APS by one [154]. The select transistor can be
eliminated by controlling the potential of the FD by changing the pixel drain voltage
through the reset transistor. Recently, sensors have been reported with around 2-
um pitch pixels using pixel sharing technology [155,156]. In Ref. [156], a zigzag
placement of RGB pixels improves the configuration for pixel sharing, as shown in
Fig. 2.37.
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FIGURE 2.36

Pixel sharing. (@) Conventional 3T-APS. (b) Sharing of a select transistor and a
sourcefollower transistor [151]. (c) Pixelswith only aPD and transfer gatetransistor
while the other elements including the FD are shared [152]. (d) Asin (c) but with
the reset voltage controlled [153].
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FIGURE 2.37
Pixel sharing with a zigzag placement of RGB pixels[156].
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2.10 Comparison between pixel architecture

In this section, several types of pixel architecture, PPS, 3T-APS, and 4T-APS, are
summarized in Table 2.3, as well as a log sensor which is detailed in Chapter 3.
At present, the 4T-APS has the best performance with regard to noise characteristics
and will eventually becomewidely used in CMOSimage sensors. However, it should
be noted that other systems have advantages, which provide possibilities for smart
sensor functions.

TABLE 2.3
Comparison between PPS, 3T-APS, 4T-APS, and log sensor. The log sensor is discussed in Chapter 3.
PPS 3T-APS 4T-APS (PD) 4T-APS (PG) Log
Sensitivity Depends on the  Good Good Fairly good Good but poor
performance of a low light lev-
acharge amp e
Area consump-  Excellent Good Fairly good Fairly good Poor
tion
Noise Fairly good Fairly good (no  Excellent Excellent Poor
kTC reduction)
Dark current Good Good Excellent Good Fairly good
Image lag Fairly good Good Fairly good Fairly good Poor
Process Standard Standard Specia Specid Standard
Note Very few com- Widey com- Widely com- Very few com- Recently com-
mercidized mercialized mercialized mercidized mercidized
1

2.11 Comparison with CCDs

In this section, CMOS image sensors are compared with CCDs. The fabrication pro-
cess technologies of CCD image sensors have been developed only for CCD image
sensors themselves, while those of CMOS image sensors were originally developed
for standard mixed signal processes. Although the recent devel opment of CMOSim-
age sensors requires dedicated fabrication process technologies, CMOS image sen-
sors are till based on standard mixed singal processes.

There are two main differences between the architecture of CCD and CMOS sen-
sors, the signal transferring method and the signal readout method. Figure 2.38 il-
lustrates the structures of CCD and CMOS image sensors. A CCD transfers the
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TABLE 2.4

Comparison between a CCD image sensor and a CM OS image sensor

Item

CCD image sensor

CMOS image sensor

Readout scheme

Simultaneity

Transistor isolation

Thickness of gate oxide

One on-chip SF; limits speed

Simultaneous readout of every
pixel
Reverse biased pn-junction

Thick for complete charge
transfer (> 50 nm)

SFin every column; may exhib-
it column FPN

Sequential reset for every row;
rolling shutter

LOCOS/STIT; may exhibit
stress-induced dark currents
Thin for high speed transistor
and low voltage power supply

(< 10 nm)
Gate electrode Overlapped 1st & 2nd poly-Si  Polycide poly-Si
layers
Isolation layers Thinfor suppressing light guide  Thick (~ 1um)
Metal layer Usually one Over three layers

TLOCOS: local oxidation of silicon, STI: shallow trench isolation.

Charge-to-Voltage
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Vertical CCD

Charge-to-Voltage

FIGURE 2.38

Conceptual illustration of the chip structure of (a) CCD and (b) CMOS image sen-
SOrs.

signal chargeto the end of the output signal line asit is and convertsit into avoltage
signal through an amplifier. In contrast, a CMOS image sensor converts the signal
chargeinto avoltage signal at each pixel. Thein-pixel amplification may cause FPN
and thus the quality of early CMOS image sensors was worse than that of CCDs.
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However, this problem has been drastically improved. In high-speed operation, the
in-pixel amplification configuration gives better gain-bandwidth than a configuration
with one amplifier on a chip.

In CCD image sensors, the signal charge is transferred simultaneously, which
gives low noise and high power consumption. Also, this signal transfer gives the
same accumulation time for every pixel at any time. In contrast, in CMOS image
sensors, the signal charge is converted at each pixel and the resultant signal is read
out row-by-row, so that the accumulationtime is different for pixelsin different rows
at any time. Thisisreferred to as a “rolling shutter.” Figure 2.39 illustrates the o-
rigin of the rolling shutter. A triangle shape object moves from left to right. In the
imaging plane, the object is scanned row by row. In Fig. 2.39(a) at Time, (k =1, 2,
3, 4, and 5), the sampling points are shown in Row #1—#5. The original figure (left
in Fig. 2.39 (b)) is distorted in the detected image (right in Fig. 2.39 (b)), whichis
constructed from the corresponding points in Fig. 2.39 (a). Table 2.4 summarizes
the comparison between CCD and CM OS image sensors, including these features.

(b)

FIGURE 2.39

Illustration of the origin of arolling shutter. (a) A triangle-shape object movesfrom
left to right. (b) The original imageis distorted.
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Smart functions and materials

3.1 Introduction

A CMOS image sensor can employ smart functionsonits chip. Inthischapter, sever-
al smart functionsand materialsare overviewed. First, smart functionsare described,
then in the following sections, the output from pixelsis discussed.

In a conventional CM OS image sensor, the output from a pixel isavoltage signal
with a source follower (SF), giving an analog output, as mentioned in Sec. 2.6.2.1.
To realize some smart functions, however, other kinds of modes such as the cur-
rent mode with analog, digital, or pulse processing modes have been developed, as
summarized in Table 3.1. In Sec. 3.2.1, two types of current mode operation are
explained. Processing methods are then discussed. Analog processing is introduced
first. Pulse mode processing is then presented in detail. Pulse mode processing is a
mixture of analog and digital processing. Finaly, details on digital processing are
presented.

TABLE 3.1
Signal processing categories for smart CMOS image sensors
Category Pros Cons
Anaog Easy to realize sum and sub- Difficult to achieve high preci-
traction operation sion and programmability
Digital High precision and programma-  Difficult to achieve agood FF*
bility
Pulse Medium precision, easy to pro- Difficult to achieve agood FF
cesssignals
*fill factor.

In the latter part of this chapter, structures and materials other than standard sil-
icon CMOS technologies are introduced for certain CMOS image sensors. The re-
cent advancement of LS| technologies has introduced many new structures such as
silicon-on-insulator (SOI), silicon-on-sapphire (SOS), and three-dimensional inte-
gration, and the use of many other materials such as SiGe and Ge. The use of these
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new structures and materialsin a smart CMOS image sensor can enhance its perfor-
mance and functions.

TABLE 3.2
Structures and materials for smart CMOS image sensors

Structure/material Features

SOl Small areawhen using both NMOS and PMOS
SOS Transparent substrate (sapphire)

3D integration Large FF

SiGe/Ge Long wavelength (NIR)

3.2 Pixd structure

In this section, various pixel structures for smart CMOS image sensors are intro-
duced. These structures are different from the conventional active pixel sensor (APS)
structure, but they can be useful for smart functions.

3.2.1 Current mode

The conventional APS outputs a signal as a voltage. For signal processing, the cur-
rent mode is more convenient, because signals can easily be summed and subtracted
by Kirchoff’s current law. For an arithmetic unit, multiplication can be easily em-
ployed with a current mirror circuit, which is also used to multiply the photocurrent
through amirror ratio larger than one. It is noted however that this causes pixel fixed
pattern noise (FPN).

In the current mode, memory can be implemented using a current copier cir-
cuit [157]. FPN suppression and analog to digital converters (ADCs) in current
mode have also been demonstrated [158]. The current mode is classified into two
categories: direct output mode and accumulation mode.

3.2.1.1 Direct mode

In the direct output mode, the photocurrent is directly output from the photodetector:
photodiode (PD) or phototransistor (PTr) [159, 160]. The photocurrent fromaPD is
usually transferred using current mirror circuits with or without current multiplica-
tion. Some early smart image sensors used current mode output with phototransistor
by a current mirror. The mirror ratio is used to amplify the input photocurrent, as
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described above. The architecture however suffers from low sensitivity at low light
level and large FPN due to mismatch in the current mirror. The basic circuit is shown
inFig. 3.1.

Column output line

lIOUI

FIGURE 3.1
Basic circuit of apixel using acurrent mirror. The ratio of the transistor W /L in M
to M is &, so that the mirror current or the output current is equal to ol .

3.2.1.2 Accumulation mode

Figure 3.2 showsthe basic pixel structure of a current mode APS[158,161,162]. By
introducing the APS configuration, theimage quality isimproved compared with the
direct mode. The output of the pixel is expressed as follows:

Ipix =0m (VQS _Vth)z’ (3.1)

where Vgs and gn are the gate-source voltage and the transconductance of the tran-
sistor M SEr respectively. At the reset, the voltage at the PD nodeis

2L
Voery = 4 | ——9 | V... 3.2
reset I-lnCong ref + th ( )

Aslight isincident on the PD, the voltage at the node becomes
Vop = Vreset — AV, (3.3)
where T, isthe accumulationtime and AV is

| A
AV = 20t (3.4)

Cep
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FIGURE 3.2
Basic circuit of a current mode APS [161].

which is the same as for a voltage mode APS. Consequently, the output current is
expressed as
1 W,

2
i =3 ““C"XL_S (Vreset — AV — V) °. (3.5)
The differencecurrent | ;¢ ¢ = ¢ — I isthen
W, 1 W,
lgirs = 2unC0XL—9|refAv - EHnCoxL—gAV2~ (3.6)
g g

It is noted that the threshold voltage of the transistor M SF is cancelled so that the
FPN originating from the variation of the threshold should be improved. Further
discussion appearsin Refs. [161, 162].

3.2.2 Logsensor

A conventional image sensor respondslinearly to theinput light intensity. A log sen-
sor is based on the subthreshold operation mode of MOSFET. Appendix E explains
the subthreshold operation. A log sensor pixel uses the direct current mode, because
the current mirror configuration is alog sensor structure when the photocurrent is so
small that the transistor enters the subthreshold region. Another application of log
sensors is for wide dynamic range image sensors [163-168]. Wide dynamic range
image sensors are described in Sec. 4.4.
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Figure 3.3 shows the basic pixel circuit of alogarithmic CMOS image sensor. In

the subthreshold region, the MOSFET drain current |, is very small and exponen-
tially increases with gate voltage Vy:

Iy = loexp (% (Vg Vm)> . (3.7)

For the derivation of this equation and the meaning of the parameters, refer to Ap-
pendix E.

Column output line

@) (b)

FIGURE 3.3
Pixel circuit of alog CMOS image sensor. (@) Basic pixel circuit. (b) Circuit includ-
ing accumulation mode [169].

In the log sensor of Fig. 3.3(b),
mkT /|
Vo=—g-In (%“) +Vips + Vi, (38)
0

In this sensor the accumul ation modeis employed in the log sensor architecture. For
adrain current of M, I isexpressed as

e

e (Vo Vo vth)} | (39)

Ic - Io eXp |:
This current I is charged to the capacitor C and thus the time variation of Vo, is
given by
dVout

Cdt

— I.dt. (3.10)
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By substituting Eg. 3.8 into Eg. 3.9, we obtain the following equation:

€

By substituting thisinto Eq. 3.10 and integrating, the output voltageV,,; is obtained

as
mkT e
Vo = "o I (m/lphdt) Vs, (3.12)

Although a log sensor has a wide dynamic range over 100 dB, it has some dis-
advantages, such as low photosensitivity especially in the low illumination region
compared with a 4T-APS, slow response due to subthreshold operation, and arela-
tively large variation of the device characteristics due to subthreshold operation.

3.3 Analog operation

In this section, some basic analog operations are introduced.

3.3.1 Winner-take-all

Winer-take-all (WTA) circuitsare atype of analogcircuit [170]. Figure 3.4 showsW-
TA circuitswith N current inputs. Each WTA cell consists of two MOSFETS, Mi(k)

and M Ky’ with a mutually connected gate-drain [171]. Here we only consider two
WTA cells, the k-th and (k + 1)-th cells. The key feature to understand in the WTA
operation principleis that the transistor Mi ) operates in the saturation region with
channel length modulation and acts as an inhibitory feedback, while the transistor
M (k) operates in the subthreshold region and acts as an excitatory feedforward.

Consider the situation where the input current Iin<k) is alittle larger than Iin<k 1)
with adifference of §1. Intheinitial state, the input currents of thek-th and (k + 1)-
th cells are the same. Then the input current of the k-th cell gradually increases.
Because of the channel modulation effect (see Appendix E), Vd<k) increases as Iin(k)
increases. AsV, ®) is also the gate voltage of the transistor M e(k)’ which oper-
ates in the subthreshold region, the drain current 1, ®) increases exponentialy. As

>N, Ioum) is constant and equal to I, this exponential increase of lout ) CLISES the
other currents Iout(i), i # k to diminish. Eventualy, only the input current Iin<k) flows,
that is, the winner-take-all action is achieved.

WTA isan important technique for analog current operation, because it automati-
cally calculates the maximum of a number of inputsin parallel. The disadvantage of
WTA isitsrelatively slow response due to subthreshold operation.
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|n(1) out(1) |n(k) out(k) |n(k+1) 0ut(k+1) m(N) Iout(N)
d(l) e(l) d(k) e(k) d(k+1) e(k+1) d(N) Me(N)
Ml(l) . X X ) M Ml(k+l) . [ X X ] MI(N) I_o
VC
Ib
FIGURE 3.4

WTA circuits[171].

3.3.2 Projection

Projection is a method to project pixel values in one direction, usualy the row and
column directions as shown in Fig. 3.5. It results in the compression of data from
M x N to M + N, where M and N are column and row number, respectively. It isa
useful preprocess method for image processing, becauseit is simple and fast [172].
In current mode, the projection operation is easily achieved by summing the output
current in the horizontal or vertical directions[173,174].

3.3.3 Resistive network

The silicon resistive network, first proposed by C. Mead [42], isinspired by biologi-
cal signal processing systems, where massive parallel processing is achieved in real
time with ultralow power consumption. A detailed analysis appearsin Ref. [1].

An example of asilicon retinais introduced here. The silicon retinais a type of
smart CMOS image sensor using a resistive network architecture [42]. The resistor
here is realized by a MOSFET [171]. Like edge detection processing in areting, a
silicon retina processes edges or zero crossings [175] of the input light pattern. The
basic circuit is shown in Fig. 3.6(a). A one-dimensional network is illustrated in
Fig. 3.6(b), where the input light-converted voltage V, (k) is input to the network and
diffused. The diffused voltage V, (k) and the input light signal V;(k) are input into
the differential amplifier, the output of which isVyk. The resistive network acts as a
smoother of the input light pattern or blurring , as shown in Fig. 3.6(c). It mimics
horizontal cellsin theretina. The photoreceptor isimplemented by a phototransistor
(PTr) with alogarithmic response, shown in the inset of Fig. 3.6(a). Its functionis
discussed in Sec. 3.2.2. The on- and off-cells are implemented by the differential
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FIGURE 3.5
Projection of an object in the column and row directions.

amplifier. Edge detection is automatically achieved when an image is input. It is
noted that two-dimensional resistive networks may be unstable, so careful design is
required.

There has been much research into smart CMOS image sensors using resistive
networks, asreviewed in Ref. [1]. Recently, a3T-APSwasimplemented asaresistive
network with noise cancel circuits [45, 46]. Figure 3.7 shows the basic structure of
this sensor. It consists of two-layered networks. A 100 x 100-pixel silicon retinahas
recently been commercialized for applications in advanced image processing [46].
This sensor processes spatio-temporal patterns so that it can be used, for example, in
target tracking, which is discussed in Sec. 4.7.

3.4 Pulse modulation

While in an APS the output signal value is read after a certain time has passed,
in pulse modulation (PM) the output signal is produced when the signal reaches a
certain value. Such sensors that use PM are called PM sensors, time-to-saturation
sensors [176], and address event representation sensors [54]. The basic structure of
pulse width modulation (PWM) and pulse frequency modulation (PFM) are shown
in Fig. 3.8. Other pulse schemes such as pulse amplitude modulation and pulse
phase modulation are rarely used in smart CMOS image sensors. The concept of a
PFM-based photosensor was first proposed by K.P. Frohmader [177] and its appli-
cation to image sensing was first reported by K. Tanaka et a. [108], where a GaAs
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FIGURE 3.6

[lustration of the concept of the silicon retina using a resistive network. (@) Illus-
tration of the circuits, (b) one-dimensional network, (c) input light pattern and its
processed patterns [42].

MSM photodetector was used to demonstrate the fundamental operation of the sen-
sor. MSM photodetectors are discussed in Sec. 2.3.5. A PWM-based photosensor
was first proposed by R. Muller [178] and its application to an image sensor wasfirst
demonstrated by V. Brajovic and T. Kanade [179].

PM has the following features:

e Asynchronous operation
¢ Digital output
e Low voltage operation
Because each pixel in a PM sensor can individually make a decision to output, a
PM sensor can operate without aclock, that is, asynchronously. Thisfeature provides

adaptive characteristics for ambient illuminance with a PM-based image sensor and
thereby allows application to wide dynamic range image sensors.
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Architecture of an analog processing image sensor with a two-layered resistive net-
work [45].

1% network layer

Another important featureisthat aPM sensor actsasan ADC. In PWM, the count
value of the pulse width is a digital value. An example of a PWM is shown in Fig.
3.8, which is essentialy equivalent to asingle dopetype ADC. PFM isequivalent to
aone-bit ADC.

In a PM-based sensor, the output is digital, so that it is suitable for low voltage
operation. In the next sections, some example PM image sensors are described.

3.4.1 Pulsewidth modulation

R. Mller first proposed and demonstrated an image sensor based on PWM [178].
Subsequently, V. Brajovic and T. Kanade proposed and demonstrated an image sen-
sor using a PWM -based photosensor [179]. In the sensor, circuits are added to calcu-
late a global operation summing the number of on-state pixels, allowing cumulative
evolution to be obtained in an intensity histogram.

The digital output schemeis suitable for on-chip signal processing. M. Nagata et
al. have proposed and demonstrated a time-domain processing scheme using PWM
and shown that PWM is applicable to low voltage and low power design in deep
submicron technology [180]. They have also demonstrated a PWM-based image
sensor that realizes on-chip signal processing of block averaging and 2D-projection
[181].

Patent Owner Cellect, LLC
Ex. 2069, p. 87



Smart functions and materials 69

Conventional APS PWM PFM
Vdd
(DRS_l I/out
Ve
hv hy
Von Vop Vew
7, v, Vo b
v P
! (\)\ V"”k 2
time t, time L time
Iout Vout Vous
l |—|-—>t.
t, time t, time Ly & Lme
FIGURE 3.8

Basic circuits of pulse modulation. Left: conventional 3T-APS. Middle: pulse width
modulation (PWM). Right: pulse frequency modulation (PFM).

The low voltage operation feature of PWM has been demonstrated in Refs. [182,
183], where a PWM based image sensor was operated under a 1-V power supply
voltage. In particular, S. Shishido et al. [183] have demonstrated a PWM-based
image sensor with pixels consisting of three transistors plus a PD. This design over-
comes the disadvantage of conventional PWM -based image sensorsthat they require
anumber of transistors for acomparator.

PWM can be applied to enhance a sensor’s dynamic range, as described in Sec.
4.4.5, and much research on this topic has been published. Several advantages of
this use of PMW, including the improved DR and SNR of PWM, are discussed in
Ref. [176].

PWM is aso used as a pixel-level ADC in digital image sensors [57,60-62, 67,
140, 184-186]. Some sensors use a simple inverter as a comparator to minimize the
area of a pixel so that a processing element can be employed in the pixels [57, 67].
W. Bidermann et al. have implemented a conventional comparator and memory in a
chip [186].

In Fig. 3.9(b), a ramp waveform is input to the comparator reference terminal.
The circuit is aimost the same as a single slope ADC. This type of PWM operates
synchronously with the ramp waveform.
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FIGURE 3.9

Basic circuits of pulse width modulation (PWM)-based photosensors. Two types
of PWM photosensor are illustrated: one uses a fixed threshold for a comparator (a)
and the other uses aramp waveform for a comparator (b).

3.4.2 Pulsefrequency modulation

PWM produces an output signal when the accumulation signal reaches a threshold
value. In PFM, when the accumulation signal reaches the threshold value, the output
signal is produced, the accumulated charges are reset and accumul ation starts again.
Repeating this process, the output signals continue to be produced. The frequency
of the output signal production is proportional to the input light intensity. PFM-
like coding systems are found in biological systems [187], which have inspired the
pulsed signal processing [188,189]. K. Kagawa et a. have also developed pulsed
image processing [190], described in Chapter 5. T. Hammadou has discussed s-
tochastic arithmetic in PFM [191]. A PFM-based photosensor was first proposed
and demonstrated by K.P. Frohnmader et al. [177]. A PFM-based image sensor was
first proposed by K. Tanaka et al. [108] and demonstrated by W. Yang [192] for a
wide dynamic range, with further details given in Refs. [141, 193, 194].

One application of PFM is address event representation (AER) [195, 196], which
isapplied, for example, in sensor network camera systems [197, 198].

PFM-based photosensors are used in biomedical applications, such as in ultra
low light detection in biotechnology [199, 200]. Another application of PFM in the
biomedical field is retinal prosthesis. The application of PFM photosensors to the
retinal prosthesis of subretinal implantation was first proposed in Ref. [201] and has
been continuously developed by the same group [190, 193, 202-212] and by other
groups[213-216]. Theretinal prosthesisis described in Sec. 5.4.2.
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3.4.2.1 Operation principle of PFM

The operation principle of PFM is as follows. Figure 3.10 shows a basic circuit of
aPFM photosensor cell. From the circuit, the sum of the photocurrent |, including
the dark current |, discharges the PD capacitance Cpp, which is charged to V,,,
causing Vpp, to decrease. When Vp, reaches the threshold voltage V,;, of theinverter,
theinverter chain isturned on and an output pulseis produced. The output frequency
f isapproximately expressed as

f ph (3.13)

" Cpp(Vgg — Vi)

out
PD

v
Iphl :;f::

FIGURE 3.10

Basic circuits of a PFM photosensor.

Figure 3.11 shows experimental resultsfor the PFM photosensor in Fig. 3.10. The
output frequency increases in proportion to the input light intensity. The dynamic
range is measured to be near 100 dB. In the low light intensity region, the frequency
saturates due to the dark current.

The inverter chain including the Schmitt trigger has a delay of t; and the reset
current I, provided by the reset transistor M, has afinite value. The following is an
analysis considering these parameters; amoredetailed analysis appearsin Ref. [206].
The PD is discharged by the photocurrent Iph; it is charged by the reset current I,
minus Iph, because a photocurrent is still generated during charging.

By taking t; and Iy into consideration, Vpp, variesasin Fig. 3.12. From the figure,
the maximum voltage Vinax and minimum voltageV,;, at Vpp are expressed as

td (Ir - Iph)

Vmax = VthH + C 5 (314)
PD
t!
ph
Vinin = VinL — g. (3.15)
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FIGURE 3.11
Experimental output pulse frequency dependence on the input light intensity for the
PFM photosensor in Fig. 3.10.
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FIGURE 3.12
Time course of Vp, taking the delay t into consideration.

Here, V,,,, andV,,, are the upper and lower thresholds of the Schmidt trigger. It is

noted that the discharging current is Iph, while the charging current or reset current
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isly — I ton @ndty¢¢ in Fig. 3.12 are given by

_ CPD(V’[hH _Vmin)

ton Ir 0 A +td
p
3.16
=1y
CPD(VmaX B hL)
borr = |—t 1y
ph (3.17)

B CPDVth + 14l
Ioh ’
whereV,, = Vi;,; — VipL - ton iSthetime when the reset transistor Mr charges the PD,
that is, when Mr turns on. During thistime, the pulseis on-state and henceit is equal
to the pulse width. t ;; isthe time when Mr turns off. During this time the pulse is
off-state. The pulse frequency f of the PFM photosensor is expressed as

(o1
ton + 1o
U
I+ (CppVis +tylr) (3.18)

2
174 (|ph— |,/2)
~ Ir(CopVip +glr)

If the reset current of Mr |, is much larger than the photocurrent |
becomes

oh» then Eq. 3.18

f ~ IA“ (3.19)
CppVip, + gl '
Thus the pulse frequency f is proportional to the photocurrent |
light intensity.
In addition, Eg. 3.18 shows that the frequency f becomes maximum at a pho-
tocurrent of 1;/2, and then decreases. Its maximum frequency fyax is

ph» that is, the input

Ir
fnax = ——. 2
max 4(CPD + td II’) (3 O)

The pulsewidth T is
_ CPDVth +tdll’

=1lon =

- (3.22)
r ph

From Eq. 3.21, it isseen that if the reset current is equal to the photocurrent, the
pulse width becomes infinite, that is, when the input light intensity is strong, or the
reset current is small, the pulse width is broadened. Figure 3.14 shows experimental
results for the circuitsin Fig. 3.10. The pulse width is broadened whenV,, is0.7 V
and the input light intensity is large. The reset current depends on the power supply
voltageV,, and thus the result of the pulse width broadening is reasonable.
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3.4.2.2 Capacitivefeedback PFM

The above competition effect between the reset current and photocurrent can be alle-
viated by introducing capacitive feedback [54, 193]. Fig. 3.15 shows the schematics
of an improved circuit with capacitive feedback. In a capacitive feedback PFM pho-
tosensor, whenV , reaches a value close to the threshol d voltage of INV 1, the output
of INV2 gradual ry changes from the LO state to the HI state. This output voltage is
positively fedback to Vpd through an overlap capacitance C, of the reset transistor
M, and speeds up the decrease of Vpd. The positive feedback action brings about
several advantages, most notably that the competition between the reset current and
photocurrent is greatly reduced, and thus the power supply voltage can be decreased
without any degradation of the pulse characteristics. In addition, since the positive
feedback does not require any delay time, produced by an inverter chain, the number
of inverters can be reduced. In our experiments, only two stages of inverters were
sufficient for satisfactory operation. Experimental results using a capacitive feed-
back photosensor fabricated in 0.35-um standard CMOS technology are shown in
Fig. 3.16 [209]. Even under a power supply voltage of 1V, the operation of the
photosensor is satisfactory.

out

FIGURE 3.15
Schematic of a PFM pixel with capacitive feedback reset [193].

3.4.2.3 PFM with constant PD bias

The above architecture of PFMs changes the PD voltage. It changes linearly ac-
cording to the input light intensity or photocurrent. Figure 3.17 shows a PFM pixel
circuit with a constant PD bias [199]. The node voltage of the PD cathodeisavirtu-
al node of an operational amplifier OPamp, so that the node voltage is fixed at V.
The stored charge of the feedback capacitor Ci nt is extracted by a photocurrent and
thus the node voltage at the output of the OPamp increases. When the output of the
OPamp reaches the threshold of the comparator Comp, Comp turns on and the reset
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FIGURE 3.16

Experimental results of the dependence of (a) output pulse frequency, (b) power
dissipation on the illumination, and (c) the dependence of pul se width and saturation
frequency on the power supply voltage of a capacitive feedback PFM photosensor.
The photosensor is fabricated in 0.35-um standard CMOS technology with a pixel
size of 100 x 100 um? and photodiode size of 7.75 x 15.60 um? [209].

transistor M4 isturns off by the output pulse from Comp.

The frequency of the output pulse from Comp is proportional to the input light
intensity. The most important feature of this PFM pixel circuit isthat the biasvoltage
of the PD is constant. This feature is effective in suppressing the dark current of a
PD by reducing the bias voltage of the PD. It used for low light detection, discussed
in Sec. 4.2.
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FIGURE 3.17

PFM pixel circuit with constant PD bias[199]. OPamp: operational amplifier, Comp:
comparator.
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3.5 Digital processing

Digital processing architecturein a smart CMOS image sensor is based on the con-
cept of employing a digital processing element in each pixel [44, 57,58, 61, 62, 67],
Employing digital processing elements in a pixel enables programmable operation
with fast processing speed. Also, the nearest neighboring operation can be achieved
using digital architecture. Figure 3.18 shows a pixel block diagram reproduced from
Ref. [63].

Thekey point of digital processing architectureisimplementing an ADC in apix-
el. In Ref. [44], athreshold is introduced for binary operation. In Ref. [57,67], a
simple PWM schemeisintroduced with an inverter for acomparator. It is noted that
this sensor requires no scanning circuits, because each pixel transfers digital datato
the next pixel. Thisisanother feature of fully programmabledigital processing archi-
tecture. In Ref. [217], apixel-level ADC is effectively used to control the conversion
curve or gammavalue. The programmability of the sensor is utilized to enhance the
captured image, as in logarithmic conversion, histogram equalization, and similar
techniques.

Data line
[0}
=
)]
%)
<
-O .
2 24x1-bit
c memory
g 8x1-bit 1/Os
8 I ? -~ AAPD
—: g | 4-neigboring
=%/ —
) ] PWM »
4-neigboring Voot 4
hv
L: latch
Row address line
FIGURE 3.18

Pixel circuit diagram of a smart CMOS image sensor with digital processing archi-
tecture [63].
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Full digital processing architecture is very attractive for smart CMOS image sen-
sorsbecauseit is programmablewith a definite precision. Thusit is suitablefor robot
vision, which requires versatile and autonomous operation with afast response. The
challengefor digital processing technology is pixel resolution, whichis currently re-
stricted by the large number of transistors in a pixel; for example, in Ref. [61], 84
transistors are integrated in each pixel with asize of 80 um x 80 um using 0.5-um
standard CM OS technology. By using finer CMOS technology, it would be possi-
ble to make a smaller pixel with lower power consumption and higher processing
speed. However, such fine technology has problems with low voltage swing, low
photosensitivity, etc.

Another type of digital processing in smart CMOS image sensors is the digital
pixel sensor where an ADC is shared by four pixels [140, 185, 186]. Digital pixel
sensors have achieved high speeds of 10000 fps [185] and a wide dynamic range of
over 100 dB [186].

3.6 Materialsother than silicon

In this section, several materials other than silicon are introduced for smart CMOS
image sensors. As described in Chapter 2, visible light is absorbed in silicon, which
means that silicon is opague to visible wavelengths. Some materials are transparent
in the visible wavelength region, such as SiO, and sapphire (Al,O3), which areintro-
duced in modern CMOS technology as SOI (silicon-on-insulator) and SOS (silicon-
on-sapphire). The detectable wavelength of silicon is determined by its bandgap,
which corresponds to a wavelength of about 1.1 um. Other materials, such as SiGe
and germanium can respond to longer wavel ength light than silicon, as summarized
in Appendix A.

3.6.1 Silicon-on-insulator

Recently, SOI CMOS technology has been devel oped for low voltage circuits[218].
Thestructure of SOl isshown in Fig. 3.19, whereathin Si layer is placed on aburied
oxide (BOX) layer. Thetop Si layer is placed on a SiO, layer or an insulator. A
conventional CMOStransistor is called abulk MOS transistor to clearly distinguish it
from an SOI MOS transistor. MOS transistors are fabricated on an SOI layer and are
completely isolated via shallow trench isolation (STI), which penetratesto the BOX
layer, as shown in Fig. 3.19(b). These transistors exhibit lower power consumption,
less latch up, and less parasitic capacitance compared with bulk CMOS technol ogy,
aswell as other advantages[218].
SOl technology is attractive for CMOS image sensors for the following reasons.

e SOI technology can produce circuits with low voltage and low power con-
sumption [219]. For mobile applications, sensor networks, and implantable
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FIGURE 3.19

Cross-section of (@) bulk and (b) SOl CMOS devices. STI: shallow trench isolation,
SOI: silicon on insulator, BOX: buried oxide. Silicide is a compound material with
silicon and metal such as TiSi,,.

medical devices, thisfeature isimportant.

e When using SOI processes, NMOS and PMOS transistors can be employed
without sacrificing area, compared with bulk CM OS processeswhere a Newell
layer is necessary to construct PMOS transistors on a p-type substrate. Figure
3.19, comparing bulk and SOI, clearly illustrates this. A PMOSFET reset
transistor is preferable for use in an APS due to the fact that it exhibits no
voltage drop, in contrast with an NMOSFET reset transistor.

e SOI technology makes it easy to fabricate a back-illuminated image sensor,
discussed later in this section.

e The SOl structureisuseful for preventing crosstalk between pixels[220] caused
by diffused carriers; photocarriersgenerated in a substrate can reach the pixels
in the SOI image sensor. In SOI, each pixel isisolated electricaly.

e SOI technology can aso be used in three-dimensional integration [221, 222].
A pioneering work on the use of SOI in an image sensor for three-dimensional
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integration appearsin Ref. [221].

An issue of applying SOI technology to CMOS image sensors is how to realize
photodetection. Generally an SOI layer is so thin (usually below 200 nm) that the
photosensitivity is degraded. To obtain good photosensitivity, several methods have
been developed. The most compatible method with conventional APSs is to create
a PD region on a substrate [223-226]. This ensures that the photosensitivity is the
same as that of a conventional PD. However, it requires modifying the standard SOI
fabrication process. Post processing for the surface treatment is also important to
obtain low dark current. The second method is to employ a lateral PTr, as shown in
Fig. 2.7 (d) in Sec. 2.3 [227-230]. As alatera PTr has a gain, the photosensitivity
increases even in athin photodetection layer. Another application of SOl isin lateral
pin PDs [231], although in this case the photodetection area and pixel density is a
trade-off. A PFM photosensor, described in Sec. 3.4.2, is especially effective as an
SOS imager, which is discussed later in this section.

SOl iswidely used in micro-electro-mechanical systems (MEMS) due to the fact
that a beam structure of silicon can be easily fabricated by etching aBOX layer with
a selective SIO, etchant. An application of such a structure in an image sensor is
an uncooled focal plane array (FPA) infrared image sensor. [232]. The IR detection
is achieved with a thermally isolated pn-junction diode; thermal radiation moves
the pn-junction built-in potential and by sensing this shift the temperature can be
measured and thus IR radiation is detected. By combining MEMS structures, the
range of potential applications of SOI for image sensorswill be wide.

3.6.1.1 Back-illuminated image sensor

Here we introduce transparent materials in the visible wavelength region, suitable
for back-illuminated image sensors. As shown in Fig. 3.20, a back-illuminated
CMOS image sensor has the advantages of alarge FF and a large optical response
angle. Figure 3.20(a) shows a cross-section of a conventional CMOS image sensor,
where theinput light travelsalong distance from micro-lensto the PD, which causes
crosstalk between pixels. In addition, metal wires form obstacles for the light. Ina
back-illuminated CM OS image sensor, the distance between the micro-lens and the
PD can be reduced so that the optical characteristics are much improved. Asthe p-Si
layer on the PD must be thin to reduce absorption in the layer as much as possible,
the substrate is typically ground to be thin.

3.6.1.2 Silicon-on-sapphire

Silicon-on-sapphire (SOS) is a technology using sapphire as a substrate instead of
silicon [233]. A thin silicon layer is directly formed on a sapphire substrate. It
is noted that the top silicon layer is not poly nor amorphous silicon but a single
crystal of silicon, and thus the physical properties, such as mobility, are amost the
same as in an ordinary Si-MOSFET. Sapphire is Al,O,. It is transparent in the
visible wavelength region and hence image sensors using SOS technology can be
used as back-illuminated sensors without any thinning process [203, 231, 234, 235],
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FIGURE 3.20
Cross-section of (a) a conventional CMOS image sensor and (b) a back-illuminated
CMOS image sensor.

although some polishing is required to make the back surface flat. Lateral PTrs are
used in the work of Ref. [231,235], while a PFM photosensor is used in the work of
Ref. [203, 234] due to the low photosensitivity in a thin detection layer. Figure 3.21
shows an image sensor fabricated by SOS CMOS technology. The chip is placed on
a sheet of printed paper and the printed pattern on the paper can be seen through the
transparent substrate.

FIGURE 3.21
PFM photosensor fabricated using SOS technology [203].
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3.6.2 Extending the detection wavelength

Usually silicon has a sensitivity of up to 1.1 um, determined by the bandgap of sili-
conE4(Si) =1.12 eV. To extend the sensitivity beyond 1.1 um, materials other than
silicon must be used. There are many materials with a sensitivity at longer wave-
lengths than that of silicon. To realize a smart CMOS image sensor with a sensitiv-
ity at longer wavelengths than silicon, hybrid integration of materials with alonger
wavelength photoresponsivity, such as SiGe, Ge, HgCdTe, InSh, and quantum-well
infrared photodetector (QWIP) [236], as well as others [237]. Besides SiGe, these
materials can be placed on a silicon readout integrated circuit (ROIC) bonded by
flip-chip bonding through metal bumps. Several methods to realize IR detection
using ROIC are given in Ref. [238]. Schottky barrier photodetectors such as PtSi
(platinum silicide) are also widely used in IR imagers[239], which can be monolith-
ically integrated on a silicon substrate. These infrared image sensors usually work
under cooled conditions. There have been many reports of image sensors with this
configuration and it is beyond the scope of this book to introduce them. Here we
introduce only one example of asmart CMOS image sensor with sensitivitiesin both
the visible and near infrared (NIR) regions, called the eye-safe wavelength region.
The human eyeis moretolerant to the eye-safe wavelength region (1.4—2.0 um) than
the visible region because more light in the eye-safe region is absorbed at the cornea
than light in the visible region and thus less damage is done to the retina.

Before describing the sensor, we briefly overview the materials SiGe and germa-
nium. SixGe, , is amixed crystal of silicon and germanium with arbitrary com-
position x [240]. The bandgap can be varied from the bandgap of silicon (x = 1),
Eq(Si) =1.12eV or A4(Si) = 1.1 umto that of germanium (x = 0), Eq(Ge) = 0.66 eV
or Ag(Ge) =1.88 um. SiGe on silicon is used for hetero-structure bipolar transistors
(HBT) or strained MOS FETs in high-speed circuits. The lattice mismatch between
the lattice constants of silicon and germanium is so large that it is difficult to grow
thick SiGe epitaxial layers on a silicon substrate.

Now we introduce a smart image sensor that works in both the visible and eye-
safe wavelength regions [ 241, 242]. The sensor consists of a conventional Si-CMOS
image sensor and a Ge PD array formed underneath the CMOS image sensor. The
capability of the sensor to capture visible images is not effected by extending its
range into the IR region. The operating principle of the NIR detection is based
on photocarrier injection into a silicon substrate from a Ge PD. The structure of
the device is shown in Fig. 3.22. Photo-generated carriers in the germanium PD
region are injected into the silicon substrate and reach the photoconversion region at
a pixel in the CMOS image sensor by diffusion. When the bias voltage is applied,
the responsivity in the NIR region increases, as shown in Fig. 3.23. Theinset of the
figure shows a test device for the experiment of the photoresponse. It is noted that
NIR light can be detected at the Ge PD placed at the back of the sensor because the
silicon substrate is transparent in the NIR wavelength region.
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FIGURE 3.22

Smart CMOS image sensor that can detect in both the visible and eye-safe regions.
(a) Chip structure, (b) cross-section of the sensor [242].
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Photosensitivity curve as a function of input light wavelength. The bias voltage V,,
of the Ge PD is aparameter. Theinset shows the test structure for this measurement
[242].
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3.7 Structures other than standard CM OS technologies
3.7.1 3D integration

Three-dimensional (3D) integration has been devel oped to integrate more circuitsin
alimited area[243,244]. Theinterconnectionsbetween layersarerealized by micro-
vias [221, 222,243, 244], inductive coupling [245, 246], capacitive coupling [247],
and optical coupling [248]. Some sensors use SOI [221, 222, 243] and SOS [247]
technologies, which make it easy to bond two wafers.
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FIGURE 3.24
Three-dimensional image sensor chip. (@) Configuration, (b) cross-sectional struc-
ture[249].

Since biological eyeshave avertical layered structure, 3D integration can be suit-
able for mimicing such biological systems[249, 250]. An image sensor with a 3D
integration structure has an imaging area on its top surface and signal processing
circuits in the successive layers. 3D integration technology thus makes it easy to
realize pixel-level processing or pixel-parallel processing. Figure 3.24 shows a con-
ceptua illustration of a 3D image sensor chip and its cross-sectional structure [249].
A 3D image sensor has been proposed to function asaretinal prosthesisdevice[213],
which isdiscussed in Sec. 5.4.2. 3D image sensors are promising for their capabili-
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ty for pixel-parallel processing, although further development is required to achieve
image quality comparableto conventional 2D image sensors.

3.7.2 Integration with light emitters

The integration of light sources in a CMOS image sensor will open many appli-
cations, such as ultra small camera systems and autonomous robot vision. 111-V
compound semiconductors, such as GaAs [86], silicon nano-crystals, and erbium-
doped silicon [251], B-FeSi,, emit light with good efficiency, but they are less com-
patible with standard CMOS technology. In addition, the emission wavelength of
erbium-doped silicon and 3-FeSi, is longer than the bandgap wavelength of silicon.
Although silicon has an indirect bandgap, it can emit light by band-to-band emis-
sion [252] with afairly good emission efficiency of 1% and by hot electron emission
with alower emission efficiency [253-257]. Band-to-band emission is obtained by
aforward bias voltage to a pn-diode. The emission peak is around 1.16 um, which
is determined by the silicon bandgap energy, and thusit is not used for alight source
for CMOS image sensors because the photosensitivity at this wavelength is quite
low. When apn-diodeis reverse biased, the diode emits light with a broad spectrum
(over 200 nm) with a center wavelength of about 700 nm, which can be detected
by a silicon PD. This broad emission originates from hot el ectrons when avalanche
breakdown occurs [258, 259].

An image sensor integrated with a Si-LED using a standard SiGe-BiCMOS pro-
cess technology has been demonstrated [255]. The reason why the SiGe-BiCMOS
processis used is that a p™n*-diode can be obtained by using the junction between
a p*-base region and a n*-sinker region, as shown in Fig. 3.25, which are only
availablefor the SiGe-BiCMOS process. It is noted that the emission is not from the
SiGe base region, but from the silicon region. Light emission from SiGe-BiCMOS

p+-SiGe Base

CoIIector

N® <— Sinker

Buried Collector
P-sub.

FIGURE 3.25

Cross-section of an LED using SiGe-BiCMOS. A reverse bias voltage is applied
between the p™-base and the n"-collector [255].
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circuits is shown in Fig. 3.26. A CMOS image sensor with an Si-LED array has
been fabricated, as shown in Fig. 3.27. Presently, an Si-LED integrated in an image
sensor has very high power consumption or low emission efficiency. By optimizing
the structure, these characteristics should be improved.

FIGURE 3.26

Emission from an LED using SiGe-BiCMOS technology. Left: without bias. Right:
with bias[255].

FIGURE 3.27
Image sensor integrated with Si-LEDs[255].
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3.7.3 Color realization using nonstandard structures

Usually, image sensors can detect col or signalsand can separate light into el ementary
color signals, such asRGB. Conventional methodsfor color realization are described
in Sec. 5.4.1. Other methods to realize color using smart functions are summarized
in the next few subsections.

3.7.3.1 Stacked organic PC films

The first introduced method to acquire RGB-color used three stacked photoconduc-
tive (PC) organic films that can be fabricated on a pixel [104-106]. Each of the
organic films acts a PC detector (see Sec. 2.3.5) and produces photocurrents accord-
ing to itslight sensitivity. This method can almost realize a 100% FF. The main issue
is how to connect the stacked layers.

3.7.3.2 Multiplejunctions

The photosensitivity in silicon depends on the depth of the pn-junction. Thus, hav-
ing two or three junctions located along a vertical line aters the photosensitivity
spectrum [260-262]. To adjust the three junction depths, the maximum photosensi-
tivities corresponding to the RGB colors are realized. Figure 3.28 shows the struc-
ture of such a sensor, where a triple well is located to form three different photodi-
odes[261,262]. This sensor has been commercialized as an APS type pixel.

Incident Light 'pn(Blu€)

—
-
N-diffusion 7
P-well PD for Blue
PD for Green
N-well

P-sub. V PD for Red
FIGURE 3.28

Device structure of image sensor with atriple junction [262]. In the commercialized
sensor, an APS structure is employed [262].
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3.7.3.3 Controlling the potential profile

Changing the spectrum sensitivity by controlling the potential profile has been pro-
posed and demonstrated by many researchers [263-265]. The proposed systems
mainly use athin film transistor (TFT) layer consisting of multiple layers of p-i-i-i-
n [263,264] and n-i-p-i-n [265]. Y. Maruyamaet al. at Toyohashi Univ. Technology
have proposed asmart CMOSimage sensor using such amethod [266,267], although
their aim is not for color realization but for filterless fluorescence detection, which is
discussed in Sec. .

The principle of potential control is as follows [266, 267]. As discussed in Sec.
2.3.1.2, the sensitivity of apn-junction PD is generally expressed by Eg. 2.19. Here
we use the potentia profile shown in Fig. 3.29. This figure is a variation of Fig.
2.11 by replacing the NM OS-type PG with a PMOS-type PG on an n-type substrate,
giving two depletion regions, one originating from the PG and the other from the
pn-junction. This pn-junction produces a convex potential that acts like a watershed
for photo-generated carriers. In this case, the integral region in Eg. 2.18 is changed

V>0 eV,
& B
+, + H — X
F++++++ \'ﬁﬁ ...... A lx
+++++++ +l X ¢

P-well b0 —
N-sub. , , *n

FIGURE 3.29

Device structure and potential profile for the filterless fluorescence image sensor
[266, 267].

from O to x¢, where photo-generated carriers have an equal chance to flow to the
surface or to the substrate. Carriers that flow to the substrate only contribute to the
photocurrent. The sensitivity thereby becomes

el
ph = o 1e
_ed [3° o(A)Pyexp[—ar(A)x] dx
" he 5 o(A)Pyexp—oi(A)x] dx
el

= 2 (1-exp[-(2)xd])

R

(3.22)

From this, if two lights with different wavelengths, excitation light lambdag and

Patent Owner Cellect, LLC
Ex. 2069, p. 108



90 Smart CMOS Image Sensors and Applications

fluorescence Ay, areincident smultaneously, then thetotal photocurrent I, is given
by

2t (1 explaxhc)+ Pl A (1 exp [l ] )

(3.23)
where Py(A) and A are the incident light power density with A and the photogate
(PG) area. When measuring the photocurrent with two different gate voltages, x; has
two different valuesx , and x,, which resultsin two different photocurrents| ;, and
|

Iph = Po(lex)

ph2:
2

ot = Polhen) A2 (1 exp [ et ) + PolA A (1 exp [~ ] ).
A

|ph2_Po(Aex)A%(1 exp|[— (xex)xcz})wo(x“)Aeh—é'(1—exp[—a(,1“)xcz}).

(3.24)

In these two equations, the unknown parametersare theinput light intensities Py (Aex)
and Py (A;,). We can calculate the two input light powers, Py (Aex) for the excitation
light and Py(44,) for the fluorescence power, that is, filterless measurement can be
achieved.

3.7.3.4 Sub-wavelength structure

Thefourthmethod to realize color detectionisto use a sub-wavel ength structure such
as ametal grid or surface plasmons [268-270] and photonic crystals [271]. These
technologies are in their preliminary stages but may be effective for CMOS image
sensors with fine pitch pixels. In sub-wavelength structures, the quantum efficiency
is very sensitive to polarization as well as the wavelength of the incident light and
the shape and material of the metal grid. This meansthat the light must be treated as
an electro-magnetic wave to estimate the quantum efficiency.

When the diameter of an apertured is much smaller than the wavelength of the in-
cident light A, the optical transmission through the aperture T / f, which is the trans-
mitted light intensity T normalized to the intensity of the incident light in the area
of the aperture f, decreases according to (d /A )* [272], which causes the sensitivity
of an image sensor to decrease exponentially. T. Thio et al. reported a transmission
enhancement through a sub-wavelength aperture surrounded by periodic grooveson
a metal surface [273]. In such a structure, surface plasmon (SP) modes are excit-
ed by the grating coupling of the incident light [274], and resonant oscillation of
SPs causes an enhancement of the optical transmission through the aperture. This
transmission enhancement could make it possible to realize an image sensor with a
sub-wavelength aperture. From computer simulation results given in Ref. [269], an
aluminum metal grid enhances optical transmission, awhile tungsten metal grid does
not enhanceit. The thickness and the line and space of the metal grid also influence
the transmission.
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Metal grid asasub-wavelength structure and its optical transmission. Computer ssim-
ulation (FDTD: Finite Differential Time Domain) model (a). Optical transmission
dependence on the wavelength with the parameters of materials (b), metal thickness
(c) and period (d). PEC: perfect electric conductor [269].

Patent Owner Cellect, LL.C
Ex. 2069, p. 110



Patent Owner Cellect, LLC
Ex. 2069, p. 111



4

Smart imaging

4.1 Introduction

Some applications requireimaging which is difficult to achieve by using convention-
al image sensors, either because of limitations in their fundamental characteristics,
such as speed and dynamic range, or because of the need for advanced functions
such as target tracking and distance measurement. For example, intelligent trans-
portation systems (1TSs) in the near feature will require intelligent camera systems
to perform lane keeping assisting, distance measurement, driver monitor, and oth-
er functions, for which smart image sensors must be applied with a wide dynamic
range of over 100 dB, high speed over video rate, and the ability to measure dis-
tances of multiple objectsin an image[275]. Security, surveillance, and robot vision
are similar applicationsto ITSs. Smart imaging is also effective in the information
and communication fields as well as in biomedical fields.

Many types of implementation have been developed to integrate the smart func-
tions described in the previous chapter. The functionsare commonly classified by the
level where the function is processed, pixel level, column level, and chip level. Fig-
ure 4.1 shows smart imaging in CMOS image sensors, illustrating the classification.
Of course, a mixture of levelsin one system is possible. The most straightforward
implementation is chip-level processing where signal processing circuits are placed
after the signal output, as shown in Fig. 4.1 (a). Thisis an example of a “camera-
on-a-chip,” where an ADC, noise reduction system, color signal processing block,
and other elements are integrated in a chip. It is noted that this type of processing
requires about the same output data rate so that the gain in the signal processing cir-
cuits are limited. The second implementation method is column-level processing or
column-parallel processing. Thisis suitable for CMOS image sensors, because the
column output lines are electrically independent. As signal processing isachievedin
each column, a slower processing speed can be used than for chip-level processing.
Another advantageis that the pixel architecture can be the same asin a conventional
CMOS image sensor, so that, for example, a 4T-APS can be used. Thisfeatureisa
great advantagein achieving a good SNR.

The third implementation method is pixel-level processing or pixel-paralel pro-
cessing. In this method, each pixel has a signal processing circuit as well as a
photodetector. This can realize fast, versatile signal processing, although the pho-
todetection area or fill factor is reduced so that the image quality may be degraded

93
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FIGURE 4.1

Basic concept of smart CMOS image sensors. (a) Chip-level processing, (b) column-
level processing, and (c) pixel-level processing.

compared with the former two implementation methods. Also, in this method, it is
difficult to employ a4T-APS for a pixel. However, this architectureis attractive and
is a candidate for the next generation of smart CMOS image sensors.

Other features of CMOS image sensors for smart functions, used in several appli-
cations, are as follows.

e Random accessto an arbitrary pixel.

e Non-destructive readout or multiple readout. Note that the original 4T-APS
cannot be applied for non-destructive readout.

e Integration of signal processing circuitry in each pixel and/or each column
and/or achip.

In this chapter, we survey smart imaging required for smart CM OS image sensors
for severa applications.

4.2 Low light imaging

Low light imaging is essential for several applications, such as in the fields of as-
tronomy and biotechnology. Some image sensors have ultra high sensitivity, such as
super HARP [102] and Impactron [276, 277], but in this section we focus on smart
CMOS image sensors for low light imaging. Some applicationsin low light imag-
ing do not require video rate imaging so that long accumulation times are allowed.
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For long exposure times, dark current and flicker noise or 1/ f noise are dominant;
a detailed analysis for suppressing noise in low light imaging using CMOS image
sensorsisreported in Refs. [199, 200, 278]. To decrease the dark current of aPD, the
most effective, straightforward method is cooling. However, in some applications it
is difficult to cool the detector.

Here we discuss how to decrease the dark current at room temperature. First of all,
pinned PDs (PPDs) or buried PDs (BPDs), as described in Sec. 2.4.3, are effective
in decreasing the dark current.

Decreasing the bias voltage at the PD is also effective [78]. As mentioned in Sec.
2.4.3, thetunnel current strongly depends on the bias voltage. Figure 4.2 shows near
zero bias circuits, developed as reported in Ref. [279]. As reported, one near zero
bias circuit is located in a chip and providesthe gate voltage of the reset transistor.

Column output line

N EEEEEEEEEEE SRR EEEEEEEEEEEEEEEEEEEEEEEEEEEY
Vdd

M
Vew CM

o
O

o)

<

Zero bias circuits

FIGURE 4.2
Near zero bias circuits for reducing dark current in an APS [279].
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4.2.1 Activereset for low light imaging

Active reset senses the PD node voltage Vp and stabilizes it by active feedback
during the reset phase [280-288]. Figure 4.3 shows an example of an active reset
circuit, although there are many variationsof activereset implementation. The output
voltage of the pixel isinput to the operational amplifier outside the pixel and fedback
to the gate of thereset transistor M to stabilize the PD node voltage. Isit estimated
that active reset can reduce kg TC noise down to k;T /18C [280].

Column output line
Column output line

H ¢

(a) (b)

FIGURE 4.3
Activereset circuits. (a) Conventional 3T-APS, (b) 3T-APS with active reset [280].

4.2.2 PFM for low light imaging

The PFM photosensor can achieve ultra low light detection with near-zero bias of
the PD and can obtain a minimum detectable signal of 0.15 fA (1510 s integration
time), as discussed in Sec. 3.4.2.3. As mentioned in Sec. 2.3.1.3, the dark current
of a PD is exponentially dependent on the PD bias voltage, so that PD bias near
zero voltage is effective in reducing dark current. In such a case, special care must
be taken to reduce other leakage currents; in a PFM photosensor with constant PD
bias, the leak current or subthreshold current of the reset transistor Mo in Fig. 3.17
is critical and must be reduced as much as possible. Bolton et a. have introduced
the circuit shown in Fig. 4.4 where the drain—source voltage of the reset transistor
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is near zero so that the subthreshold current reaches zero. It is noted that the
su[)shreshol d current is exponentially dependent on the drain—source voltage as well
as the gate—source voltage, as discussed in Appendix E.

(@) (b)

FIGURE 4.4
Reset circuit for PFM with constant PD bias. (a) A reset transistor M replaces (b)
athreetransistor circuit [200].

4.2.3 Differential APS

To suppress common mode noise, the differential APS has been devel oped, asreport-
ed in Ref. [278], shown in Fig. 4.5, where the sensor uses a pinned PD and low bias
operation using a PMOS source follower. It is noted that the amount of 1/f noisein
aPMOS isless than in an NMOS. Consequently, the sensor demonstrates ultra low
light detection of 10~ Jux over 30 s of integration time at room temperature.

424 Geiger mode APD for a smart CMOS image sensor

To achieve ultralow light detection with afast response, the use of an APD is benefi-
cial. Figure 4.6 shows the pixel structure of an APD in standard CM OS technol ogy.
The APD isfabricated in a deep n-well and multiple regions are surrounded by ap™-
guard ring region. In the Geiger mode, the APD (in this case the photodiodeis called
asingle photon avalanche diode (SPAD)) produces a spike-like signal, not an analog
output. A pulse shaper with an inverter is used to convert the signal to adigital pulse,
as shown in Fig. 4.6. The incident light intensity is proportional to the number of
produced pulse counts.
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Column output line (differential)

FIGURE 4.5
Differential APS. Illustrated after Ref. [278].
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FIGURE 4.6

Basic structure of (a) an APD in standard CMOS technology and (b) a circuit for
the Geiger mode APD in a pixel. The PMOS connected to V , , acts as a resistor
for quenching process. Vp is a negative voltage value that forces the PD into the
avalanche breakdown region. SPAD: single photon avalanche diode. Illustrated after
Ref. [98].
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4.3 High speed

High speed is an advantageous characteristic for a CMOS image sensor because a
column-parallel circuit is suitable for achieving high data rate with arelatively slow
processing timein acolumn, for example, of about 1 psec. Ultrahigh-speed cameras
have previously been developed based on CCD technology [289], and several types
of high-speed cameras based on CMOS image sensors have recently been reported
[156,185,290-297]. A high speed frame rate alleviates the disadvantage of arolling
shutter inherent to CMOS image sensors.

43.1 Global shutter

To acquire a ultra high speed image over 1000 fps, a global shutter is required. Usu-
ally, one transistor and a capacitor are added to a 3T-APS pixel to achieve a global
shutter function [291,298,299]. The pixel circuitisshownin Fig. 4.7. Animagelag
is critical for ultra high speed images and hence a 4T-APS is not suitable due to its
relatively long transfer time. In addition, in 3T-APSs and 5T-APSs, as shown in Fig.
4.7, ahard reset is necessary to ensure there is no image lag [146].

Vdd )
£

Dsg =
=]

o

fra)

]

\ o
SEL =
&

=)

o

@)

FIGURE 4.7
Basic pixel circuitsfor global shutter function [291].
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4.4 Widedynamicrange
4.4.1 Principle of wide dynamic range

The human eye has a wide dynamic range of about 200 dB. To achieve such awide
dynamic range, the eye has three mechanisms [300]. First, the human eye has two
types of photoreceptor cells, cones and rods which correspond to two types of pho-
todiodes with different photosensitivities. Second, the response curve of the eye's
photoreceptor is logarithmic so that saturation occurs slowly. Third, the response
curve shifts according to the ambient light level or averaged light level. Convention-
a image sensors, in contrast, have a dynamic range of 60—70 dB, which is mainly
determined by the well capacity of the photodiode.

Some applications, such as in automobiles and for security, require a dynamic
range over 100 dB [275]. To expand the dynamic range, many methods have been
proposed and demonstrated. They can be classified into three categories. nonlinear
response, multiple sampling, and saturation detection. Figure 4.8 illustrates these
methods. An exampleimage taken by awide dynamic range image sensor developed
by S. Kawahito and his colleagues at ShizuokaUniv. [301] isshownin Fig. 4.9. The
extremely bright lightbulb at the left can be seen, as well as the objects under a dark
condition to theright.

As mentioned above, the human retina has two types of photoreceptors with high
and low sensitivities. An image sensor with two types of PDs with high and low
sengitivities can achieve a wide dynamic range. Such an image sensor has aready
been produced using CCDs. A CMOS image sensor has been reported in Ref. [302]
that also hastwo types of photodetectorswith high and low sensitivities, but an FD is
used as the photodetector with low sensitivity. The FD is optically shielded but can
still gather photo-generated charges under a high illumination condition. Under this
operation principle, this sensor achieves a 110-dB intra-scene dynamic rangewith in
CIF.

Nonlinear response is a method to modify the photoresponse from linear to non-
linear, for example, a logarithmic response. This method can be divided into two
methods, using a log sensor and well-capacity adjustment. In alog sensor, a photo-
diode has a logarithmic response. By adjusting the well capacity, the response can
be changed to be nonlinear, but in some cases, alinear response is achieved, which
is mentioned | ater.

Multiple sampling isamethod wherethe signal chargesare read several times. For
example, bright and dim images are obtained with different exposure times and then
the two images are synthesized so that both scenes can be displayed in one image.
Extending the dynamic range by well capacity adjustment and multiple sampling is
analyzed in detail in Ref. [303].

In the saturation detection method the integration signal or accumulation charge
signal is observed and if the signal reaches a threshold value, then, for example, the
accumulation charge is reset and the reset number is counted. Repeating this pro-
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Basic concept of enhancing dynamic range.

cess, the final output signal is obtained for the residue charge signal and the reset
count number. There are severa variations to the saturation detection method. Pulse
modulation is one alternative and is discussed in Sec. 3.4. In this method, the in-
tegration time is different from pixel to pixel. For example, in PWM, the output is
the pulse width or counting values so that the maximum detectable light intensity is
determined by the minimum countable value or clock and the minimum detectable
value is determined by the dark current. Thus the method is not limited by the well
capacity, so that it has a wide dynamic range.

The group in Fraunhofer Institute has developed a wide dynamic range image
sensor based on local brightness adaptation using a resistive network [304, 305].
Resistive networks are discussed in Sec. 3.3.3. They used a method by which a
network can more strongly diffuse asignal at a brighter spot.

In the following sections, examples of the above four methods are described.

4.4.2 Dual sensitivity

When two types of photodetectorswith different sensitivitiesareintegratedin apixel,
a wide range of illumination can be covered; under bright conditions, the PD with
lower sensitivity is used, while under dark conditions, the PD with higher sensitivity
isused. Thisisvery similar to the human visual system, as mentioned above, and

Patent Owner Cellect, LL.C
Ex. 2069, p. 120



102 Smart CMOS Image Sensors and Applications

FIGURE 4.9

Example image taken by a wide dynamic range image sensor developed by S.
Kawahito et a. [301]. The image is produced by synthesizing several images; the
details are givenin Sec. 4.4.4. Courtesy of Prof. Kawahito at Shizuoka Univ.

has already been implemented using CCDs[336]. Inthework reported in Ref. [302],
an FD isused as alow sensitivity photodetector. Under bright light conditions, some
carriers are generated in the substrate and diffuse to the FD region, contributing to
the signal. This structure was first reported in Ref. [306]. Thisis adirect method of
detection so that no latency of captured images occurs, in contrast with the multiple
sampling method. Another implementation of dual photodetectors has been reported
in Ref. [307], where a PG is used as the primary PD and an n-type diffusion layer is
used as the second PD.

4.4.3 Nonlinear response
4431 Logsensor

The log sensor is used for wide dynamic range imagers, and can now obtain arange
of over 100 dB [163-169].

Issues of the log sensor include variations of the fabrication process parameters, a
relatively large noise in low light intensity, and image lag. These disadvantages are
mainly exhibited in subthreshold operation, where the diffusion current is dominant.

There have been some reports of the achievement of logarithmic and linear re-
sponses in one sensor [308, 310]. The linear response is preferable in the dark light
region, while the logarithmic response is suitable in the bright light region. In these
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TABLE 4.1
Smart CMOS sensors for awide dynamic range
Category Implementation method Refs.
Dud sensitivity PG & PD inapixel [302, 306, 307]
Nonlinear response Log sensor [163-169]
Log/linear response [308-310]
Well capacity adjustment [298,311-318]
Control integration time/gain [319, 320]
Multiple sampling Dual sampling [321-323]
Multiple sampling with fixed short exposure [324,325]
time
Multiple sampling with varying short exposure  [301]
time
Multiple sampling with pixel-level ADC [140, 184, 186]
Saturation detection Locally integration time and gain [326]

Saturation count
Pulse width modulation

[263,326-332]
[179, 263, 333]

Pulse frequency modulation [141, 194, 196,
202,334, 335]
Diffusive brightness Resistive network [304, 305]

sensors, calibration in the transition region is essential.

4.4.3.2 Well-capacity adjustment

The well-capacity adjustment is a method to control the well depth in the charge
accumulation region during integration. In this method, a drain for the overflow
chargesis used. Controlling the gate between the accumul ation region and the over-
flow drain, the photoresponse curve becomes nonlinear.

Figure 4.10 illustrates the pixel structure with an overflow drain to enhance the
maximum well capacity. When strong illumination is incident on the sensor, the
photo-generated carriers are saturated in the PD well and flow over into the FD node.
By decreasing the potential well of the overflow drain (OFD) gradually, strong light
intensity can hardly saturate the well and also weak light can be detected.

This method realizes a saturated response with almost the same pixel structure as
3T- and 4T-APSs, and hence it should have a good SNR under low light conditions.
The drawback of this method is that the overflow mechanism consumes the pixel
area so that thefill factor is reduced.

The method can be implemented in both 3T-APSs [311, 312,319], and 4T-APSs
[298,313-316]. The sensitivity in a4T-APSis better than in a 3T-APS and therefore
the dynamic range from the dark light condition to the bright light condition can be
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FIGURE 4.10
Pixel structure of an overflow drain type wide dynamic range image sensor [311].

improved.

In Ref. [314], noise reduction by CDS is implemented so that a high SN ratio
with 0.15-mV s of random noise and 0.15-mV s of FPN are obtained. In this
study, a stacked capacitor used for the lateral OFD (overflow drain) was devel oped.
By introducing a direct photocurrent output mode, an ultra high dynamic range of
over 200 dB has been achieved, as reported in Ref. [315], by combining with the
architecture reported in Ref. [314]. In the region of the direct photocurrent output
mode, alogarithmic response is employed.

M. Ikebe at Hokkaido Univ. has proposed and demonstrated a method of PD
capacitance modul ation using negative feedback resetting [317]. This method does
not modify the pixel structure, which is a 3T- or 4T-APS, but instead controls the
reset voltage through a column differential amplifier. Thismethod is applied to noise
suppression as well as achieving awide dynamic range.

In Ref. [318], a3T-APS and a PPS are combined in a pixel to enhance the dynamic
range. Generally, an APS has a superior SNR at low illumination compared with a
PPS, and this suggests that at bright illumination a PPS is acceptable. A PPS is
suitable for use with an OFD because a column charge amplifier can completely
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transfer charges in both the PD and OFD. In this case, care need not be taken with
regard to whether or not signal chargesin PD are transferred into the OFD.

444 Multiple sampling

Multiple sampling is a method to read signal charges several times and synthesize
those images in one image. This method is simple and easily achieves a wide dy-
namic range. However, it has an issue regarding synthesis of the images obtained.

Saturation
control
circuitry
PD

Capamtor

(@) (b)

FIGURE 4.11
Multiple readout scheme for wide dynamic range. (a) Method to control the reset
transistor,(b) method to use another accumul ation capacitor.

4.4.4.1 Dual sampling

In dual sampling, two sets of readout circuits are employed in a chip [321, 323].
When pixel datain the n-th row are sampled and held in one readout circuitry and
then reset, pixel datain the (n — A)-th row are sampled and held in another readout
circuitry and reset. The array sizeisN x M, where N is the number of rows and M

is the number of columns. In this case the integration time of the first readout row is
T, = (N — A)Trow and the integration time of the second readout row is Ts = ATrow.

Here, Troy is the time required to readout one row of data and Trow = Tgyy + MTscan,
where T, is a sample and hold (S&H) time and Tcan is the time to read out data
from the S& H capacitors or the scanning time. It is noted that by using the frame
time T; = NTyow, T; isexpressed as

T,=T—Ts. (4.2)
The dynamic rangeis given by
T T
DR:mmJ%“':mmwemm<i—0. (4.2)
min 'S Ts
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Here, DRqrg is the dynamic range without dual sampling and Qmax and Q,,;, are
the maximum and minimum accumulation charges, respectively. For example, if
N =480 and A = 2, then theratio of the accumulation T; /Ts = T, /Ts becomes about
240, so that it can expand the dynamic range of about 47 dB.

This method only requires two S& H regions and no changes of pixel structure,
thereforeit can be applied, for example, to a4T-APS, which has high sensitivity. The
disadvantages of this method are that only two accumulation times are obtained and
arelatively large SNR dip is exhibited at the boundary of the two different exposures.

At the boundary of the two different exposures, the accumulated signal charges
are changed from its maximum value Qmax t0 QmaxTs/T,, Which causes alarge SNR
dip. The SNR dip ASNR is
Ts
T
If the noise level is not changed in the two regions, ASNR isequal to ~ —24 dB for
the above example (T, /Ts ~ 240).

ASNR = 10log (4.3)

4442 Multiple sampling

Fixed short time exposure To reduce the SNR dip, M. Sasaki et al. introduced
multiple short time exposure [324, 325]. In non-destructive readout, multiple sam-
pling is possible. By reading the short time integration Ts atotal of k times, the SNR
dip becomes
ASNR = 10Iogk::_é. (4.4
I
Itisnoted that in thiscase T, is expressed as

T, =T; —kTs. (4.5)
Thus the dynamic range expansion ADR is
T
ADR = 20log (T— - k) , (4.6)
S

which is little changed from T, /Ts. If T;/Ts = 240 and k = 8, then ADR ~ 47 dB
and ASNR ~ —15 dB.

Varying short exposuretimes In the previous method, a short exposure time was
fixed and read several times. M. Mase et a. haveimproved the method by varying the
short exposuretime [301]. In the short exposuretime slot, several different exposure
times are employed. During the readout time of one short exposure period, a shorter
exposure period isinserted, while afurther shorter exposure period isinserted and so
on. Thisisillustrated in Fig. 4.12. With afast readout circuitry with column parallel
cyclic ADCsit is possible to realize this method. In this method, the dynamic range
expansion ADR is

T
ADR = 20log —"—, (4.7)

s,min
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where T, ;, means the minimum exposuretime. In this method, the SNR dip can be

reduced by making each exposuretime theratio of T, to T's to be a minimum.
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FIGURE 4.12

Exposure and readout timing for multiple sampling with varying short exposure
times[301]. LA: long accumulation, SA: short accumulation, V SA: very short accu-
mulation,d ESA: extremely short accumulation.

Pixel-level ADC  Another multiple sampling method is to implement pixel-level
ADCs [140, 184, 186]. In this method, a bit-serial ADC with single slope is em-
ployed for every four pixels. According to the integration time, the precision of the
ADC isvaried to obtain a high resolution; for a short integration time, a higher pre-
cision ADC is executed. The image sensor reported in Ref. [186] is integrated with
aDRAM frame buffer in the chip and achieves a dynamic range over 100 dB with a
pixel number of 742 x 554.

4.45 Saturation detection

The saturation detection method is based on monitoring and controlling the satura-
tion signal. The method is asynchronized so that automatic exposure of each pixel
is easily achieved. A common issue with this method is how to suppress the reset
noise; it is difficult to employ a noise cancellation mechanism due to the multiple
reset action. A decreased SNR in thereset is also an issue.
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4.45.1 Saturation count

When the signal level reaches the saturation level, the accumulation region is reset
and accumulation starts again. By repeating the process and counting the number of
resetsin atime duration, the total signal charge in the time period can be calculated
with the residue charge signal and the number of resets[263,326-332]. The counting
circuitry is implemented at the pixel level [263, 327-329], and in a column level
[326, 330, 331]. At the pixel level, the fill factor is reduced due to the extra area
required for the counting circuitry. Using TFT technology, as in Refs. [263, 327],
aleviates thisissue, although special process technology is required. For either the
pixel level or column level, frame memory isrequired in this method.

4.45.2 Pulsewidth modulation

Pulse width modulation (PWM) is mentioned in Sec. 3.4.1 and is used for wide
dynamic range image sensors[179].

4.4.5.3 Pulsefrequency modulation

Pulse frequency modulation (PFM) is discussed in Sec. 3.4.2 and is used for wide
dynamic range image sensors [141, 192-194].

4.4.6 Diffusivebrightness

In this method, the input light is diffused by the resistive network architecture, as
mentioned in Sec. 3.3.3 [304,305]. The output of a bright spot is suppressed via
diffusion, so that the photoresponse curve becomes nonlinear. The response speed
of the resistive network is not fast and hence it is difficult to apply this method to
capturing fast moving objects.

4.5 Demodulation
45.1 Principlesof demodulation

In the demodulation method, amodulated light signal isilluminated on an object and
the reflected light is acquired by the image sensor. The method is effectivein detect-
ing signals with ahigh SNR, because it enables the sensor to detect only modulated
signals and thus removes any static background noise. Implementing this technique
in an image sensor with a modulated light source is useful for such fields as intel-
ligent transportation systems (ITS), factory automation, and robotics, because such
a sensor could acquire an image while being hardly affected by background light
conditions. In addition to such applications, this sensor could be applied to tracking
atarget specified by amodulated light source. For example, motion capture could be
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easily realized by this sensor under variousillumination conditions. Another impor-
tant application of the demodulation technique is the three-dimensional range finder
with the time-of -flight method, as described in Sec. 4.6.

It is difficult to realize demodulation functions in conventional image sensors, be-
cause a conventional image sensor operates in accumulation mode so that the mod-
ulated signal is washed out by the accumulating modulation charges. The concept

Modulated light, 1.(f) *Modulation light source

Object “““,« Modulated signal
| 1”“%1 @
Reflected light, 1,(f) """ Reference signal
4—

Demodulation image sensor
Background light, I,

Sensor output, V;(f)

FIGURE 4.13
Concept of a demodulation image sensor.

of the demodulation technique in a smart CMOS image sensor isillustrated in Fig.
4.13. Theillumination light I,(t) is modulated by the frequency f, and the reflect-
ed (or scattered) light I¢(t) is aso modulated by f. The sensor is illuminated with
the reflected light I, (t) and the background light 1, that is, the output from the pho-
todetector is proportional to the sum I (t) -+ I,. The output from the photodetector is
multiplied by the synchronous modulated signal m(t) and then integrated. Thus the
output V,,; produces[337]

t
Vi = /t_T (1r(7) +1,) m(z)dr, 4.8)

where T isthe integration time.

There are severa reports of realizing a demodulation function in smart CMOS
image sensors based on the concept shown in Fig. 4.13. Itsimplementation method
can be classified into two categories: the correlation method [166, 337—-344], and
a method using two accumulation regions in a pixel [345-353]. The correlation
method is a straightforward implementation of the concept in Fig. 4.13.

452 Correation

The correlation method is based on multiplying the detected signal with the refer-
ence signal and then integrating it or performing low-pass-filtering. The processis
described by Eq. 4.8. Figure 4.14 shows the concept of the correlation method.
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The key component in the correlation method is a multiplier. In Ref. [344], asim-

Photodetector Integrator
Object Multiplier
b ipean i
@ Sync. signal

FIGURE 4.14
Conceptual illustration of the correlation method [344].

ple source connected type multiplier [42] is employed, while in Ref. [166] a Gilbert
cell [126] is employed to subtract the background light.

In this method, three-phase referenceis preferable to obtain sufficient modulation
information on the amplitude and the phase. Figure 4.15 shows the pixel circuits
to implement the three-phase reference. The source connected circuits with three
referenceinputs are suitable for this purpose[344]. This givesamplitude modulation
(AM)—phase modulation (PM) demodulation.

FIGURE 4.15
Pixel circuit for the correlation method. Illustrated after Ref. [344].

Inthe circuit, the drain current I, in each M; is expressed as

e
B
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The notations used in the equation is the same as that in Appendix E. Each drain
current of M;, [; is then given by

: ) (4.10)
L ev ev. ev.
0 (—rr) e () +ep sy
The correlation equations are thus obtained as
e —
Ii—l/3_—Wl(Vi—V), (4.11)

whereV isthe averageof V;, i = 1,2, 3.
This method has been applied to a 3D range finder [340, 350] and to spectral
matching [354].

45.3 Method of two accumulation regions

The method of using two accumulation regionsin a pixel is essentialy based on the
same concept, but with a smpler implementation, as shown in Fig. 4.16. In this

Modulated
light (MOD)
Objects -
°®

sync. signal

Image sensor

Background
light (BG)

(a) MOD : ON (b) MOD : OFF (c) Subtraction
Background light (BG) Background light (BG) Modulated light (MOD)
+

Modulated light (MOD)

FIGURE 4.16
Concept of the two accumulation regions method.

method, the modulated signal is a pulse or ON-OFF signal. When the modulated
signal is ON, the signal accumulated in one of the accumulation regions. Correlation
is achieved by this operation. When the modulated signal is OFF, the signal accumu-
latesin the other region, so that the background signal can be removed by subtracting
thetwo signals.
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FIGURE 4.17

Pixel structure of a demodulated CMOS image sensor. The accumulated chargesin
the PG (@) aretransferred to FD1 when the modulation light isON (b) and transferred
into FD2 when the modulation light is OFF (c).

Figure 4.17 showsthe pixel structure with two accumulation regions[348]. Figure
4.18 shows the pixel layout using 0.6-um 2-poly 3-metal standard CMOS technol-
ogy. The circuit consists of a pair of readout circuits like a conventional photogate
(PG) type APS, that is, two transfer gates (TX1 and TX2) and two floating diffusion-
s (FD1 and FD2) are implemented. One PG is used as a photodetector instead of a
photodiode, and is connected with both FD1 and FD2 through TX1 and TX2, respec-
tively. The reset transistor (RST) is common to the two readout circuits. The two
outputs OUT1 and OUT?2 are subtracted from each other, and thus only a modulated
signal is obtained. A similar structure with two accumulation regionsis reported in
Ref. [345, 346, 353].

The timing diagram of this sensor is shown in Fig. 4.19. First, the reset opera-
tion is achieved by turning the RST on when the modulated light is OFF. When the
modulated light is turned on, the PG is biased to accumulate photocarriers. Then the
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FIGURE 4.18
Pixel layout of the demodulated image sensor. The pixel sizeis 42 x 42um? [349].

LED ModulationTight) _ [~ | [~ | [ | [ |
FG —_rrururururimriurL
TX1 | 1 N N
™2 n M I n

FIGURE 4.19
Timing chart of the demodulation image sensor [348]. PG: photogate, TX: transfer
gate, RST: resat.

modulated light is turned off and the PG is turned off to transfer the accumulated
chargesto FD1 by opening TX1. Thisisthe ON-state of the modulated light; in this
state both modulated and static light components are stored in FD1. Next, the PG
is biased again and starts to accumulate charges in the OFF-state of the modul ated
light. At the end of the OFF period of the modulated light, the accumulated charges
are transferred to FD2. Thus only the static light component is stored in FD2. By
repeating this process, the charges in the ON- and OFF-states accumulate in FD1
and FD2, respectively. According to the amount of accumulated charge, the voltages
in FD1 and FD2 decrease in a stepwise manner. By measuring the voltage drops of
FD1 and FD2 at a certain time and subtracting them from each other, the modul ated
signal component can be extracted.

Figure 4.20 shows experimental results obtained using the sensor [343]. One of
two objects (a cat and adog) isilluminated by modulated light and the demodul ated
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(@) (b)

FIGURE 4.20
(a) Normal and (b) demodulated images [ 343, 349].

image only shows the cat, which is illuminated by the modulated light. Figure 4.21
shows further experimental results. In this case, amodulated LED is attached in the
neck of the object (adog), which movesaround. The demodulated images show only
the modulated LED and thus give a trace of the object. This means that a demodula-
tion sensor can be applied to target tracing. Another application for a camera system
suppresing saturaion is presented in Ref. [355].

This method achieves an image with little influence from the background light
condition. However, the dynamic range is till limited by the capacity of the accu-
mulation regions. In Ref. [350, 351], the background signal is subtracted in every
modulation cycle so that the dynamic range is expanded. Although the adding cir-
cuits consume pixel area, this techniqueis effective for demodulation CMOS image
SEeNnsors.
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FIGURE 4.21

Demonstration of marker tracking. The images are placed in order of time from top
to bottom. Left column: modulated light pattern extracted by the sensor. Middle
column: output from the modulated light and background light. Right column: out-
put from only the background light. The bottom figure shows the moving trace of
the marker. For convenience, the moving direction and the track of the LED are
superimposed [343].
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4.6 Three-dimensional range finder

A rangefinder is an important application for factory automation (FA), ITS, robot vi-
sion, gesturerecognition, etc. By using smart CMOSimage sensors, three-dimensional
(3D) range finding or image acquisition associated with distances can be realized.
Several approaches suitable for CM OS image sensors have been investigated. Their
principles are based on time-of-flight (TOF), triangulation, and other methods, sum-
marized in Table 4.2. Figure 4.23 shows images taken with a 3D range finder [356].
The distance to the object is shown on the image.

TOF

L_T¢ Laser
2

Image
sensor

Image
sensor

: Rotation
i mirror

FIGURE 4.22
Concept of three methods for 3D range finders: TOF, binocular, and light-section.

4.6.1 Timeof flight

TOF is a method to measure the round-trip time of flight and has been used in light
detection and ranging (LIDAR) for many years[377]. The distanceto the object L is
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(&) 2-D image

FIGURE 4.23
Examples of imagestaken by a 3D range finding image sensor developed by Y. Oike
et al. [356]. Courtesy of Dr. Y. Oike.

expressed as
Tc
L=— 4.12
5 (412)
where T is a round-trip time (TOF = T/2) and c is the speed of light. The most
notable feature of TOF isits simple system; it requires only a TOF sensor and alight

source. TOF sensors are classified by direct and indirect TOF.

4.6.1.1 Direct TOF

A direct TOF sensor measures the round-trip time of light in each pixel directly.
Consequently, it requires a high speed photodetector and high precision timing cir-
cuits. For example, for L=3m, T = 10~ 8sec= 10 psec. To obtain mm accuracy, an
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TABLE 4.2
Smart CMOS sensors for 3D range finders
Category Implementation method Affiliation and Refs.
Direct TOF APD array ETH [97,98], MIT [357]
Indirect TOF Pulse ITC-irst [358, 359], Fraunhofer
[360, 361], Sizuoka U. [362]
Sinusoidal PMD [340, 341, 363, 364], C-
SEM [353,365], Canesta[366],
JPL [367]
Triangulation Binocular Shizuoka U. [368], Tokyo S
ci. U. [369] Johns Hopkins U.
[370,371]
Structured light Carnegie Mellon U. [87, 372]
U. Tokyo [350, 356, 373, 374],
SONY [157], [375], Osaka EC.
U. [342]
Others Light intensity (Depth of inten-  Toshiba [376]

Sity)

averaging operation is necessary. The advantage of direct TOF is its wide range for
measuring distance, from meters to kilometers.

As high speed photodetectors in standard CMOS technology, APDs are used in
the Geiger mode for direct TOF sensors [97, 98, 357], as discussed in Sec. 2.3.4.
A TOF sensor with 32 x 32 pixels, each of which is integrated with the circuitsin
Fig. 4.6 in Sec. 4.2.4 with an area of 58 x 58 um?, has been fabricated in 0.8-um
standard CMOS technology with a high voltage option. The anode of the APD is
biased at ahigh voltage of —25.5V. Thejitter of the pixel is 115 ps, so that to obtain
mm accuracy an averaging operation is necessary. A standard deviation of 1.8 mm
is obtained with multiple depth measurements with 10* at a distance of around 3 m.

4.6.1.2 Indirect TOF

To alleviate the requirements for direct TOF, indirect TOF has been devel oped [ 340,
341, 345, 353, 358361, 363-367]. In indirect TOF, the round-trip time is not mea-
sured directly, but two modulated light signals are used. An indirect TOF sensor
generally has two accumulation regions in each pixel to demodulate the signal, as
mentioned in Sec. 4.5. The timing diagram of indirect TOF is illustrated in Fig.
4.24. In thisfigure, two examples are shown.

When the modulation signal is a pulse or an on/off signal, two pulses with adelay
timet, between them are emitted with arepetition rate of the order of MHz. Figure
4.25 illustrates the operation principle [358, 359]. In this method, the TOF signal
is obtained as follows. Two accumulation signals V, and V,, correspond to the two
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FIGURE 4.24
Timing diagram of indirect TOF with two different pulses. (&) The second pulse has
adelay of t; against thefirst pulse. (b) Two pulses with different durations[359].

pulses with the same width t,, as shown in Fig. 4.24(a). From the delay timet, and
the two times of TOF, the distance L is computed as

V, —V.
ty—2x TOF =t,-1_—2 (4.13)
1
L
TOF = (4.14)
c V.
LLb=3 [tp <v_j_1) +td}. (4.15)

In Ref. [359], an ambient subtraction period is inserted in the timing and thus a good
ambient light rejection of 40 klux is achieved. A 50 x 30-pixel sensor with a pixel
sizeof 81.9 x 81.7 um? has been fabricated in standard 0.35-p.m CMOS technology
and a precision of 4% is obtained in the 2—8 m range.

Another indirect TOF with pul se modulation uses two pulseswith different timing,
T, and T, [360-362]. The procedure to estimate L is as follows. V, and V,, are
output signal voltages for the shutter time t; and t,, respectively. As shown in Fig
4.24(b), from these four parameters, the intersect point t, =TOF can be interpolated.

Consequently:
A A
L= 20 ( v,V ) (4.16)
Next, a sinusoidal emission light is introduced instead of the pulse for indirect
TOF [340, 341, 353, 363-367].
The TOF is obtained by sampling four points, each of which is shifted by n/2, as
shown in Fig. 4.26, and calculating the phase shift value ¢ [363]. The four sampled
values A,-A, are expressed by the signal phase shift ¢, the amplitude a, and the
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FIGURE 4.25
Operation principle of indirect TOF with two emission pulses with adelay.

offset b as
A, =asing +b, (4.17)
A,=asin(¢ +r/2)+b, (4.18)
A;=asin(¢ +m)+b, (4.19
A,=asin(¢ +3r/2) +b. (4.20)

From the above eguations, ¢, a, and b are solved as

A, —A
¢ = arctan (ﬁ) . (4.21)
27
2 2
A—A) + (A, —A
LV SRCEN )
A +A,+A+A
b= 21t 2: chsa’y (4.23)
Finaly, by using ¢, the distance L can be calculated as
co (4.24)

~an frod

where f_ , isthe repetition frequency of the modulation light.

To redlize indirect TOF in a CMOS sensor, several types of pixels have been de-
veloped with two accumulation regionsin a pixel. They are classified into two tech-
nigues. oneisto placetwo FDson either side of the photodetector [340,341,345,353,
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FIGURE 4.26
Operation principle of indirect TOF with sinusoidal emission light. Illustrated after
Ref. [363].

362, 363, 365, 366], the other is to use a voltage amplifier to store signals in capac-
itors [358-361]. In other words, the first technique is to change the photodetection
device, while the second is to use conventional CMOS circuitry. The photomixing
device (PMD) is a commercialized device that has a PG with two accumulation re-
gions on either side [363]. The maximum available pixel number is 160 x 120.
Another commercialized sensor for indirect TOF has a 64 x 64 pixel array with a
high-speed clock generator and an ADC [366]. The sensorsin Refs. [366] and [362]
are fabricated in a standard CMOS process or a slightly modified process. In partic-
ular, the sensor reported in Ref. [362] has a QVGA array, which has a wide range of
applications such as I TS and gesture recognition.

4.6.2 Triangulation

Triangulation is a method to measure the distance to the field of view (FOV) by a
triangular geometrical arrangement. This method can be divided into two classes:
passive and active. The passive method is also called the binocular or stereo-vision
method. In this method two sensors are Used. The active method is called the struc-
tured light method. In this method a patterned light source is used to illuminate the
FOv.

4.6.2.1 Binocular method

The passive method has the advantage that it requires no light sources and only two
sensors are needed. Reports of several such sensors have been published [368-371].
The two sensors are integrated into two sets of imaging areato execute stereo vision.
However, this means that the method must include a technique to identify the same
FOV in the two sensors, which is avery complicated problem for typical scenes. For
the sensor reported in Ref. [368], the FOV is restricted to a known object and three-
dimensional information is used to improve the recognition rate of the object. The
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sensor has two imaging areas and a set of readout circuitry including ADCs. The
sensor in Ref. [371] integrates the current mode disparity computation circuitry.

4.6.2.2 Structured light method

Considerable research on the active method has been published [87, 157, 342, 350,
356, 372-374]. In the active method, a structured light source is required, which
is usually a stripe-shaped light source, The light source is scanned over the FOV.
To distinguish the projected light pattern from the ambient light, a high power light
source with a scanning system is required. In Ref. [372], the first integrated sensor
with 5 x 5 pixelswas reported for 2-um CMOS technol ogy.

Voix Vi
vdd

S
3
S 1
z
%
?l—ﬁ
"
Column output line

o
= M.
D, = = SEL
RS —| .g_
32 (b)
c
E Vaa [}
5] c
o Mgs £~
rs Y
v 3 3
(@ SEf Dgpy c 3
L 5§
PD b (S

= MSEL <
© Ves V E
FIGURE 4.27

(a) Conventional 3T-APS structure, modified for (b) normal imaging mode, (c) PWM
mode. Illustrated after Ref. [373].

In the structure light method, finding a pixel at the maximum valueis essential. In
Ref. [87], awinner-take all (WTA) circuit is used to find the maximum. The WTA
circuit is mentioned in Sec. 3.3.1. In Refs. [356, 373], a conventional 3T-APS is
used in two modes, the normal image output mode and the PWM mode, as shownin
Fig. 4.27. PWM isdiscussed in Sec. 3.4. PWM can be used as a 1-bit ADC in this
case. In the sensor, PWM-ADCs are located in the column and thus column-parallel
ADC isachieved. In Fig. 4.27(b), the pixel acts as a conventional 3T-APS, whilein
Fig. 4.27(c), the output line is precharged and the output from a pixel is compared
with the reference voltage V,,; in the column amplifier. The output from the pixel
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decreases in proportion to the input light intensity so that PWM is achieved. Using
a 3T-APS structure, the sensor achieves a large array format of VGA with a good
accuracy of 0.26 mm at a distance of 1.2 m. Refs. [157] and [375] report on the
implementation of analog current copiers [378] and comparators to determine the
maximum peak quickly. In Ref. [157], analog operation circuits are integrated in a
pixel, whilein Ref. [375], four sets of analog frame memory are integrated on achip
to reduce the pixel size and a color QVGA array is realized with a 4T-APS pixel
architecture.

In the structured light method, it is also important to suppress the ambient light
against the structured light, which is incident on the FOV. Combined with a wide
dynamic range using a log sensor and modulation technique, Ref. [350] reports a
good signal-to-background ratio (SBR) of 36 dB with aDR of 96 dB*.

4.6.3 Depth key

The depth key method refers to “depth of focus,” “depth of gray-scale” and so
on [379]. It is a method to measure the distance for the depth of some physical
parameter. The method is often used in a camera system, as is discussed in Re-
f. [380]. A depth of focus sensor can calculate the following Laplacian based value
d for whole pixels on a chip from several pictures with different focuses.

d= |IF( + IF( -2l (4.25)

_ZIF(X. y)|+|IF( )+|F(

x+1, y) x—1,y) X, y+1 X, y—1) F(x, y)|

In simulation results, a system can output a depth map (64 x 64 pixels and 50 depth
steps) at 30 fps, when images are taken at 1500 fps using 0.6-mum standard CMOS
technology [380].

The depth of gray-scale method has also been reported [376]. A depth of gray-
scale sensor can measure the distance to an object by the intensity reflected from the
object, so that the evaluated distance is affected by the reflectance of the object. This
method is easy to implement.

4.7 Target tracking

Target tracking or target tracing is a technique to track specific object(s). It is an
important application for smart CMOS image sensors. It requires real-time signal
processing; for example, robot vision requires fast and compact processing as well
as low power consumption. Many smart CMOS smart image sensors have been
reported so far and in this section, we classify several types of smart CMOS image
sensorsthat can realize target tracking and discuss the operation principle.

*In Ref. [350], the definition of SBR and DR are different by ahalf factor from the conventional definition.
In this book, the conventional definition is adopted.
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To achieve target tracking, it is necessary to extract the object to be tracked. For
this purpose, it is important to find the centroid of the targeted object. There are
several reports on estimating the centroid of an object in a scene. In acquiring the
centroid, frame difference operation is effective because moving objects can be ex-
tracted with this operation. To implement the frame difference operation, a frame
buffer is usually required, while in some smart sensors frame memory is employed
in a pixel [328,381] so that no frame memory outside the chip is needed. In Re-
f. [328], the difference of the pixel values between two frames was monitored on
the chip to find moving objects. Ref. [382] reports employing an in-pixel capacitor
and comparator to detect moving objects. To detect movement, a resistive network
architectureis also effective[42,45], discussed in Sec. 3.3.3.

Target tracking sensors are mainly classified into analog processing and digital
processing. Table 4.3 summarizes the methods with some typical examples. Each
method requires some pre-processing of input images, such as edge detection, bina-
rization, etc. Analog processing alows the use of maximum detection (“MaxDet.”
in Table 4.3), projection, and resistive network (“RN” in Table 4.3).

Another method for target tracking is the modulation technique, which is dis-
cussed in Sec. 4.5. In this case, although a modulation light source is required, the
tracking is relatively easy because it easy to distinguish the region-of-interest (ROI)
from other objectsin this method.

4.7.1 Maximum detection for target tracking

Maximum detection (MaxDet.) is a method to detect the maximum pixel value in
the image containing the target to be traced. In Ref. [383], WTA circuits are em-
ployed in each pixel to detect the maximum pixel value in the image. WTA is
discussed in Sec. 3.3.1. To specify the x—y position of the maximum value, two
sets of one-dimensional resistive networks placed in rows and columns are used. A
parasitic phototransistor (PTr) is integrated with the WTA circuits in a pixel with a
size of 62um x 62um. The chip has 24 x 24 pixels and demonstrates a process-
ing speed of 7000 pixel/sec. Another method of processing for MaxDet. is to use
aone-dimensional resistive network in row and column directions combined with a
comparator to report the position of the maximum in each direction [384].

4.7.2 Projection for target tracking

Several reports using projection have been published [173, 385-387]. Projection is
easy to implement because only summations along the rows and columns are re-
quired. Projection along each row and column direction is a first-order image mo-
ment. Preprocessing, such as edge detection [385] and binarization [386], is effective
to obtain the centroid clearly. In Ref. [385], the image area is divided into two ar-
eas with different pixel dengities: the fovea and peripheral areas. This structure is
amimic of the distribution of photoreceptorsin the human retina. The fovea area
with dense pixel density performs edge detection and motion detection, while the
peripheral area with sparse pixel density performs edge detection and projection.
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The photodetection structureis similar to the log sensor discussed in Sec. 3.2.2, that
is, a PTr with a subthreshold transistor that produces a logarithmic response. The
edge detection is achieved by aresistive network.

A smart CMOS image sensor that simultaneously produces a normal image and
projections along the row and column directions has been reported [387]. In this
sensor, a 20-um square pixel has three PDs, one of which is for imaging and the
others are used for projections. An APS is used for imaging and a passive pixel
sensor (PPS) is used for projection, which processes the sum of the charges from
pixels along one direction. This sensor also has a global shutter and random access
functions and thus is effective for high-speed image processing. The sensor has
512 x 512 pixels and was fabricated in 0.6-um standard CM OS technol ogy.

4.7.3 Resistivenetwork and other analog processing for target tracking

Another analog processing method is the resistive network. In [45], a two-layered
resistive network architecture is implemented, as shown in Fig. 3.7, and a spatio-
temporal difference is realized using the frame difference method. Target tracking
is achieved by using median filtering outside the chip. By introducing an APS and
canceling circuits, this sensor has achieved a good SNR with low FPN in aresistive
network architecture. The architecture of this sensor is described in Sec. 3.3.3.

Another anal og processing method using fully parallel processing based on acel-
[ular neural network (CNN) has been reported [388]. Analog processing and asyn-
chronizing digital circuits are integrated in a pixel with an area of 85 um square
using 0.18-um standard CMOS technology. The number of pixelsis 64 x 64. The
chip achieves a processing time of 500 usec and ~725 MIPSYImW. Using a fully
analog architecture, a very low power consumption of 243 uW is achieved under a
1.8-V power supply.

4.7.4 Digital processing for target tracking

Finally, we discuss digital processing chips. Inthese chips, one-bit digital processing
unit or bit-serial processing isintegrated in apixel with an areasize of 80 um square
using 0.5-um standard CMOS technology. The block diagram of a chip is shownin
Fig. 4.28. The pixe circuits have been shown earlier in Fig. 3.18. Asfully digital
processing is implemented, the chip is fully programmable and achieves very fast
processing of around 1 msec. Such digital processing chipsrequirean ADC in each
pixel; in this chip a PWM-like ADC is introduced by using a smple inverter, as
described in Sec. 3.4.1.

By using the chip, fast target tracking has been demonstrated for a micro-visual
feedback system combined with depth-of-focus applied to the observation of a mov-
ing biological specimen, asshown in Fig. 4.29[389]. Itisdifficult to track amoving
object by observing with an optical microscope, and thus it would be useful to be
able to automatically track a small object using an optical microscope system. Ex-
perimentsreportedin Ref. [389] show excellent tracking resultsusing adigital vision
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FIGURE 4.28
Chip block diagram of afully digital smart CMOS image sensor [61]. BSCA: bit-
serial cumulative accumulator.

chip with a 1-kHz operation speed combining depth-of-focus algorithms to achieve
three-dimensional tracking.
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FIGURE 4.29

Tracking results for a moving biological specimen. The images were taken by a
CCD camera attached to an optical microscope. The tracking was achieved by a
digital vision chip [389]. Courtesy of Prof. M. Ishikawa at the Univ. of Tokyo.
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TABLE 4.3
Smart CMOS sensors for target tracking
Method  Preprocess  Tech. Pixe # Pixel size  Speed Power Ref.
(um) (um) consum.
MaxDet. WTA & 1D- 2 24 x 24 62 x 62  7Kkpix/s
RN [383]
MaxDet. 1D-RN & 0.6 11 x 11 190 x50 us(sim.)
comparator 210 [384]
Projection Currentsum 2 256 x 256 35 x26 10ms
173
Projection Edgedetect 2 Fovea 9 x Fovea 10Ipix/s  15mwW 17
9, periph- 150 x [385]
ey 19 x 150, pe
17 riphery
300 x
300
Projection Binarization 0.18 80 x 80 12x 12 1000fps 30mwW
[386]
Projection Chargesum 0.6 512 x 512 20x20 1620fps 75mW
38
2D-RN 025 100 x 100 &7 X ~TUs 36.3mwW 18]
(hex.) 75.34 [45]
CNN 0.18 48 x 48 85x85 500 us, 243 uWw
~725 [388]
MIP-
SImw
Digital ADC 05 64 x 64 80x80 1kHz 112 mw
process. [61]
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4.8 Dedicated arrangement of pixel and optics

This section describes smart CMOSimage sensorsthat have dedicated pixel arrange-
mentsand related optics. A conventional CM OS image sensor usesalensto focusan
image onto the image plane of the sensor, where pixels are placed in an orthogonal
configuration. In some visual systems, however, non-orthogonal pixel placement is
used. A good exampleis our vision system where the distribution of photoreceptors
is not uniform; around the center or fovea, they are densely placed, while in the pe-
riphery they are sparsely distributed [187]. This configuration is preferable asit is
able to detect an object quickly with a wide angle view, then once the object is lo-
cated, it can be imaged more precisely by the fovea by making the eye moveto face
the object. Another exampleis an insect with compound eyes [390, 391]. A specia
placement of pixelsis sometimes combined with specia optics, such asin the com-
pound eyes of insects. Pixel placement is more flexible in a CMOS image sensor
than in a CCD sensor because the alignment of CCDs is critical for charge trans-
fer efficiency; for example, a curved placement of a CCD may degrade the charge
transfer efficiency.

This section first describes special pixel arrangements for smart CMOS image
sensor. Then, some smart CMOS sensors with dedicated optics are introduced.

4.8.1 Non-orthogonal arrangement
4.8.1.1 Foveated sensor

A foveated sensor isan image sensor inspired by the human retina. Inahuman retina,
photoreceptors are arranged so that their density around the center or foveais larger
than in the periphery [392].

FIGURE 4.30

Pixel arrangement of a foveated image sensor. The pixel size increases by square
root, that is the pixel pitch logarithmically decreases. The circle area of the center
shows the control circuits.
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A foveated sensor has a pixel arrangement like the human retina; pixels are ar-
ranged logarithmically decreasingin pixel density along theradial direction, asshown
in Fig. 4.30. Thisis called the log-polar coordination [393-396]. In the log-polar
coordination, the Cartesian coordinates are converted into log-polar coordinates by

Y ave

6 = arctan G) . (4.20)

The foveated or log-polar image sensor is useful for some image processing, but
the layout of the sensor has some difficulties. First, it is difficult to place pixel-
s around the center due to the high pixel density and thus no image can be taken
around the center. Second, the placement of the two scanners for the radial and cir-
cular directions is problematic. To alleviate these problem, R. Etienne-Cummings
et al. have developed a foveated image sensor employing only two types of central
and peripheral areas, placed in an orthogonal arrangement or a conventional arrange-
ment [385]. The sensor is applied to target tracking, discussed in Section 4.7. The
placement problem of the scanners is the same as for hyper omni vision, which is
discussed in the next section.

4.8.1.2 Hyper omni vision

Hyper omni vision (HOVI) is an imaging system that can capture a surrounding
imagein all directions by using a hyperbolic mirror and a conventional CCD camera
[379,397]. The system is suitable for surveillance. The output imageis projected by
amirror and thusis distorted. Usually, the distorted image is transformed to aimage
rearranged with Cartesian coordinates and is then displayed. Such an off-camera
transformation operation restricts available applications. A CMOS image sensor is
versatile with regard to pixel placement. Thus, pixels can be configured so as to
adapt for a distorted image directly reflected by a hyperbolic mirror. Thisrealizesan
instantaneous image output without any software transformation procedure, which
open up various applications. In this section, the structure of a smart CMOS image
sensor for HOVI and the characteristics of the sensor are described [398].

A conventional HOVI system consists of a hyperbolic mirror, alens, and a CCD
camera. Imagestaken by HOVI are distorted due to the hyperbolic mirror. To obtain
a recognizable image, a transformation procedure is required. Usually thisis done
by software in a computer. Figure 4.31 illustrates the imaging principle of HOVI.

Anobjectlocatedat P(X,Y,Z) isprojected to apoint p(x,y) in the two-dimensional
image plane by the hyperbolic mirror. The coordinates of p(x,y) are expressed as
follows.

Xf (b%—c?)
X = , (4.27)
(b2 4 c2)Z — 2bd /X2 1 Y2 1 22
Yf 2 A2
X = (b°—¢%) (4.28)

(b2+¢2)Z — 2bdV/X2+Y2+ 22
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FIGURE 4.31
Configuration of aHOVI system.
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Here, b and ¢ are parameters of the hyperbolic mirror and f isthe focal length of the

camera

Figure 4.33(a) illustrates image acquisition for conventional HOVI with a CCD
camera. The output imageis distorted. A smart CMOS image sensor is designed to
arrange pixelsin aradial pattern accordingto Eqgs. 4.27 and 4.28 [398]. The sensor is
fabricated in 0.6-pum 2-poly 3-metal standard CMOS technology. The specification
of the fabricated chip is described in Table 4.4.

TABLE 4.4

Specifications of asmart CMOS image sensor for HOVI

0.6-um 2-poly 3-metal standard CMOS

18 um sq. from 1st to 8th pixel along aradial direction

Technology

Chip size 89 umsg.
Pixel number 32 x 32

PD structure  N-diff./P-sub.
Power supply 5V

PD size

20 um sg. from 9th to 16th
30 um sg. from 17th to 24th

40 um sg. from 25th to 32nd
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A 3T-APS is used for the pixel circuits. A feature of the chip is that the pitch
of the pixel becomes smaller from the outside edge to the center. Thus, four types
of pixels with different area sizes are employed as, described in Table 4.4. For the
radial configuration, vertical and horizontal scanners are placed along the radial and
circular directions, respectively. A microphotograph of the fabricated chip is shown
in Fig. 4.32. In the figure, a close-up view around the inner most pixels is also
shown.

FIGURE 4.32
Microphotograph of a smart CMOS image sensor for a HOVI system. A close-up
microphotographis aso shown.

Figure 4.33 shows experimental results for this sensor. The input pattern is an
image taken by aconventional HOV| camera system with aCCD camera. Thisresult
clearly shows that the output from the fabricated image sensor restores the original
input image taken by the HOV| camera system.

4.8.2 Dedicated optics
4.8.21 Compound eye

A compound eye is a biological visual systems in arthropods including insects and
crustaceans. There are a number of independent tiny optical systems with small
fields-of-view (FOV) as shown in Fig. 4.34. The images taken by each of the in-
dependent tiny eyes, called ommatidium, are composited in the brain to reproduce a
whole image.

The advantages of a compound eye are its wide FOV with a compact volume and
a short working distance, which can realize an ultra thin camera system. Also, only
asimpleimaging opticsis required for each ommatidium, because only a small FOV
isrequired for an ommatidium. The disadvantageisrelatively poor resolution.
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(@ (b)

FIGURE 4.33
Input of a Japanese character taken by a conventional HOVI system and its output
images for the proposed sensor.

Retina
Nerve fiber Ommatidium

FIGURE 4.34

Concept of an apposition compound eye system. The system consists of a number of
ommatidium, which are composed of a lens, retina, and nerve fiber. It is noted that
another kind of compound eyeis the neural superposition eye [390].

Artificia compound eyes have been developed by many ingtitutes [399-404]. In
the next sections, two examples of smart image sensor systems using compound eye
architecture are introduced, DragonflEye by R. Hornsey et al. of York University and
TOMBO by J. Tanidaet a. of Osaka University.

DragonflEye “DragonflEye” isacompound eyeimage sensor where up to 20 eye-
lets or ommatidiums are implemented and focused on the sensor imaging plane with
approximately 150-pixel resolution in each eyelet [404]. It mimics an eye system
of a dragonfly and is intended for applications in high-speed object tracking and
depth perception. Figure 4.35 shows a prototype system. The optical system realizes
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a wide angle view. By using a smart CMOS image sensor with a random access
function, high-speed accessing of each sub-imaging region is achieved.

(@)

FIGURE 4.35

Photographs of the prototype of DragonflEye. (a) Close up of eyelet bundle, (b) total
system [404]. Each eyelet hasalensand abundlefiber. Courtesy of Prof. R. Hornsey
at York Univ.

TOMBO TheTOMBO* system, an acronymfor thin observation moduleby bound
optics, is another compound eye system [405, 406]. Figure 4.36 shows the concept
of the TOMBO system. The heart of the TOMBO system is the introduction of a
number of optical imaging systems, each of which consists of several micro-lenses,
called imaging optical units. Each imaging optical unit capturesa small but full im-
age with a different imaging angle. Consequently, a number of small images with
different imaging angles are obtained. A wholeimage can be reconstructed from the
compound images from the imaging optical units. A digital post processing algorith-
m enhances the composite image quality.

To realize acompound eye system, acrucial issueisthe structure of the ommatidi-
um with micro-opticstechnology. Inthe TOMBO system, the signal separator shown
in Fig. 4.36 resolves the issue. A CMOS image sensor dedicated for the TOMBO
system has been developed [118, 407].

The TOMBO system can aso be used as a wide angle camera system as well as
athin or compact camera system. In this system, 3 x 3 units are employed with a
single lens. Figure 4.37(a) shows the system structure and 3 x 3 unit images taken

*TOMBO is the Japanese word for dragonfly. A dragonfly has a compound eye system.
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FIGURE 4.36
Concept of TOMBO. Courtesy of Prof. J. Tanida at Osaka Univ.

by this camera. By attaching two prisms, a wide angle view of 150 degrees can be
obtained, as shown in Fig. 4.37(b). Each optical imaging unit has a small scanning
area and hence a rolling shutter, as discussed in Sec. 2.11, does not cause serious
distortion of the total image. By taking images with each unit at a different time, a
moving object can be detected, as shown in Fig. 4.37(c).

4.8.2.2 Polarimetricimaging

Polarization is a characteristic of light [391]. Polarimetric imaging makes use of po-
larization and is used in some applications to detect objects more clearly. Humans
cannot sense polarization, though some animals such as bees can sense it. Several
types of polarimetric image sensors has been devel oped by placing birefringent ma-
terias on the sensor surface [408]. Such types of smart CMOS image sensor may
be useful for chemical applications where polarization is frequently used to identify
chemical substances.
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FIGURE 4.37

Wide angle view camera system using the TOMBO system. (a) The camera system
consists of a TOMBO camera with 3 x 3 units and two sets of prism with an at-
tachment holder. (b) Obtained wide angle view. (c) Detection of moving objects.
Courtesy of Mr. Masaki and Mr. Toyoda of Funai Electric Co. Ltd.
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Applications

5.1 Introduction

In this chapter, several applications for smart CMOS image sensors are introduced.

The first applications considered are those for communications and information,
including human interfaces. Introducing imaging functions in these fields can im-
prove not only performance, such as communication speed, but also convenience,
such asin visually aided controls.

The second category of applications considered is in the biotechnology fields. In
these fields, CCDs combined with optical microscopes are widely used. If smart
CMOS image sensors are applied, the imaging systems could be made compact or
have integrated functions, leading to improvementsin performance.

Finally, medical applications are introduced. Medical applications require very
compact imaging systems, because they may be introduced into the human body
through swallowing or being implanted. Smart CMOS image sensors are suitable for
these applications because of their small volume, low power consumption, integrated
functions, etc.

5.2 Information and communication applications

Sinceblue LEDsand white LEDshave emerged, light sourceshave drastically changed;
for example, some room lighting, lamps in automobiles, and large outdoor displays
use LEDs. Theintroduction of LEDs with their fast modulation has produced a new
application, free-space optical communication. Combined with image sensors, free-
space optical communication can be extended to human interfaces because images
arevisualy intuitive for humans.

In this section, we introduceinformation and communication applications of smart
CMOS image sensors. First, an optical identification (ID) tag is introduced. Next,
optical wireless communication is described.

137
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5.2.1 Optical ID tag

The recent spread of large outdoor LED displays, white LED lighting, etc. has
prompted research and development into applying LEDs to transceivers in spatial-
ly optical communication systems. Visible light communication is one such sys-
tem [409]. This application is described in Sec. 5.2.2. An alternative application is

Display (Sceneimage + I1D)

Mobile terminal
equipped I1D image sensor

FIGURE 5.1

Concept of optical ID tag. LEDson alarge LED display are used as optical 1D tags.
Animagethat a user takesis superimposed ID data.

an optical ID tag, which uses an LED as a high-speed modulator to send ID signals.
Commercially availableoptical 1D tags have been used for motion capture[410,411].
Recently, applying optical 1D tags to augmented reality technologies has been pro-
posed and developed such as the following systems: “Phicon” [412], “Navi cam”
[413], “ID cam” [414,415], “Aimulet” [416,417], and “OptNavi” [418-420].

Phicon, Aimulet These systems have been developed for sending and receiving
data to a user. A user has a terminal to keep track of his or her location and to
send/receive data from a server station. The Phicon system was proposed by D.J.
Moore at GITech and R. Want et al. at Xerox PARC [412]. It utilizesan IR LED as
an optical beacon to relay a user’s location and send data. A monochrome CCD is
used to locate optical beacons and decode the transmitted data from IR transceivers.
The bit rate is about 8 bps due to the use of a conventional CCD camerafor decoding
the modulated light. This suggests that a dedicated camera system is required for
detecting beacons with a faster datarate.

Aimulet was developed by H. Itoh at AIST,* Japan. It isused as a handy commu-
nicator for a user to find information in museums and exhibitions . A few demon-

*Advanced Institute of Science and Technology.
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stration model s have been devel oped and tested in the large Aichi Expo exhibitionin
Japan.

ID cam, OptNavi systems The ID cam, proposed by Matsushita et al. at Sony,
uses an active LED source as an optical beacon with a dedicated smart CMOS image
sensor to decode the transmitted 1D data. The smart sensor used in the ID cam is
described later.

OptNavi has been proposed by the author’s group at NAIST,* Japan [418] and is
designed for use with mobile phonesaswell withthe ID cam. Onetypical application
of these systems, LEDs on a large LED display, can be used as an optical beacon,
asshown in Fig. 5.1. In the figure, LED displays send their own ID data. When a
user takes an image using a smart CMOS image sensor that can decode these 1Ds,
the decoded data is superimposed on the user interface, as shown in Fig. 5.1. The
user can easily get information about the contents on the displays.

An dternative application is a visual remote controller for electronic appliances
connected together in a network. Interest in home networksfor electronic appliances
is growing and some consortiums have been established, such as DLNA®R* [421],
ECHONET* [422], UPnP™* Forum [423], and HAVi* [424]. Many networked ap-
pliances can be connected to each other over a home network. The OptNavi system
has been proposed for use in a man—machine interface to control networked appli-
ances visualy. In this system, a mobile phone with a custom image sensor is used
as an interface; many mobile phones are equipped with alarge display, a digital still
camera, IrDA [425], Bluetooth®) [426], etc. In the OptNavi system, home network
appliances, such as a DVD recorder, a TV, and a PC, are equipped with LEDSs that
transmit ID signalsat 500 Hz. The image sensor can receive |Ds with a high-speed
readout of multiple region-of-interests (ROIS). Thereceived IDsaredisplayed with a
superimposed background image captured by the sensor, as shown in Fig. 5.2. With
the OptNavi system, we can control such appliances by visually confirming them on
amobile phone display.

5211 Smart CMOSimage sensorsfor optical ID tags

Since a conventional image sensor captures images at a video frame rate of 30 fps,
it can not receive ID signals at a kHz rate. Thus, a custom image sensor with a
function for receiving ID signals is needed. Several smart CMOS image sensors
dedicated for optical 1D tags have been proposed and demonstrated [157, 375, 427—
431], summarized in Table 5.1. These sensors receive |D signals with a high speed
framerate. S. Yoshimuraet a. at Sony and T. Sugiyamaet al. from the same group
have demonstrated image sensors that operate with high speed readout for all pixels

*Nara Institute of Science and Technology.
*Digital Living Network Alliance.

*Energy Conservation and Homecare Network.
*Universal Plug and Play.

*Home Audio Video Interoperabitily.
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FIGURE 5.2

Concept of OptNavi. A dedicated smart CMOS image sensor can detect and decode
optical IDs from home electronic appliances. The decoded results are superimposed
on the image taken by the sensor.
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FIGURE 5.3

Method of detecting ID positions using a slow pilot signal. (a) Waveforms of pilot
and ID signals, (b) power spectrum of pilot and ID signals, (c) procedure to obtain
an ID signal using apilot signal.
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with the same pixel architecture as a conventional CMOS image sensor [157, 375].
These sensors are suitable for high resolution.

Oike et a. at Univ. Tokyo has demonstrated a sensor that receives ID signals by
analog circuitsin a pixel, capturing images at a conventional frame rate [428]. This
sensor can receive | D signals with high accuracy.

TABLE 5.1
Specifications of smart CMOS image sensors for optical ID tags
Affiliation Sony Univ. Tokyo NAIST
Reference [375] [427] [431]
ID detection High speed readout | In-pixel ID receiver | Readout of multiple
of al pixels ROIs
Technology 0.35-um CMOS 0.35-um CMOS 0.35-um CMOS
Pixel size 11.2 x 112 um? | 26 x 26 um? 7.5 x 7.5 um?
Number of pixels 320 x 240 128 x 128 320 x 240
Frame rate for ID | 14.2 kfps 80 kfps 1.2 kfps
detection
Power consumption || 82 mW (@3.3 kfps, | 682mW (@4.2V) [ 3.6 mW (@ 3.3V,
3.3V) w/o ADC, TG)
Issues Power consumption | Large pixel size Speed

High-speed readout of multiple ROlswith low power consumption High-speed
readout of all pixels may cause large power consumption. The NAIST group has
proposed an image sensor dedicated for optical 1D tags to realize high-speed readout
at low power consumption with a simple pixel circuit [419]. In the readout scheme,
the sensor is operated for capturing normal images at a conventional video frame
rate while simultaneoudly capturing multiple ROIs which receive ID signals at a
high-speed frame rate. To locate ROIs with the sensor, an optical pilot signal which
blinks at aslow rate of 10 Hz isintroduced; the sensor can easily recognize it with
aframe difference method, as shownin Fig. 5.3.

The readout scheme is shown in Fig. 5.4. The feature is based on a multiple
interleaved readout of ROIs; each ROI is read out multiple times during one frame of
normal images so that the ROI s can be read out much faster than the framerate of the
normal images. To explain the readout scheme simply, 6 x 6 pixels are depicted in
Fig. 5.4, wheretwo IDsexist and thustwo ROIs are shown. In thefigure, the number
in each pixel indicates the readout order and the number in parentheses indicates the
pixel involved with the ID signals. In this case, 3 ROIs images/ROI are read during
one framerate of whole images.

The frame rate of the ROIsimagesis actually 1.1 kfpsin the sensor. The number
of pixelsis 320 x 240 [pixel], the ROl sizeis5 x 5 [pixel], the number of IDsis 7,
and the framerate of thewholeimagesis 30 [fpg]. In thisreadout scheme, the system
clock speed is the same as that for a conventional image sensor operating at 60 fps,
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and thusit consumesvery little power even when reading ROIs at a high-speed frame
rate. The power consumption can be further suppressed without supplying power to
the column involving the ROIs.

Figure 5.5 shows a block diagram of the sensor. The sensor is operated with an
ID map table, which is a 1-bit memory array with the ID positions memorized for
reading out ROIs at high-speed and cutting off the power supply to pixels outside the
ROIls. The pixel circuit is simple; it has only one additional transistor for column

1 2 3 4 7 8 9 10
13 14 15 16 19 20 21 22
25 26 27 28 31 32 33 34
ROT1 ———
37 38 (| 5),(29), | (6),(30),\ 43 4 5 6
39, (53) | 40, (54) ROI 2
29 50 (|1, (35),|(12), (36).|] 55 [ (7). (41),|(18), (42).|\ 58
| 51, (59) | 52, (60) / 56, (65) | 57, (66)
61 62 67 | (23). (@7),[(24), @8),|| 70
63 64 N6s, (71) | 69, (72) J

FIGURE 5.4
Illustration of fast readout of multiple ROIs. Only 6 x 6 pixels are depicted.
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(a) Block diagram of a smart CMOS image sensor for fast readout of multiple ROIs.
(b) Pixel circuits.
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reset compared with a conventional 3T-APS, as shown in Fig. 5.5(b). It is noted that
an additional transistor must be inserted between the reset line and the gate of the
reset transistor, as described in Sec. 2.6.1. This transistor is used for XY-address
reset or random access as described in Sec. 2.6.1 to read out pixels only in ROIs.
A timing chart for the sensor is shown in Fig. 5.6. In thistiming chart, fragmented
normal images and ROIs images form interleaved readouts.

Figure 5.7 shows a microphotograph of the sensor. The specifications are summa-
rized in Table 5.2. Figure 5.8(a) shows a captured normal image at 30 fps and Figs.
5.8(b) and (c) show experimental resultsfor ID detection. 1D signals are transmitted
by differential 8-bit code modulated at 500 Hz from three LED modules. 36-frame
ROIs images per ID, which consists of 5 x 5 pixels, are captured for detecting ID
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FIGURE 5.6
Timing chart for high-speed readout of multiple ROIs.

TABLE 5.2

Specifications of asmart CMOS image sensor for optical IDstag
Technology 0.35-um CMOS (2-poly 3-metal)
Number of pixels QVGA (320 x 240)
Chip size 4.2 x 5.9 mm?
Pixel size 7.5 x 7.5 um?
Dynamic range 54dB
Frame rate for normal image 30fps
Number of IDs Max. 7
Framerate for ID image 1.2 kfpg/ID
Power consumption 36mW @33V
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signals while one frame of awhole image is captured, as shown in Fig. 5.8(c). The
patterns of the ROIsimages successfully demonstrate the detection of each ID. These
results demonstrate the image sensor can capture QV GA images at 30 fps, capturing
images of three IDs at 1.1 kfps per ID. The power consumption of the sensor is 3.6
mW at a power supply of 3.3 V.

Pixel Array
(320 x 240)

FIGURE 5.7
Microphotograph of a smart CMOS image sensor for optical 1D tags.

5.2.2 Optical wirelesscommunication

In this section, optical wireless communication or free-space optical communication
using smart CMOS image sensors is introduced. Optical wireless communication
has advantages over conventional communication using optical fibers and RF for the
following reasons. First, setting up an optical wireless system requires only a small
investment. This means such a system could be used for communication between
buildings. Second, it has the potential of high-speed communication at speeds in
the Gbps region. Third, it is not greatly effected by interference from electronic
equipment, which is important for use in hospitals. This may be a critical issue for
people implanted with an electronic medical device such as a cardiac pacemaker.
Finally, it is secure because of its narrow diversity.

Optical wireless communication systems are classified into three categories from
the viewpoint of usage. First are optical wirelesscommunicationsfor use outdoorsor
over long distances over 10 m. The main application target isfor LANs across build-
ings. Optical beamsin free space can easily connect two points of a building with a
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Images taken by a smart CMOS image sensor for optical ID tags. (a) Normal image,
(b) 1D detection, (c) 36-frame ROI images/ID (in one frame for anormal image).
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Exampleindoor optical wirelesscommunication system. A hub stationisinstalled in
aceiling and several node stations are located near computers to communicate with

the hub.

fast datarate. LAN in afactory is another application for this system; the feature of
low electro-magnetic interference (EMI) as well as easy installation are suitable for
use in factories in noisy environments. Many products have been commercialized

for these applications.

The second system is for near-distance optical communication. IrDA and itsrela
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tives belongsto this category [432]. The datarate is not fast, because of the speed of
LEDs. This system competes with RF wireless communication such as Bluetooth.

The third system is indoor optical wireless communication, which is similar to
the second category but is intended for use as a LAN, that is, with a data rate of
at least over 10 MHz. Such indoor optical wireless communication systems has
been already commercialized but are limited [433]. Figure 5.9 shows an optical
wireless communication system for indoor use. The system consists of a hub station
installed in a ceiling and multiple node stations located near computers. It has a
one-to-many communication architecture, while outdoor systems usually have one-
to-one communication architecture. This one-to-many architecture causes severa
issues, namely, a node is required to find the hub. To achieve this task, a node is
equipped with a mechanism to move the bulky optics with a photoreceiver, which
means the node station is relatively large in size. The size of the hub and node is
critical when the system is intended for indoor use.

Recent dramatic improvements in LEDs, including blue and white LEDs, have
opened possihilities for a new type of indoor optical wireless communication called
visible light communication [409]. Many applications using this concept have been
proposed and developed; for example, white LED light in a room can be utilized
as an transceiver, and LED lamps of automobiles can be used for communication
with other automobiles. These applications are strongly related with optical ID tags,
which are discussed in Sec. 5.2.1.

In optical wirelesscommunications, it is effective to use two-dimensional detector
arraysto enhancethereceiver efficiency [434,435]. Replacing such two-dimensional
detector arrays with a smart CMOS image sensor dedicated to fast optical wire-
less communication has some advantages. Such smart CMOS image sensors have
been proposed and demonstrated by the Nara Institute of Science & Technology
(NAIST) [436-446] and by Univ. California at Berkeley [447]. The group of Uni-
v. Cdlifornia at Berkeley is working on communication between small unmanned
aerial vehicles[447,448], that is, for an outdoor communication over relatively long
distances compared with indoor communication.

In the following, a new scheme of indoor optical wireless LAN isintroduced and
described in detail, in which an image sensor based photo receiver is utilized.

Optical wireless LANs using a smart CMOS image sensor  In a new scheme
for an indoor optical wireless LAN, a smart CMOS image sensor is utilized as a
photoreceiver aswell as atwo-dimensional position-sensing device for detecting the
positions of communication modules of nodesor ahub. In contrast, in aconventional
system, one or more photodiodes are utilized to receive optical signals.

Figure 5.10 compares the scheme of the proposed indoor optical wireless LAN
system with a conventional system. In the optical wireless LAN, optical signal-
s must be transmitted toward the counterpart accurately to achieve a certain optical
input power incident on the photo detector. The position detection of the communica-
tion modules and alignment of the light are thus significant. In a conventional optical
wireless LAN system with automatic node detection, asshown in Fig. 5.10(a), ame-
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FIGURE 5.10

Optical wireless LAN systems of (@) a conventional indoor optical wireless LAN
system and (b) a proposed system using a smart CMOS image sensor.

chanical scanning system for the photodetection optics is implemented to search for
the hub at the node. However, the volume of the scanning system becomes bulky be-
cause the diameter of the focusing lens must be large to gather enough optical power.
On the other hand, as shown in Fig. 5.10(b), using a smart image sensor as a pho-
toreceiver is proposed as mentioned before. This approach includes several excellent
featuresfor optical wireless LAN systems. Because an image sensor can capture the
surroundings of a communication module, it is easy to specify the positions of the
other modules by using simpleimage recognition algorithmswithout any mechanical
components. In addition, image sensors inherently capture multiple optical signals
in parallel by a huge number of micro photodiodes. Different modules are detected
by independent pixelswhen the image sensor has sufficient spatial resolution.

Node Node
S 0 E Collimated
20 Diffusive P\ Peam
Light o
\\D/Node Nodc
I mage sensor mode Communication mode

FIGURE 5.11
Two modesin the sensor, (a) image sensor (1S) mode and (b) communication (COM)

mode.
The sensor hastwo functional modes: image sensor (1S) mode and communication
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from module #1  from module #2

Wireless LAN

(@)

FIGURE 5.12
Illustration of space division multiplexing using a sensor with focused readout, (a)
readout of multiple light spots and (b) schematic of focused readout on the sensor.

(COM) mode. Both the hub and node work in the |S mode, as shown in Fig. 5.11(a).
They transmit diffusivelight to notify their existenceto each other. To cover thelarge
areawherethe counterpart possibly exists, diffusivelight with awide radiation angle
20 is utilized. Because the optical power detected at the counterpart is generally
very weak, it is effectiveto detect it in the IS mode. It is noted that, in aconventional
system, the optical transceivers need to scan the other transceivers in the room by
swinging bulky optics, which consumestime and energy.

After the positions are specified in the IS mode, the functional mode of the sensor
for both the node and hub is switched to the COM mode. As shown in Fig. 5.11(b),
they now emit anarrow collimated beam carrying communication datain the detect-
ed direction toward the counterpart. In the COM mode, photocurrents are directly
read out without temporal integration from the specific pixels receiving the optical
signals. Use of acollimated beam reduces power consumption at the communication
module and receiver circuit area, because the output power at the emitter and the gain
of the photo receiver can be reduced.

Systems using a smart CMOS image sensor have a further benefit in that they can
employ space division multiplexing (SDM) and thus increase the bandwidth of the
communication. Figure5.12 illustrates SDM in a system. When optical signalsfrom
the different communication modules are received by independent pixels and read
out to separate readout lines, concurrent data acquisition from multiple modules can
be achieved. Consequently, the total bandwidth of the downlink at the hub can be
increased in proportion to the number of readout lines.

To read out the photo current in the COM mode, a so called focused readout is
utilized. Asshown in Fig. 5.12(b), alight signal from a communication moduleis
received by one or afew pixels, because the focused light spot has afinite size. The
amplified photocurrents from the pixels receiving the optical signals are summed to
the same readout line prepared for the COM mode, so that the signal level is not
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reduced.

Implementation of asmart CMOSsensor A block diagram of a sensor is shown
in Fig. 5.13(a). The sensor has oneimage output and four data outputs. Theimageis
read out through a sample and hold (S/H) circuit. The chip hasfour independent data
output channels for the COM mode. Figure 5.13(b) shows the pixel circuit, which
consists of a 3T-APS, a transimpedance amplifier (TIA), digita circuitry for mode
switching, and a latch memory. To select the COM/IS mode, a HIGH/LOW signal
is written in the latch memory. The output from the TIA is converted to a current
signal to sum the signal from the neighboring pixels. As shown in Fig. 5.13(b),
each pixel has two data-output lines, on the left and right, for focused readout as
mentioned above. The sum of the current signal flowsisinput into acolumnlineand
converted with a TIA and amplified with a main amplifier. The sensor is fabricated
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FIGURE 5.13
(a) Block diagram of the sensor. (b) Pixel circuits.

in standard 0.35-um CMOS technology. The specifications are summarized in Table
5.3. A microphotograph of the fabricated chip is shownin 5.14.

Figure 5.15 shows experimental results for imaging and communication using the
fabricated sensor. The photosensitivity at 830 nm is 70 V/(smW). The received
waveform is shown in Fig. 5.15. The eye was open with 50 Mbps at 650 nm and
30 Mbps at 830 nm. In this sensor, an intense laser light isincident for fast commu-
nication on a few pixels, while the other pixels operate in image sensor mode. The
laser beam incident on the sensor produces a large number of photocarriers, which
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TABLES.3
Specifications of a smart CMOS image sensor for an indoor optical wireless LAN.
Technology 0.35-um CMOS (2-poly 3-metal)
Number of pixels 50 x 50
Chipsize 4.9 x 4.9 mm?
Pixd size 60 x 60 um?
Photodiode N-well/P-substrate junction
Fill factor 16%
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FIGURE 5.14

Microphotograph of a smart CMOS image sensor for an indoor optical wireless
LAN.

travel a long distance, according to the wavelength. Some of the photo-generated
carriers enter the photodiodes and affect the image. Figure 5.16 shows experimental
results of effective diffusion length measured in this sensor for two wavelengths. As
expected, the longer wavelength has a longer diffusion length, as discussed in Sec.
222,

Further study is required to increase the communication data rate. Preliminary re-
sults using 0.8-um BiCM OS technology show that a data rate of 400 M pbs/channel
can be obtained. Also, asystem introducing wavelength division multiplexing (WD-
M) has been devel oped [444-446], which can increase the data rate.
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FIGURE 5.15

Experimental results of the smart CMOS image sensor. (a) Captured image, (b) 30-
Mbps eye pattern for awavelength of 830 nm.
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FIGURE 5.16

Measured amount of diffusion carriers on the pixels.

5.3 Biotechnology applications

In this section, applications of smart CMOS image sensors to bio-technologies are
introduced. Fluorescence detection, a widely used measurement in biotechnology
conventionally performed by a CCD camerainstalled in an optical microscope sys-
tem, has been identified as an application that could be efficiently preformed by smart
CMOS image sensors. Introducing smart CM OS image sensors into biotechnology
would bring the benefits of integrated functions and miniaturization. These advan-
tages are especially enhanced when combined with on-chip detection [278,449-453].
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On-chip detection means that a specimen can be placed directly on the chip surface
and measured. Such a configuration would make it easy to access a specimen direct-
ly so that parameters such as fluorescence, potential, pH [452], and electrochemical
parameters can be measured. |ntegration functions are important features of a smart
CMOS image sensor. These functions realize not only high SNR measurements but
aso functional measurements. For example, electrical ssimulation can be integrated
into a sensor so that fluorescence caused by cell stimulation is possible; thisis an
on-chip electro-physiological measurement. Through miniaturization the total size
of the sensing system can be reduced. Such miniaturization makes it possible to
implant the sensing system. Also, on-field measurements are possible because the
reduced size of the total system enhancesits mobility.

Figure 5.17 illustrates typical examples of on-chip detection using smart CMOS
sensors. In Fig. 5.17(a), neurons are dyed; when the neurons are excited by external
stimulation, the dye emits fluorescence. The sensor has electrical simulators on the
chip so that is can stimulate neurons and detect the associated fluorescence. Figure
5.17(b) shows DNA identification using a smart CMOS image sensor. DNA identi-
fication by a DNA array also utilizes fluorescence; single strands of DNA are fixed
on the surface of the sensor and the target DNA with fluorescence dyes hybridize
with complementary strands on the sensor surface. A third example is implantation
of a smart CMOS sensor in a mouse brain, as shown in Fig. 5.17(c). In this case,
the sensor is made small enough to be inserted into a mouse brain. Inside the brain,
the sensor can detect fluorescence as well as stimulate neurons around it. In some
cases, the intensity of fluorescenceis so weak that alow light imaging techniqueis
required, such as pulse modulation (see Sec. 3.4) [199, 200] and an APD array made
of CMOS technology (see Sec. 2.3.4) [454-456)].

Thissection introducestwo example systemsthat exhibit the advantages described
above. The first is a multi-modal image sensor, which takes electrostatic images
or electrochemical images as well as performing optical imaging [457-459]. The
second is an in vivo* CMOS image sensor [460-463].

5.3.1 Smart CMOSimage sensor with multi-modal functions

In this section, smart CMOS image sensors with multi-modal functions are intro-
duced. Multi-modal functions are particularly effective for biotechnology. For ex-
ample, DNA identification is more accurate correct if it is combined with an optical
image with other physical values such as an electric potential image. Two exam-
ples are introduced: optical-potential multiple imaging and optical-electrochemical

imaging.

*In vivo means “within aliving organism.” Similarly, in vitro means “in an artificial environment outside
aliving organism.”
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FIGURE 5.17

Conceptual illustration of on-chip detection using smart CMOS image sensors. (a)
Activities of neurons are detected by fluorescence. (b) DNA array. (C) Sensor is
inserted into amouse brain for imaging brain activity.

53.1.1 Smart CMOSsensor for optical and potential imaging

Design of sensor A microphotograph of afabricated sensor is shown in Fig. 5.18.
The sensor hasa QCIF (176 x 144) pixel array consisting of alternatively aligned 88
x 144 optical sensing pixels and 88 x 144 potential sensing pixels. The size of the
pixelsis 7.5 um x 7.5 um. The sensor was fabricated in 0.35-um 2-poly, 4-metal
standard CM OS technol ogy.

Figure 5.19 shows circuits for alight-sensing pixel, a potential-sensing pixel, and
the column unit. A potential-sensing pixel consists of a sensing electrode, a source
follower amplifier, and a select transistor. The sensing electrode is designed with a
top metal layer and is covered with a passivation layer of LSI, that is silicon nitride
(SizN,). The sensing electrode is capacitively coupled with the potential at the chip
surface. Using the capacitive coupling measurement method, no current flows from
the image sensor and perturbation caused by a measurement is smaller than that
caused by a conductive coupling sensor system, such as a multiple electrode array.

Experimental results Figure5.20 shows an as-captured (optical and potential) im-
age and reconstructed images. The sensor is molded from silicone rubber and only
apart of the sensor array is exposed to the saline solution in which the sensor isim-
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FIGURE 5.18

Microphotographs of a fabricated smart CMOS image sensor for optical and poten-
tial dual imaging.

mersed. A voltage source controls the potential of the saline solution viaa Ag/AgCl
electrode dipped in the solution. As shown in Fig. 5.20, the as-captured image is
complicated because optical and potential images are superimposed in the image.
However, the data can be divided into two different images. The dust and scratches
observed in the microphotograph of Fig. 5.20(a) and a shadow of the Ag/AgCl elec-
trode are clearly observed in the optical image as shownin Fig. 5.20(b). On the other
hand, the potential at the exposed region shows a clear contrast to the covered region
in the potential image in Fig. 5.20(c). As described later, the potential-sensing pixel
shows a pixel-dependent offset caused by trapped charge in the sensing electrode.
However, the offsets are effectively canceled in the image reconstruction process.
In the case of a sine wave between 0 and 3.3 V (0.2 Hz) applied to the saline solu-
tion, the potential change in the solution can be clearly observed in the region that
is exposed to the solution. No crosstalk signal was observed in either the covered
potential-sensing pixels or the optical image. Simultaneous optical and potential
imaging was successfully achieved.

Figure 5.21 shows potential imaging results using conductive gel probes. Two
conductive gel probes were placed on the sensor and the voltages of the gels were
controlled independently. The images clearly show the voltages applied to the gel
spots. Thedifferencein applied voltage was captured with good contrast. The sensor
is capable of taking not only still images but also moving images over 1—10 fps.
The frame rate will be improved in the next version of the sensor. The resolution is
currently smaller than 6.6 mV, which is sufficient to detect DNA hybridization [464].
It is expected that the potential resolution will beimproved to the 10-uV level. Since
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FIGURE 5.19
Circuits of a smart CMOS image sensor for optical and potential dual imaging for
(a) alight-sensing pixel, (b) a potential-sensing pixel, and (c) a column unit.

the present sensor does not have an on-chip analog to digital converter (ADC), the
data suffers from noise introduced into the signal line between the sensor and ADC
chip. On-chip ADC circuitry is required to use the image sensor for high-resolution
neural recording.

5.3.2 Potential imaging combining MEM S technology

P. Abshire and coworkers at Univ. Maryland have developed a potential imaging
device using CMOS technology combined with micro-electro-mechanical system
(MEMS) technology [465]. The deviceisillustrated in Fig. 5.22. Microvials, small
holes for individually culturing cells, are fabricated on the surface of a CMOS LS|
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FIGURE 5.20

Images taken by the sensor: (@) as-captured image, (b) (c) reconstructed optical im-
ages from image (a), (c) reconstructed potential image from image (a).

chip integrated with an array of potential-sensing circuits. MEM Stechnology is used
to fabricate the microvialswith controllable lids that can be opened and closed by an
integrated actuator. By using this device, cells are introduced by dielectrophoresis
and tested over along time period. The device is now under development and has
been used to demonstrate applications of smart CMOS image sensors combining
MEMS technology in bio- and medical technologies.

5.3.3 Smart CMOS sensor for optical and electrochemical imaging

Usually, fluorescenceis used to detect hybridized target DNA fragments on probe D-
NA spots, as described in the begining of this section. Electrochemical measurement
is another promising detection scheme that could be an aternative or a supplemen-
tary method for micro-array technology [466-468]. Various electrochemical meth-
ods to detect hybridized biomolecules have been proposed and some are being used
in commercial equipment. Some groups have reported L SI-based sensorsfor on-chip
detection of biomoleculesusing el ectrochemical detection techniques[459,467,469].

Design of sensor  Figure 5.23 shows microphotographs of a smart CMOS image
sensor for optical and electrochemical dual-imaging. The sensor was fabricated in
0.35-um, 2-poly, 4-metal standard CM OS technology. It consists of acombined op-
tical and electrochemical pixel array and control/readout circuitry for each function.
The combined pixel array isa 128 x 128 light-sensing pixel array, partly replaced
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FIGURE 5.21

Experimental setup and results of potential imaging. (a) Microphotograph of the
measurement. Two gel-coated probes are placed on the sensor surface and potentials
are applied. (b) On-chip optical image and (c) on-chip potential images. The profiles
of the spotsindicated by the solid circlesin (c) are shownin (d).
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FIGURE 5.22

Illustration of CMOS-MEM S based biochip [465]. Each pixel consists of amicrovial
and an amplifier to sense extracellular potentials. Courtesy of Prof. P. Abshire at
Univ. Maryland.
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FIGURE 5.23
Microphotograph of afabricated smart CMOS sensor for optical and el ectrochemical
dual imaging.

with electrochemical sensing pixels. The light-sensing pixel is a modified 3T-APS
with apixel size of 7.5 umx 7.5 um. The electrochemical-sensing pixel consists of
an exposed electrode with an area of 30.5 umx 30.5 um using a transmission-gate
switch for row selection. The size of the electrochemical-sensing pixel is 60 pmx
60 um. Thus, 8 x 8 light-sensing pixels are replaced by one el ectrochemical-sensing
pixel. The sensor has an 8 x 8 electrochemical pixel array embedded in the optical
image sensor. Due to the large mismatch in operating speed between the optical im-
age sensor and electrochemical image sensor, the optical and electrochemical pixel
arrays are designed to work independently. Figure 5.24 shows the schematics of the
Sensor.

A voltage-controlled current measurement approach can be used for el ectrochem-
ical measurementsfor on-chip bimolecular micro-array technology. Optionsinclude
cyclic voltammetry (CV) [468] and differential pulse voltammetry [466], which have
been reported to be feasible for detecting hybridized DNA. A current-sensing voltage
follower is used for on-chip, multisite electrochemical measurements. By inserting a
resistance in the feedback path of the voltage follower (unity-gain buffer), the circuit-
ry can perform voltage-controlled current measurements. This circuit configuration
has been widely used in electrochemical potentiostats and patch-clamp amplifiers.

Experimental results Two-dimensional (2D) arrayed CV measurements have been
performed and 8 x 8 CV curves were obtained using a single frame measurement.
For on-chip measurements, gold was formed as el ectrodes on the exposed aluminum
electrodes of the electrochemical sensing pixels. Because of its chemical stability
and affinity to sulfur bases, gold has been a standard electrode material for electro-
chemical molecular measurements. Au/Cr (300 nm/10 nm) layers were evaporated
and patterned into the 30.5 um x 30.5 um electrochemical sensing electrodes. The
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FIGURE 5.24
Pixel circuitsfor (@) optical sensing and (b) electrochemical sensing and (c) column
circuits.

sensor was then mounted on a ceramic package and connected with aluminum wires.
The sensor with connecting wires was molded with an epoxy rubber layer. Only the
combined pixel array was kept uncovered and exposed to the measurement solution.
A two-electrode configuration was used for the arrayed CV measurements. An
Ag/AQCI electrode was used as the counter electrode. The work electrode was an
8 x 8-array gold electrode. As a model subject for the 2D CV measurement, an
agarose gel island with a high resistivity in a saline solution was used. 8 x 8 CV
curves were measured to take images of the electrochemical characteristics. The
potential of the Ag/AgCIl counter electrode was cyclically scanned between —3 and
5V for each electrochemical row with a scan speed of 1 Hz. Figure 5.25 shows the
results of the arrayed CV measurement. The observed CV profiles show different
features depending on the situations of the individual measurement electrodes.

5.3.4 Fluorescence detection

Fluorescence contains important information in biotechnology measurements. In
fluorescence measurements, excitation light is typically used, and thus fluorescence
can be distinguished as a signa light from the background signal due to the exci-
tation light. To suppress the background light, on-chip color filters for signal re-
jection [460-463] and potential profile control [266, 267] have been proposed and
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FIGURE 5.25
Experimental results of 2D arrayed CV measurements.

demonstrated. Potentia profile control is explained in Sec. 3.7.3. In the next sec-
tion, asmart CMOS image sensor for in vivo mouse brain imaging is presented.

5.3.4.1 Smart CMOSimage sensor for in vivo mouse brain imaging

An important application is the imaging of the brain to study its learning and mem-
ory functions [470]. Current technology for imaging the brain requires expensive
equipment that has limitations in terms of image resolution and speed or imaging
depth, which are essential for the study of the brain [471]. Asshown in Fig. 5.26, a
miniaturized smart CMOS image sensor (denoted “CMOS sensor” in the following)
is capable of real timein vivo imaging of the brain at arbitrary depths.

Image sensor implementation An image sensor has been fabricated in standard
0.35-um CMOS process. The image sensor is based on a 3T-APS with a modifica-
tion for pulse width modulation (PWM) output, as shown in Fig. 5.27 with a chip
microphotograph. The sensor consists of a digital and analog output for interface
with an external read-out circuit. Image sensing at near video rates is performed
via the analog output. The digital output, which enables PWM output, is suitable
where along integration time is required in static imaging. The PWM photosensor
is described in Sec. 3.4.1. It was designed to be large enough to image a mouse
hippocampus yet small enough for invasive imaging of each brain hemisphereinde-
pendently. Its specifications are listed in Table 5.4. It is noted that this sensor has
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Current neural imaging technology. EEG: e ectroencephal ography, MEG: magne-
toencephal ography, OT: optical topography, fMRI: functional magnetic resonance
imaging, PET: positron emission tomography.

0.5mm

FIGURE 5.27
Pixel circuits of a smart CMOS image sensor for in vivo imaging. The right figure
shows a microphotograph of the fabricated chip.

only an imaging function, though it is possible to integrate the sensor with electrical
stimulation functions.

Packaging is a critical issue for applications where the sensor is inserted deeply
into the mouse brain. Figure 5.28 illustrates a packaged device; it is integrated with
a smart CMOS image sensor and a UV-LED for excitation on a flexible polyimide
substrate. A dedicated fabrication process was developed, which makes it possible
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TABLE 5.4
Specifications of asmart CMOS image sensor for in vivo imaging
Technology 0.35-um CMOS (2-poly 4-metal)
Number of pixels 176 x 144 (QCIF)
Chipsize 2 x 2.2 mm?
Pixel size 7.5 x 7.5 um?
Photodiode N-well/P-substrate junction
Fill factor 29%
Pixel type Modified 3T-APS

to realize an extremely compact device measuring 350 pm in thickness.

INlumination

Excitation from LED
light filter

Image - Flexible
sensor chip substrats

FIGURE 5.28
Conceptud illustration of an in vivo imaging device.

The fabrication processis as follows. The chip is first thinned down to about 200
um. Itisattached to aflexible and bio-compatible polyimide substrate and protected
with alayer of transparent epoxy. A filter with high selectivity for fluorescence e-
mission of 7-amino-4-methylcoumarin (AMC) is spin-coated onto the surface of the
device. A transmittance of —44 dB at 450 nm, where the fluorescence is emitted,
was achieved by this ssmple method. The transmittance obtained is comparable to
discrete filters used in fluorescence microscopes and is sufficient for on-chip fluores-
cence imaging. A chip LED with UV emission (365 nm) was then attached on the
sensor. Finally, to demonstrate the operation of the CMOS sensor device for imag-
ing brain activity, the device was further developed to include a needle for injecting
afluorophore substrate and an excitation light fiber. The deviceisinterfaced to aPC
to readout the output signal as well as input control signals. Figure 5.29 shows the
fully developed device.

Using this devicein conjunction with a fluorophore substrate (PGR-MCA*, VPR-

*Pyr-Gly-Arg-4methyl-coumarin
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FIGURE 5.29
Photograph of a fabricated in vivo imaging device, including a close-up photograph
around the sensor.
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FIGURE 5.30
Experimental setup with device inserted in amouse brain. () Sagittal plane view of
deviceinside mouse brain. (b) Coronal plane view of device inside mouse brain.

MCA*), experimentswere performed to detect the presence of serine proteaseinside
a mouse hippocampus, such as neuropsin and tPA. VPR-MCA was used to detect
activated neuropsin [472], while PGR-MCA specifically targeted tPA. In the exper-
iment, kainic acid (KA) was introduced as an agent, which causes serine protease
to be expressed extracellularly from postsynaptic neuronal cells. The experimental
setup with the deviceinserted is shown in Fig. 5.30.

*Boc-Val-Pro-Arg-4-methyl-coumarine
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FIGURE 5.31
Experimental results of in vivo deep brain imaging using a smart CMOS image sen-
sor.

Experimental resultsfor in vivoimaging Inthe experiment, serine protease activ-
ity was observed in real time by imaging AMC fluorescence. The AMC fluorophore
is released from the substrate due to the presence of the serine protease. Multiple
pixel locations of the image sensor near the outlet of the injection needle were se-
lected and plotted. A plot of the signal level from a single location is shown in Fig.
5.31. From the result, a significant increase in fluorescence signal is observed at
about 1 hr after KA injection. Thisincrease in the signal is the result of an increase
in serine protease activity localized near theinjection needle. In order to confirm this
observation, the mouse brain was extracted at the end of the experiment, siced, and
observed under a fluorescence microscope.

This experiment successfully demonstrated the capability of the CMOS imaging
device for detecting functional brain activity in real time. In addition, by using the
device for in vivo serine protease imaging, the experiment independently verified
reported findings on the effect of KA on the hippocampus.

Another experiment shows that minimal injury was inflicted on the brain using
this method as the brain continued to function and respond normally with the device
insideit.

Inthe next step, stimulus el ectrodes are integrated on a chip. Figure 5.32 showsan
in vivo smart CMOS image sensor with a UV-LED excitation source. Several holes
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FIGURE 5.32
Advanced smart CMOS image sensor for in vivo imaging integrated with stimulus
electrodes.

through the chip were fabricated for the illumination of the UV-LED. These holes
may also be used for the injection of KA.

54 Medical applications

In this section, two topics of applications for smart CMOS image sensors are pre-
sented: capsule endoscopes and retina prosthesis. Smart CMOS image sensors are
suitable for medical applications for the following reasons. First, they can be inte-
grated with signal processing, RF, and other electronics, that is, a system-on-chip
(SoC) is possible. This can be applied to a capsule endoscope, which requires a sys-
tem with small volume and low power consumption. Second, smart functions are
effective for medical use. Retinal prosthesisis such an example requiring an elec-
tronic stimulating function on achip. In the near future, the medical field will be one
of the most important applications for smart CMOS image sensors.

5.4.1 Capsuleendoscope

An endoscopeis amedical instrument for observing and diagnosing organs such as
the stomach and intestines by being inserting into the body. It is employed with a C-
CD camerawith a light-guided glass fiber to illuminate the area being observed. An
endoscope or push-type endoscope is a highly integrated instrument with a camera,
light guide, small forcepsto pick up tissue, atube for injecting water to clean tissues,
and an air tube for enlarging affected regions. A capsule endoscopeis akind of en-
doscope developed in 2000 by Given Imagingin Israel [473]. Itiscurrently available
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for sale in the US and Europe. Olympus has also developed a capsule endoscope,
which isfor sale in Europe. Figure 5.33 shows a photograph of Olympus's capsule
endoscope.

FIGURE 5.33

Capsule endoscope. A capsule with the length of 26 mm and a diameter of 11 mm
is used with a dome, optics, white LEDs for illumination, CCD camera, battery, RF
electronics, and antenna. Courtesy of Olympus.

A capsule endoscope uses an image sensor, imaging optics, LEDs for illumina-
tion, RF circuits, antenna, battery, and other elements. A user swallows a capsule
endoscope and it automatically moves aong the digestive organs. Compared with a
conventional endoscope, a capsule endoscope causes a user less pain. It is noted that
a capsule endoscope is limited to use in the small intestine, and is not used for the
stomach or largeintestine. Recently, a capsule endoscope for observing the esopha-
gusis developed by Given Imaging [474]. It has two cameras to image forward and
rear scenes.

Smart CMOS image sensor for capsule endoscope A capsule endoscope is a
kind of implanted device, and hence the critical issues are size and power consump-
tion. A smart CMOS image sensor is thus suitable for this purpose. When applying
a CMOS image sensor, color realization must be considered. As discussed in Sec.
2.11, aCMOSimage sensor uses arolling shutter mechanism. Medical use generally
requires color reproducibility so that three image sensors or three light sources are
preferable, asdiscussed in Sec. . Infact, conventional endoscopes use the three-light
sources method. For installing a camera system in a small volume, the three-light
sources method is particularly suitable for a capsule endoscope. However, due to
the rolling shutter mechanism, the three-light sources method cannot be applied to
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CMOS image sensors. In arolling shutter, the shutter timing is different in every
row, and hence the three-light sources method where each light emits at different
timing can not be applied. Present commercially available capsule endoscopes use
on-chip color filters either in a CMOS image sensor (Given Imaging) or CCD image
sensor (Olympus). To apply the three-light sources method in a CMOS image sen-
sor, aglobal shutter is required. Another method has been proposed that calculates
the color reproducibility. AsaRGB mixing ratio is known a priori in arolling shut-
ter when using the three-light source method, RGB can be separated by calculating
outside the chip [475]. Although color reproducibility must be evaluated in detail, it
is a promising method for CM OS image sensors with three-light sources method.

Because a capsule endoscope operates by a battery, the power consumption of the
total electronics should be small. Also, the total volume should be small. Thus, SoC
for the imaging system including RF electronicsis effective. For this purpose, SoC
with a CMOS image sensor and RF el ectronics has been reported [476]. As shown
in Fig. 5.34, the fabricated chip has only one 1/0O pad of a digital output besides a
power supply (Vdd and GND) integrated with BPSK (Binary Phase Shift Keying)
modulation electronics. The chip consumes 2.6 MW under a condition of 2 fps with
QVGA format. A SoC for a capsule endoscope has been reported, though the image
sensor is not integrated. This system has the capability of wirelessly transmitting
data of 320 x 288 pixelsin 2 Mbpswith a power consumption of 6.2 mW [477].

Another desirablefunction for a capsule endoscopeis on-chip image compression.
There are several reports of on-chip compression [478-481] and in the near futureit
is expected that this function will be employed by a capsule endoscope. These SoCs
will be used in capsule endoscopes as well as combining with technologies such
as micro electro-mechanical systems (MEMS), micro total analysis system (uTAYS),
and lab-on-chip (LOB) to monitor other physical values such as potential, pH, and
temperature [482,483]. Such multi-modal sensing is suitable for the smart CMOS
image sensor described in the previous section, Sec. 5.3.1.

5.4.2 Retinal prosthesis

In early work in the field, MOS image sensors have been applied for helping the
blind. The Optacon, or optical-to-tactile converter, is probably the first use of a
solid-state image sensor for the blind [484]. The Optacon integrated scanning and
readout circuits and was compact in size [119, 485]. Retina prosthesis is like an
implantable version of the Optacon. In the Optacon, the blind perceive an object
through tactile sense, whilein retinal prosthesisthe blind perceive an object through
an electrical stimulation of vision-related cells by an implanted device.

A number of studies have been carried out considering different implantation sites
[486] such asthe cortical region [487,488], optic nerve [489], epi-retinal space[490—
496], and sub-retinal space [497-503]. Recently another approach called supra-
choroidal transretinal stimulation (STS) has been proposed and developed [504—
506].

Implantation in the retinal space or ocular implantation prevents infection and
can be applied to patients suffering from retinitis pigmentosa (RP) and age-related
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FIGURE 5.34

SoC including a CMOS image sensor for capsule endoscopes [476]. ADC: analog-
to-digital converter. Timing gen.: timing pulse generator. Clock gen.: internal clock
generator. A cyclic ADCisused in thischip [476].

macular degeneration (AMD) where retinal cells other than the photoreceptors still
function. It is noted that both RP and AMD are diseases with no effective remedies
yet. The structure of the retinais shown in Fig. C.1 of Appendix C.

While in the epi-retinal approach, ganglion cells (GCs) are stimulated, in the sub-
retinal approach the stimulation is merely a replacement of the photoreceptors and
thus in an implementation of this approach it is likely that bipolar cells as well as
GCs will be stimulated. Consequently, the sub-retinal approach has the following
advantages over the epi-retina approach: there is little retinotopy, that is, the stim-
ulation points correspond well to the visual sense, and it is possible to naturally uti-
lize optomechanical functions such as the movement of the eyeball and opening and
closing of the iris. Figure 5.35 illustrates the three methods of epi- and sub-retinal
stimulationsand STS.

Sub-retinal approach using PFM photosensor  In sub-retinal implantation, apho-
tosensor is required in order to integrate the stimulus electrode. Thus far, a sSim-
ple photodiode array without any bias voltage, that is, a solar cell mode, has been
used as a photosensor mainly due to its simple configuration in that there is no
need for a power supply [497—499]. The photocurrent is directly used as the s
timulus current into the retinal cells. In order to generate sufficient stimulus cur-
rent using a photosensor in a daylight environment, a pulse frequency modulation
(PFM) photosensor has been proposed for the sub-retinal approach [201, 212] and
PFM-based retinal prosthesis devices have been developed as well as a simulator
for STS [190, 193, 202-211, 507-511]. Recently, several groups have also devel-
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FIGURE 5.35
Three methods of retinal prosthesisfor ocular implantation.

oped a PFM photosensor or pulse-based photosensor for use in sub-retinal implanta-
tion [213-216,512-515].

PFM appears to be suitable as a retinal prosthesis device in sub-retina implan-
tation for the following reasons. First, PFM produces an output of pulse streams,
which would be suitable for stimulating cells. In general, pulse stimulation is effec-
tive for evoking cell potentials. In addition, such a pulse form is compatible with
logic circuits, which enables highly versatile functions. Second, PFM can operate at
avery low voltage without decreasing the signal-to-noise ratio. Thisis suitable for
an implantable device. Finally, its photosensitivity is sufficiently high for detection
in normal lighting conditionsand its dynamic rangeisrelatively large. These charac-
teristics are very advantageous for the replacement of photoreceptors. Although the
PFM photosensor is essentially suitable for application to aretinal prosthesis device,
some modifications are required and these will be described herein.

Epi-retinal approach using an image sensor device It is noted that the sub-
retinal approach is natural when using imaging with stimulation because imaging
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Total system of ocular implantation for retinal prosthesis.

can be done on the same plane of stimulation. Some epi-retinal approaches, howev-
er, can use implanted imaging device with stimulation. Asmentionedin Sec. 3.6.1.2,
silicon-on-sapphire (SOS) is transparent so that is can be used as an epi-retinal ap-
proach by using a back-illuminated image sensor. For the back-illuminating config-
uration, the imaging area and stimulation can be placed on the same plane. A PFM
photosensor using SOS CM OS technology has been demonstrated for the epi-retinal
approach [203].

Another epi-retinal approach using an image sensor is to use three-dimensional
(3D) integration technology [213,512,513]. Figure 5.37 shows the concept of retinal
prosthesis using 3D integration technology.

LSl for ocular implantation It should be noted that there are many technical chal-
lenges to overcome when applying L Sl-based simulator devicesto retinal prosthesis.
Although many epi-retinal approaches have utilized LSIs [492, 494, 516], the sub-
retinal approach has difficultiesin using LS| becauseit is completely implanted into
the tissues and must work for both image sensors and electric simulators.

Bio-compatibility An LSI-based interface must be bio-compatible. The stan-
dard LSI structure is unsuitable for a biological environment; silicon nitride is con-
ventionally used as a protective top layer in standard L Sls, but will be damaged in a
biological environment for long-time implantation.

Fabrication compatible with standard LSl  The stimulus electrodes must be
compatible with the standard LS| structure. Wire-bonding pads, which are made
of aluminum, are typically used as input—output interfaces in standard L Sls, but are
completely inadequate as stimulus electrodes for retinal cells, because aluminum
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Epi-retina approach using 3D integration technology [213]. Courtesy of Prof. M.
Koyanagi at Tohoku Univ.

dissolvesin abiological environment. Platinum is a candidate for stimulus electrode
materials.

Shape of stimuluselectrode In addition to electrode materials, the shape of the
electrode affectsthe efficiency of stimulation. A convex shapeis suitablefor efficient
stimulation, but the electrodes in LS| are flat. Thus, formation of convex-shaped
platinum stimulus electrodes on an LSl is a challenge. These issues are discussed in
detail in Ref. [212].

M odification of PFM photosensor for retinal cell stimulation To apply a PFM
photosensor to retinal cell stimulation, the PFM photosensor must be modified. The
reasons for the modification are as follows.

Current pulse The output from a PFM photosensor has the form of a voltage
pulse waveform, whereas a current output is preferable for injecting charges into
retinal cells, even if the contact resistances between the electrodes and the cells are
changed.

Biphasic pulse Biphasic output, that is, positive and negative pulses, is prefer-
able for charge balance in the electrical stimulation of retinal cells. For clinical use,
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chargebalanceisacritical issue becauseresidue chargesaccumulatein living tissues,
which may cause harmful effectsto retinal cells.

Frequency limit  An output frequency limitation is needed because an exces-
sively high frequency may cause damageto retinal cells. The output pul se frequency
of the original PFM device shown in Fig. 3.11 is generally too high (approximate-
ly 1 MHZz) for stimulating retinal cells. The frequency limitation, however, causes
a reduction in the range of the input light intensity. This problem is alleviated by
introducing a variable sensitivity wherein the output frequency is divided into 2"
portionswith afrequency divider. Thisideaisinspired by the light-adaptation mech-
anismin animal reting, asillustrated in Fig. C.2 of Appendix C. Notethat the digital
output of the PFM is suitable for the introduction of the logic function of the fre-
guency divider.

5.4.21 PFM photosensor retinal simulator

Based on the above modifications, a pixel circuitry has been designed and fabricated
using standard 0.6-um CM OS technology [202]. Figure 5.38 shows a block diagram
of the pixel. Frequency limitation is achieved by a low pass filter using switched
capacitors. A biphasic current pulse isimplemented by switching the current source
and sink alternatively.

Light Intensity
<
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time Pass B circuit v | Divider > Vour
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Input Light .y

_ ) Suitable freg. range Pulse Reduction
Input Light ':ff’:“g& cpusel upp(—*ir".limit > varid)lﬁsem‘tivity
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FIGURE 5.38
Block diagram of PFM photosensor pixel circuit modified for retinal cell stimulation.

Figure 5.39 shows experimental results of variable photosensitivity using the chip.
Theoriginal output curve has adynamic range of over 6-log (6th-order range of input
light intensity), but is reduced to around 2-1og to be limited at 250 Hz when the low
pass filter is turned on. By introducing variable sensitivity, the total coverage of
input light intensity becomes 5-log between n = 0 and n = 7, where n is the number
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Experimental results of variable photosensitivity of the PFM photosensor.

Image preprocessing using the PFM photosensor  When the PFM-based simula-
tor deviceis applied to aretinal prosthesis, the resolution is less than approximately
30 x 30. This limitation arises because the electrode pitch is larger than 100 um
according to the electro-physiological experiments, and the width of the chipisless
than approximately 3 mm according to the implantation operation. In order to ob-
tain a clear image with such a low resolution, image processing, such as edge en-
hancement, is necessary. In order to implement image processing, a new principle
of spatia filtering in the pulse frequency domain has been developed [190] and is
described bel ow.

Spatid filtering is generally based on the spatial correlation operation using a ker-
nel h as

g(x,y) =X > h(Xy)F(F+X,y+Y), (5.1)
Xl yl

where f(x,y) and g(x,y) indicate the pixel values at (x,y) of the input and output
images, respectively.

Usually, f, g, and h are analog values for analog image processing or integers
for digital image processing. In this scheme, f and g are represented as a pulse
frequency. Thus, for this implementation, a method to represent the kernel weight
in the pulse domain is developed as follows. An interaction with neighboring pixels
as the gate control of the pulse stream from the neighboring pixels is introduced.
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FIGURE 5.40
Conceptual illustration of image processing in the pulse frequency domain.

This concept is illustrated in Fig. 5.40. The absolute value of the kernel weight
|h| is expressed as the on—off frequency of the gate control. The sign is expressed
as follows. In order to realize negative weights in the spatial filtering kernel, the
pulses from a pixel interacts with those from its neighboring pixels to make them
disappear. For positiveweights, the pulses from the pixel are merged with those from
the neighbors. These mechanisms can be achieved by simple digital circuitry. Inthe
architecture, a 1-bit pulse buffering memory is used to absorb the phase mismatch
between the interacting pulses. It is noted that the operation here has the nature of a
stochastic process [191], and hence another architecture may be possible, as seenin
biological information processing with pulse coding [188].

The proposed architecture allows the execution of fundamental types of image
processing, such as edge enhancement, blurring, and edge detection. The advantage
of this architecture over straightforward digital spatial filtering is that the number of
required logic gatesis small because there is no need for adders or multipliers.

A binarization circuit is implemented based on an asynchronous counter with N-
bit D-flip flop (D-FF). The input of the D-FF of the MSB is fixed to HIGH. When
2N — 1 pulses are input, the output of the counter turns from HIGH to LOW. This
meansthat the counter worksas adigital comparator with afixed threshold of 2N — 1.
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FIGURE 5.41
Microphotograph of the fabricated PFM chip for retinal prosthesis.

According to the architecture, a PFM-based retinal prosthesis device with 16 x
16 pixels is demonstrated. Figure 5.41 shows microphotographs of the fabricated
chip, peripheral circuits, and its pixels. This chip implements two neighboring cor-
relations of upper (north) and left (west) pixels. Asshown in Fig. 5.41, each pixel
has a PFM photosensor, the above-described image processing circuits, stimulating
circuits, and a stimulus electrode, that is, this chip can stimulate retinal cells. This
chipisused for in vitro electro-physiological experiments of stimulating retinal cells,
as described in the following section. Figure 5.42(b) shows the experimental results
of image processing using the chip: showing an original image, edge enhancement,
and blurring. These results clearly demonstrate that the proposed architecture works
properly.

Experimental results using the PFM photosensor chip with a further increase in
the number of pixels and number of correlation pixels are now demonstrated. The
chip has 32 x 32 pixels, in which capacitive feedback PFMs are implemented with
4-neighboring correlation processing, as shown in Fig. 5.43, although this chip has
no retinal stimulation circuits [209]. The capacitive feedback PFM is described in
Sec. 3.4.2.2. The experimental results are shown in Fig. 5.44, where smooth image
preprocessing results are obtained.
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Image processing results using the PFM image sensor using two neighboring corre-
lations [190].
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Pixel schematic of a capacitive feedback PFM with image preprocessing functions
[209].

Application of PFM photosensor to the stimulation of retinal cells In this sec-
tion, the PFM-based simulator described in the previous section is demonstrated to
be effective in stimulating retinal cells. In order to apply the Si-LSI chip to electro-
physiological experiments, we must protect the chip against the biological environ-
ment, and make an effective stimulus electrode that is compatible with the standard
LSI structure. In order to meet these requirements, a Pt/Au stacked bump electrode
has been developed [508-511]. However, due to the limited scope of this book, this
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FIGURE 5.44
Image processing results using the capacitive feedback PFM image sensor using
four-neighboring correlation [209].

electrode will not be described.

In order to verify the operation of the PFM photosensor chip, in vitro experiments
using detached bullfrog retinas were performed. In this experiment, the chip acts
as a stimulator that is controlled by input light intensity, as is the case in photore-
ceptor cells. A current source and pulse shape circuits are integrated onto the chip.
The Pt/Au stacked bump electrode and chip molding processes were performed as
described in [508-511].
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FIGURE 5.45
Experimental setup of in vitro stimulation using the PFM photosensor [208].

A piece of bullfrog retina was placed, with the retinal ganglion cell (RGC) side
face up, on the surface of the packaged chip. Figure 5.45 shows the experimental

Patent Owner Cellect, LL.C
Ex. 2069, p. 196



178 Smart CMOS Image Sensors and Applications

setup. Electrical stimulation was performed using the chip at a selected single pixel.
A tungsten counter electrode with atip diameter of 5 um was placed on the retina,
producing a trans-retina current between the counter electrode and the chip elec-
trode. A cathodic-first biphasic current pulse was used as the stimulation. The pulse
parameter is described in the inset of Fig. 5.45. Details of the experimental setup
are given in Ref. [208]. Note that NIR light (near-infrared) does not excite the reti-
nal cells, but does excite the PFM photosensor cells. Figure 5.46 also demonstrates
the experimental results of evoking retinal cellswith the PFM photosensor, which is
illuminated by input NIR light. The firing rate increases in proportion to the input
NIR light intensity. This demonstratesthat the PFM photosensor activates the retinal
cells through the input of NIR light, and suggests that it can be applied to human
retinal prosthesis.

100 >
I g
k A 40 uv 08:7
15 ms = s
T - L 1ms
Stim. 10 —
1
Illumination [lux]
(a) (b)

FIGURE 5.46

Experimental results of in vitro stimulation using the PFM photosensor. (a) Example
obtained waveform obtained. (b) Firing rate as a function of input light intensity
[208].
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Tables of constants

TABLEA.1
Physical constants at 300 K [77]
Quantity Symbol Value Unit
Avogadro constant Nao 6.02204 x 10% mol 1
Boltzmann constant Kg 1.380658 x 1023 JK
Electron charge e 1.60217733 x 1016 C
Electron mass Me 9.1093897 x 1031 kg
Electron volt ev leV =1.60217733x 10716 J
Permeability in vacuum Uo 1.25663 x 10~° H/m
Permittivity in vacuum £ 8.854187817 x 1012 F/m
Planck constant h 6.6260755 x 10~ Js
Speed of light in vacuum c 2.99792458 x 108 m/s
Thermal voltage at 300 K kgT 26 meV
Thermal noisein 1 fF capacitor  (/kgT/C 5 uv
Wavelength of 1-eV quantum A 1.23977 um
TABLE A.2
Properties of some materials at 300 K [77]

Property Unit S Ge SO, Si;N,

Bandgap eV 1.1242 0.664 9 5

Dielectric constant 11.9 16 39 75

Refractive index 3.44 3.97 146 2.05

Intrinsic carrier conc.  cm™3 145 x1010 2.4 x 1013

Electron mobility cm?/Vs 1430 3600 - -

Hole mohility cm?/s 470 1800 - -
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Illuminance

Figure B.1 shows typical levels of illuminance for a variety of lightning conditions.
The absolute threshold of human vision is about 10~ lux [390].

[ 14 105 Sunshine in midsummer
:/.‘/’ -+ 10* Sunshine
+ 10° IRoom light
.. 4 102 Cloudiness
4 10t
I ITwiIight
4 100
-+ 10 Night at full moon
* p* 1 102 Night at half moon
: * 1 103 Starlit night
- + 10+ Dark night

FIGURE B.1
Typical levels of illuminance for avariety of lightning conditions[6, 143].

Radiometric and photometric relation Radiometric and photometric quantities
are summarized in Table B.1[143].

The response of aphotopic eyeV (1) isshownin Fig. B.2.
The conversion factor K from a photopic quantity to a physical quantity is ex-
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TABLEB.1
Radiometric quantities vs. photometric quantities K(Im/W) [143]
Radiometric quantity Radiometric unit  Photometric quantity ~ Photometric unit

Radiant intensity W/sr* Luminousintensity  candela (cd)
Radiant flux wW=JS Luminous flux lumen (Im) =cd-sr
Irradiance W/m2 Illuminance Im/m? = lux
Radiance W/m?/sr Luminance cd/m?

*sr:steradian

08 |
<
> 06
L
Q.
S04}
o
<
o
N / \
0 L
300 400 500 600 700 800
Wavelength (nm)
FIGURE B.2
Photopic eye response.
pressed as
[R(A)V(A)dA
K= | B.1
683 JR(A)dA (B-2)

Typical conversion factors are summarized in Table B.2 [143].

[lluminance at imaging plane Illluminance at a sensor imaging planeis described
in this section [6]. Lux is generally used as an illumination unit. It is noted that
lux is a photometric unit related to human eye characteristics, that is, it is not a pure
physical unit. Illumination is defined as the light power per unit area. Suppose an
optical system as shown in Fig. B.3. Here, alight flux F is incident on an object
whose surface is taken to be completely diffusive. When light is reflected off an
object with a perfect diffusion surface with reflectance R and area A, the reflected
light uniformly diverges at the half whole solid angle =. Thus the light flux F,
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TABLEB.2
Typical conversion factors, K(Im/W) [143]
Light source Conversion factor K (Im/W)
Green 555 nm 683
Red LED 60
Daylight without clouds 140
2850 K standard light source 16
2850 K standard light source with IR filter 350
Light flux
i F Light fl
Object plane ight flux Iris
(Perfectly diffusive/plane) for unit solid angle Imaging plane
I:o Light flux
lllumination Fi lllumination
E, E,
a b
FIGURE B.3
[llumination at the imaging plane.
divergent into a unit solid angleis calculated as
FR
Fo=—. B.2
0= (8.2
Asthe solid angleto the lens aperture or irisQ is
2
nr
Q= PV (B.3)

the light flux into the sensor imaging plane through the lens with a transmittance of
T, F, iscalculated as

ry2 1 m \?
F = FoQ=FRT (5) fFRT4—F§ <1+—m) . (B.4)
If the lens has a magnification factor m = b/a, focal length f, and F-number F =

f/(2r),then
a_1+m

m

f (B.5)

)
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ry2 f\? m 2
) = — E— B.
(a) <2FN> <(1+m)f) (B.6)
The illuminance at the object and at the sensor imaging plane are E, = F /A and
E; = F,/(m2A), respectively. Itis noted that the object areais focused into the sensor
imaging area multiplied by the square of the magnification factor m. By using the

above equations, we obtain the following relation between the illuminance at an
object plane E, and that at the sensor imaging plane E;:

and thus

_ EoRT EoRT
COARGE(L4m)? ARG

I

(B.7)

where m < 1 is used in the second equation, which is satisfied in a conventional
imaging system. For example, E; /E, isabout 1/30whenFy is2.8and T =R =1. Itis
noted that T and R aretypically lessthan 1, so that thisratio istypically smaller than
1/30. It is noted that the illuminance at a sensor surface decreasesto 1/10— 1/100
of theilluminance at an object.
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Human eye and CMOS image sensors

In this chapter, we summarize the visual processing of human eyes, because they are
an ideal imaging system and a model for CMOS imaging systems. To this end, we
compare the human visual system with CM OS image sensors.

Retina

Photoreceptor cell
Bipolar cell

Ganglion cell
N

Light

-,

Optic nerve

Sclera

l Amacrine cell Horizontal cell

To
Visual
cortex

FIGURE C.1
Structure of the human retina[300].

The human eye has superior characteristics to state-of-the-art CMOS image sen-
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sors. The dynamic range of the human eye is about 200 dB with multi-resolution. In
addition, the human eye has the focal plane processing function of spatio-temporal
image preprocessing. In addition, humans have two eyes, which alows range finding
by convergence and disparity. It is noted that distance measurements using disparity
reguire complex processing at thevisual cortex [517]. The humaneretinahasan area
of about 5cm x 5 cm with athickness of 0.4 mm [187,300,392,518]. The conceptu-
a structureisillustrated in Fig. C.1. Theincident light i s detected by photoreceptors,
which have two types, rod and cone.

Photosensitivity of human eye

Rod photoreceptors have higher photosensitivity than cones and have adaptivity for
light intensity, as shown in Fig. C.2 [519,520]. Under uniform light illumination,
the rod works in a range of two orders of magnitude with saturation characteristics.
Figure C.2 schematically shows a photoresponse curve under constant illumination.
The photoresponse curve adaptively shifts according to the environmental illumina-
tion and eventually converts over seven orders of magnitude. The human eye has a
wide dynamic range under moonlight to sunlight due to this mechanism.

Photoresponse curve
A under constant illumination

AN

AVeErRged J]gw[

Rod output signal

log(L/L,)
=7

log(L/L,) [ log(L/L,) [ log(L/L,)
= =3 =5

Input light intensity'

FIGURE C.2

Adaptation for light intensity in rod photoreceptors. The photoresponse curve shift-
s according to the average environmenta illumination L. From the initial illumi-
nation Lo, the environmental illumination is changed exponentially in the range
log(L/Ly) =0to 7.
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Color inretina

The human eye can sense color in arange of about 370 nm to 730 nm [392]. Rods
are mainly distributed in the periphery of the retina and have a higher photosensi-
tivity without color sensitivity, while cones are mainly concentrated in the center of
the retina or fovea and have color sensitivity with less photosensitivity than rods.
Thus the retina has two types of photoreceptors with high and low photosensitivi-
ties. When rodsinitiate vision, typically when the illumination is dark, the vision is
called scotopic. When cones initiate vision, it is called photopic. The peak wave-
lengths for scotopic and photopic vision are 507 nm and 555 nm, respectively. For
color sengitivity, rods are classified into L, M, and S types [521], which have similar
characteristics of on-chip color filtersin image sensors of R, G, and B, respectively.
The center wavelengths of L, M, and S cones are 565 nm, 545 nm, and 440 nm, re-
spectively [392]. The color sensitivity is different from that of animals; for example,
some butterflies have a sensitivity in the ultraviolet range [390]. Surprisingly, the
distribution of L, M, and S conesis not uniform [522], while image sensors have a
regular arrangement of color filters, such as a Bayer pattern.

Comparison of human retinaand a CM OS image sensor

Table C.1 summarizes a comparison of the human retinaand a CMOS image sensor
[187,300, 392, 518].
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Min. detectable illumi-
nation

Dynamic range

Detection method

Response time

Output

Number of outputs

Functions

(L+M): S=14:1

~0.001 lux

Over 140 dB (adaptive)

Cis-trans isomerization
—two-stage amplification (500
x 500)

~10 msec

Pulse frequency modulation

Number of GCs. ~1M

Photoel ectronic conversion
Adaptive function
Spatio-temporal signal process-
ing
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TABLEC.1
Comparison of the human retinaand a CMOS image sensor
Item Retina CMOS sensor
Resolution Cones: 5 x 108
Rods: 10 1-10x 10°
Ganglion cells; 10°
Size Rod: diameter 1 um near fovea 2-10 um 0.
Cone: diameter 1-4 um in
fovea, 4-10 um in extrafovea
Color 3Cones(L, M, S) On-chip RGB filter

R:G:B=1:2:1

0.1-1 lux

60-70 dB

e-h pair generation
Charge accumulation

Frame rate (video rate: 33 m-
Sec)

Analog voltage or digital

One analog output or bit-

number in digital output

Photoel ectronic conversion
Amplification
Scanning
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Fundamental characteristics of MOS
capacitors

A MOS capacitor is composed of a metallic electrode (usually heavily doped poly-
silicon is used) and a semiconductor with an insulator (usually SiO,) in between.
A MOS capacitor is an important part of a MOSFET and is easily implemented in
standard CMOS technology by connecting the source and drain of a MOSFET. In
this case, the gate and body of the MOSFET act as the electrodes of a capacitor. The
characteristics of MOS capacitors are dominated by the channel underneath the insu-
lator or SIO,. It is noted that a MOS capacitor is a series sum of the two capacitors,
agate oxide capacitor Coy and a depletion region capacitor Cp.

There are three modes in a MOS capacitor, accumulation: depletion, and inver-
sion, asshown in Fig. D.1, which are characterized by the surface potential ys [77].
The surface potential ey is defined as the difference of the mid-gap energy between
the surface (z = 0) and the bulk region (z = ).

e ;s < 0: accumulation mode
® Yy > s > 0: depletion mode
® s > g : inversion mode

Here ey is defined as the difference between the mid-gap energy at the bulk region
E;(e=) and the Fermi energy E;. In the accumulation mode, the gate bias voltage is
negative, Vg < 0, and holes accumulate near the surface. This mode is rarely used
in image sensors. In the depletion mode, a positive gate bias Vg > 0 is applied and
causes free carriers to be depleted near the surface region. Space charges of ionized
acceptors arelocated in the depl etion region and compensate the induced charges by
the gate voltage Vy. In this mode, the surface potential s is positive but smaller than
v Thethird modeisthe inversion mode, whichisused inaMOSFET whenit turns
on and in CMOS image sensors to accumul ate photo-generated charges. To apply a
larger gate bias voltage than in the depl etion mode, an inversion layer appears, where
electrons accumulate in the surface region. When E; at z = O intersects E;, the in-
version mode occurs, where ys = yg. If psis > 2y, then the surface is completely
inverted, that is, it becomes an n-type region in this case. This modeis called strong
inversion, while the ys < 2y mode is called weak inversion. It is noted that the
electrons in the inversion layer are thermally generated electrons and/or diffusion
electrons and hence it takes some time to establish inversion layers with electrons.
This meansthat the inversion layer in the non-equilibrium state can act as areservoir
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Accumulation

Smart CMOS Image Sensors and Applications

Inversion

Depletion

° V,<0 ? V>0 ?Vg>>0
Metal _
sreesereen) Lo (| (e
o-Si layer SEEEEEEEEE
\ = / = / Inversi:n layer
L E é_ L— E,
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. Holes AR Em
% p-Si Depletion layer Depletion layer
_—
=0 z
FIGURED.1

Conceptual illustration of the three modes of MOS capacitor operation, accumula-
tion, depletion, and inversion. E., Ey, E;, and E; are the conduction band edge,
valence band edge, Fermi energy of the semiconductor, and mid-gap energy, respec-
tively. E; . isthe Fermi energy of the metal. V, is the gate bias voltage.

for electrons when they are generated, for example, by incident light. This reservoir
is called apotential well for photo-generated carriers. If the source and drain region-
s are located on either side of the inversion layer, asin a MOSFET, electrons are
quickly supplied to the inversion layer from the source and drain regions, so that an
inversion layer filled with electronsis established in a very short time.
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Fundamental characteristics of MOSFET

Enhancement and depletion types

MOSFETSs are classified into two types: enhancement types and depletion types.
Usually in CMOS sensors, enhancement types is used, although some sensors use
depletion type MOSFETSs. In the enhancement type, the threshold of an NMOSFET
is positive, while in the depletion type the threshold of an NMOSFET is negative.
Thus depletion type NMOSFETs can turn on without an applied gate voltage, that is,
anormally ON state. In apixel circuit, the threshold voltageis critical for operation,
so that some sensors use depletion type MOSFET in the pixels[116].

Operation region

The operation of MOSFETSs s first classified into two regions. above threshold and
below threshold (subthreshold). In each of these regions, three sub-regions exist,
cutoff, linear (triode), and saturation. In the cutoff region, no drain current flows.
Here we summarize the characteristicsin each region for NMOSFET.

Abovethreshold: Vg >V,

Linear region The condition of the linear region above threshold is

Vgs > Vips
$oom (E)
Vs < Vs —Vip-
In the above condition, the drain current | is expressed as
W, 1
lg = “ﬂCOXL_g (Vs = Vin) Vs = Edes ' (E2)
g

where Coy is the capacitance of the gate oxide per unit area and Wy and Ly are the
gate width and length, respectively.
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Saturation region

Vs > V.o,
gs th (E3)
Vs > Vs —Vi-
In the above condition,
,Uncox (Vgs Vth)z- (E.4)

For short channel transistors, channel length modulation effect must be consid-
ered, and thus Eq. E.4 is modified as [126]

2
unCOX (VgS Vin) ™ (14 AVy,) €5

= lsat (Vgs) (1+ )Lvds) )
where lg5 (Vgs) isthe saturation drain current at Vgs without the channel length modu-
lation effect. Equation E.5 meansthat even in the saturation region, the drain current
gradually increases according to the drain—source voltage. In a bipolar transistor, a

similar effect is called the Early effect and the characteristics parameter is the Early
voltage V. In aMOSFET, the Early voltage Vg is1/A from Eq. E.5.

Subthreshold region
In this region, the following condition is satisfied:

0 < Vgs < Vi, (E6)

In this condition, the drain current still flows and is expressed as [523]

Id:IOexp[ keT(vgs Vi, mkeBTﬂ [1 exp( keT )} (E.7)

Here m is the body-effect coefficient [524], defined later, and |, is given by
Wy 1 /mkgT\?
|o:HnCox—g—( B ) . (E.8)

The intuitive method to extract the above subthreshold current is given in Ref.
[42,171]. Some smart image sensors utilize the subthreshold operation, and hence
we briefly consider the origin of the subthreshold current after the treatment in Refs.
[42,171].

Thedrain current in the subthreshold region originates from the diffusion current,
which is caused by differencesof electron density between the source and drain ends,
ns and ng, that is,

n,—n
ly = —qngchdL—s, (E.9)
9
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where X, is the channel depth. It is noted that the electron density at each end n s.d
is determined by the electron barrier height between each end and the flat channel
AE, 4, and thus

AE,
N, 4 = No€Xp (— > ) , (E.10)
sd =70 ks T

where n, is aconstant. The energy barrier in each end is given by
AE 4 = _ell’s—FE(Vbi +Vs7d)a (E.11)

where y; isthe surface potential at the gate. In the subthreshold region, ys isroughly
alinear function of the gate voltage Vs as

Vgs
Ys = Yo + _~ (E12)

Here m is the body-effect coefficient given by

m=1+ C—d, (E.13)
COX

were C, isthe capacitance of the depletion layer per unit area. Itisnoted that 1/mis

ameasure of the capacitive coupling ratio from gate to channel. By using Egs. E.9,

E.10, E.11, and E.12, Eq. E.7 is obtained when the source voltage is connected to the

ground voltage. The subthreshold slope S is conventionally used for the measurement

of the subthreshold characteristics and defined as

d(log,o | c
5= (7( el d5)> L LSPELL (1+ —d> (E14)
dVgs

Cox
Thevalue of S istypically 70-100 mV/decade.

Linear region The subthreshold region isalso classified into linear and saturation
regions, as well as the region above threshold. In the linear region, 1, depends on
Vys» Whilein the saturation region, | is amost independent of V..

In the linear region, V, is small and both diffusion currents from the drain and
source contribute to the drain current. Expanding Eq. E.7 under the condition V, <
kgT /e gives

€

which shows that 1 islinear with V.

Saturation region In this region, V, is larger than kT /e and thus Eq. E.7 be-
comes

|d|0exp[ . (Vgs —V, )} (E.16)
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In thisregion, the drain current is independent of the drain—source voltage and only
depends on the gate voltage when the source voltageis constant. The transition from
the linear to the saturation region occurs around V,, =~ 4kgT /e, which is about 100

mV at room temperature [171].
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Optical format and resolution

TABLEF.1
Optical Format [525]

Format

Diagona (mm) H (mm) V (mm) Comment

1/ninch 16/n 12.8/n  9.6/n n<3
1/ninch 18/n 14.4/n  10.8/n n>3
35mm 43.27 36.00 2400 ar* 32
APS-C 27.26 22.7 151
Four-thirds 21.63 17.3 13.0 ar. 4.3
*aspect ratio
TABLEF.2
Resolution [2]
Abbreviation Full name Pixel number
CIF Common | ntermediate Format 352 x 288
QCIF Quarter Common Intermediate Format 176 x 144
VGA Video Graphics Array 640 x 480
QVGA Quarter VGA 320 x 240
SVGA Super VGA 800 x 400
XGA eXtended Graphics Array 1024 x 768
UXGA UltraXGA 1600 x 1200
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3D image sensor, 85

3D integration, 59, 80, 85
—retinal prosthesis, 170

3D range finder, 109, 111, 116

a-Si, 52
absorption coefficient, 12
absorption length, 12
acceptor concentration, 13
accumulation mode, 2, 29, 109
ADC: analog-to-digital converter, 46,
68, 155
—1-bit, 68, 122
—bit seria, 107
—cyclic, 46, 47, 106
—in-pixel, 125
—pixel-level, 47, 69, 78, 107
-PWM, 125
—single slope, 46, 47, 69
—successive approximation, 47
address event representation, 66
Ag/AgCl electrode, 154, 159
Aimulet, 138
Al,O;, 81
AM: amplitude modulation, 110
AMC: 7-amino-4-methylcoumarin, 162
AMD: age-related macular degenera-
tion, 168
AMI: amplified MOS imager, 3
analog operation, 64
analog vision chip, 7
APD: avalanche photodiode, 17, 19,
25, 27,152
APS: active pixel sensor, 4, 36, 38,
125
—3T, 4, 38, 50, 99, 122, 132
—4T, 4, 36, 40, 94, 99, 123

241

—differential, 97

—PG: photogate, 4, 112

—gpeed, 51
ASIC Vision, 7
asynchronization, 125
asynchronous counter, 175
asynchronous operation, 67
augmented technology, 138
avalanche breakdown, 19, 23, 27
avalanche mode, 18, 19

back-illuminated image sensor, 80, 81,
170

band bending, 25
bandgap, 16, 21

-Si, 16, 79
bandwidth, 24
base current gain, 3, 26
BASIS: base-stored image sensor, 3
Bayer pattern, 52
BiCMOS technology, 25, 27
binarization, 124, 175
binary operation, 78
bio-compatibility, 170
biological signal processing, 65
biomorphic digital vision chip, 7
bipolar cell, 168
bit-serial processing, 125
Bluetooth, 139, 146
blurring, 65, 174
body transconductance, 45
body-effect coefficient, 192, 193
BOX: buried oxide layer, 79, 81
BPD: buried photodiode, 33, 95
BPSK: binary phase shift keying, 167
brain imaging, 160
built-in potential, 20, 21, 30
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bulk MOS transistor, 79

camera-on-a-chip, 93
capacitance
—overlap, 51
—sample and hold, 45
—stray, 51
capacitive coupling measurement, 153
capsule endoscope, 166
cardiac pacemaker, 144
Cartesian coordinates, 130
CCD: charge coupled device, 1, 2, 55,
99
CDS: correlated double sampling, 4,
12, 40, 46, 49
—chip-level, 46
centroid, 124
channel length modulation, 64, 192
charge amplifier, 2, 37
charge balance, 172
chargetransfer
—incomplete, 41
chip-level processing, 93
CIF: common intermediateformat, 46,
195
CMD: charge modulated device, 3
CMOS: complementary metal—oxide—
semiconductor, 1
CNN: céellular neural network, 7, 125
color, 51, 53, 88
color filter
-CMY, 51
—inorganic film, 52
—on-chip, 28, 51
—organic film, 52
-RGB, 51
column differential amplifier, 104
column parallel processing, 93, 99
column-level processing, 93
comparator, 69, 78
complete depletion, 4, 34, 40
compound eye, 129, 132
—apposition eye, 133
—arthropod, 132
—artificial, 133

—Crustacean, 132
—insect, 132
—superposition eye, 133
-TOMBO, 134
computational CM OS image sensor, 1
conduction band, 21, 31, 189
conversion gain, 40
correlation method, 109
counter electrode, 159
CR time constant, 25, 51
crosstalk
—diffusion carriers, 80
—optical, 81
current copier, 60
current mirror, 27, 60
—mismatch, 61
—mirror ratio, 60
current mode, 59, 60
—accumulation mode, 61
—ADC, 60
—direct mode, 60
—memory, 60
-APS, 61
—current copier, 60
CV: cyclic voltammetry, 158

D-FF: D-flipflop, 175
dangling bond, 24
dark current, 4, 21, 95, 96
—biasvoltage dependence, 24, 95,
96
—temperature dependence, 24
DDS: double delta sampling, 46
decoder, 12, 42
deep level, 33
deep n-well, 97
deep sub-micron technology, 27
demodulation, 108
depletion
—region, 21, 89
—width, 20, 22, 25, 26
—voltage dependence, 30
dichroic mirror, 52
dielectric constant, 21
diffusion, 13
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—carrier, 21, 51
—coefficient, 18, 25
—current, 18, 21, 192
—length, 14, 18, 33, 51, 150
—time, 25
digital image sensor, 69
digital processing, 78, 125
DLNA, 139
DNA, 152
—array, 152
—hybridization, 154, 158
—identification, 152
—probe, 156
donor concentration, 13
DR: dynamic range, 40, 51
DragonflEye, 133
drain current, 191
DRAM: dynamic random access mem-
ory,7
DSC: digital till camera, 1
DSLR: digital single lensreflex, 1
dual sampling, 105
dual sensitivity, 101
dye, 152

Early effect, 192

—Early voltage, 192
ECHONET, 139
edge detection, 65, 66, 124, 174
edge enhancement, 174
EEG: e ectroencephalography, 161
effective density of states, 21
electrochemical measurement, 156
electron density, 31
electron-hole pair, 12
EMI: electro-magneticinterference, 145
endoscope, 166
epoxy, 159, 162
Er-doped Si, 86
excess carrier density, 24
excitation light, 159
excitatory feedforward, 64
eye-safe wavelength region, 83

factory automation, 108
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FD: floating diffusion, 4, 40, 41, 102,
112
feedback reset, 104
Fermi energy, 189
Fermi level, 31, 34
FF: fill factor, 36, 41, 59, 81, 93
FGA: floating gate array, 3
flip-chip bonding, 83
fluorescence, 159
fluorescence detection, 89, 151
fluorophore substrate, 163
fMRI: functional magnetic resonance
imaging, 161
focal plane image processing, 1
FOV: field-of-view, 132
fovea, 124, 129
foveated sensor, 129
FPN: fixed pattern noise, 4, 48
—column, 46, 48
—pixel, 48
frame difference, 124, 125, 141
frame memory
—in pixel, 124
Frankel-Poole current, 22, 23
free-spaceoptical communication, 137,
144
FTTH: fiber-to-the-home, 25
full-well capacity, 40

g current: generation—recombination
current, 22

GaAs, 28, 86

gamma, 78

ganglion cell, 168, 178

gate oxide, 56

Ge, 59, 79, 83

Geiger mode, 27, 97, 118

global shutter, 99, 125

gold electrode, 158

guard ring, 97

HAVi, 139

HBT: hetero-structure bipolar transis-
tor, 83

HgCdTe, 83
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high speed camera, 99
high-speed readout, 141
hippocampus, 161
histogram equalization, 78
home network, 139
horizontal cell, 65

hot electron emission, 86
HOVI: hyper omni vision, 130
human interface, 137
human visual system, 2
hyperbolic mirror, 130

-V converter, 4, 46
ID cam, 138, 139
ID map table, 142
I11-v compound semiconductor, 86
image blurring, 13
image lag, 41, 99
image tube, 2
impact ionization, 23
Impactron, 94
implantable medical devices, 80
impurity concentration, 51
in vitro, 175, 177
in vivo, 160
in-pixel amplification, 3
infrared image sensor, 81
—cooled type, 83
—uncooled type, 81
inhibitory feedback, 64
InSh, 83
integrated functional CMOSimage sen-
sor, 1
interface state, 24, 33
interleaved readout, 143
intrinsic carrier concentration, 21-23
inverter chain, 71
ionization coefficient, 23
IR: infrared, 13
—cut filter, 13
IrDA, 139, 145
isolation layer, 56
ITRS: International Technology Roadmap,
6

ITS: intelligent transportation system,
93, 108

junction capacitance
—photodiode, 39, 40

kainic acid, 163
Kirchoff’s current law, 60

latch, 42
LED display, 139
LED: light emitting device
—blue, 137, 146
—-1R, 138
- UV, 162, 165
—white, 137, 146
LIDAR: light detection and ranging,
116
lifetime, 13
—deep level, 22
light adaptation, 172
LOC: lab-on-chip, 167
LOCOS: local oxidation of silicon, 56
log sensor, 55, 62, 102, 125
—accumulation mode, 63
log-polar coordination, 130
log-polar image sensor, 130
logarithmic response, 104
low light imaging, 94
low passfilter, 172
LSI: large scale integration, 1

MAPR, 7

massively parallel processing, 5, 65

maximum detection, 124

median filtering, 125

MEG: magnetoencephal ography, 161

MEMS: micro-electro-mechanical sys-
tems, 81, 155, 167

metal grid, 90

micro-lens, 81, 134

UTAS: micrototal analysissystem, 167

microvial, 156

mid-gap energy, 189

MIMD: multiple instruction and mul-
tiple data, 7
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minority carrier, 13
mobile application, 79
mobility, 13
modulated light, 108, 138
modulation, 124
Moore's law, 7
MOS capacitor, 26, 189
—accumulation mode, 190
—depletion mode, 190
—inversion mode, 190
MOSFET, 189
—cutoff region, 191
—depeletion, 191
—enhancement, 191
—linear region, 191
—liner region, 191
—saturation region, 191, 192
—strained, 83
—subthreshold region, 191, 192
—linear region, 193
—saturation region, 193
motion capture, 108, 138
MSM photodetector: metal—semiconductor—
metal photodetector, 28, 67
multi-modal sensing, 152, 167
multiple junctions, 88
multiple readout, 94
multiple sampling, 106
multiresolution, 43

Navi cam, 138
near-sensor image processing, 7
nearest neighboring operation, 78
neuropsin, 163
NIR: near infrared, 83, 178
noise
—1/f, 95,97
—cancellation, 107
—common mode, 97
—ficker, 95
—Johnson, 24
kgTC, 4, 24, 39, 40, 46, 48, 96
—random, 4
—reset, 107
—shot, 24

245

—thermal, 24, 48
noise suppression, 104
non-destructive readout, 94
non-recombination center, 24
NSIP: near-sensor image processing,

7

Nwell, 50
Nyquist noise, 24

ommatidium, 132

on-chip color filter, 160

on-chip compression, 167

on-chip detection, 151

ON-resistance, 48

Optacon, 167

optical beacon, 138, 139

optical crosstalk, 52

optical fiber, 144

optical fiber communication, 25, 27

optical format, 195

optical 1D tag, 138, 141, 146

optical pilot signal, 141

optical response angle, 81

optical wireless communication, 144
—indoor, 146

optical wirelessLAN, 25
—indoor, 146
—outdoor, 144

OptNavi, 138, 139

organic photoconductivefilm, 88

OT: optical topography, 161

overflow drain, 103, 104
—lateral, 104

paralléel processing, 125
PASIC, 7
patch-clamp, 158
pattern recognition, 2
PCD: photoconductive detector, 27
—avalanche, 28
—dark current, 28
—gain, 28
—gain-bandwidth, 28
PD: photodiode, 17
— pinned, 97

Patent Owner Cellect, LLC
Ex. 2069, p. 264



246 Smart CMOS Image Sensors and Applications

—buried, 33, 95
—Ge, 83
—near zero bias, 95
—pinned, 4, 33, 40, 41, 95
—solar cell mode
—retinal prosthesis, 169
—speed, 25
PET: positron emission tomography,
161
PFM: pulsefrequency modulation, 66,
70, 81, 82, 96
—capacitive feedback, 75, 175
—constant PD bias, 75
—image processing, 173
—retinal prosthesis, 169
PG: photogate, 4, 17, 26, 89
PGR-MCA, 163
Phicon, 138
photo-generated carrier, 12
photoconductive detector, 2, 17
photoconductivity, 27
photocurrent, 15, 18
photodetection, 12
photonic crystal, 90
photopic, 187
photoreceiver, 25
photoreceptor, 124, 129, 168
photoscanner, 2
pixel pitch, 4
pixel sharing, 4, 53
—FD driving technique, 53
pixel-level processing, 85, 93
pixel-parallel processing, 85, 93
PM: phase modulation, 110
pn-diode
—forward current, 18
—ideal factor, 18
pn-junction, 17
—capacitance, 25
—junction shape, 30
—liner junction, 30
—step junction, 30
pn-junction photodiode
—junction capacitance, 30
polarimetric imaging, 135

polarization, 90
polyimide, 162
polysilicon, 4, 26, 56, 189
—polycide, 56
post processing, 134
potential description, 30
potential imaging, 153
potential profile control, 89
potential well, 31
PPD: pinned photodiode, 4, 33, 40,
41, 95
PPS: passive pixel sensor, 2, 36, 104,
125
processing
—chip-level, 5
—columnlevel, 5
—column parallel, 7
—pixel-level, 5
programmable artificial retinag, 5
projection, 65, 68, 124
Pt
—stimulus electrode, 171
Pt/Au stacked bump, 177
PTr: phototransistor, 2, 3, 5, 17, 26,
124,125
—lateral, 81
PtSi, 83
pulse coding, 174
pulse mode, 59
pulse modulation, 66, 152
PWM: pulse width modulation, 7, 66,
68, 122, 160

QCIF: quarter common intermediate
format, 153, 195

quantum efficiency, 16, 20, 25

QVGA: quarter video graphics array,
46, 123, 167, 195

QWIP: guantum-well infrared photode-
tector, 83

ramp waveform, 69
random access, 42, 94, 125
rangefinder, 116

readout circuit, 4, 12, 45
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reset, 50
—hard, 99
—active, 96
—flushed, 50
—hard reset, 50
—soft reset, 50
reset transistor, 38, 40, 41, 48, 95, 97
resistive network, 5, 65, 124, 125
—1-dimensional, 124
resolution, 195
resonant oscillation, 90
retina, 65, 129, 185
retina prosthesis, 167
—cortical region, 168
—epi-retinal space, 168, 170
—optic nerve, 168
—STS: suprachoroidal transretinal
stimulation, 168
—sub-retinal space, 168
RF, 144
RGB, 88
robot vision, 123
robotics, 108
ROC: readout circuitry, 28
ROI: region-of-interest, 124, 139, 141
ROIC: readout integrated circuits, 83
rolling shutter, 53, 57, 99, 135, 167
RP: retinitis pigmentosa, 168

S/H: sampleand hold, 12, 45, 46, 105,
149
sapphire, 79
saturation current, 18
saturation detection, 107
saturation region, 64
saturation velocity, 25
scanistor, 2
scanner, 2, 12, 42, 130, 132
Schottky barrier photodetector, 83
scotopic, 187
SDM: spatial division multiplexing, 148
select transistor, 38, 40, 45
sengitivity, 15
—spectrum curve, 21
sensor networks, 79

247

serine protease, 163
shift register, 12, 42
Shockley—Read—Hall recombination, 23
Si nano-crystal, 86
Si-LED, 86
SiGe, 59, 79, 83
silicide, 80
silicon reting, 5, 65, 66
silicone, 153
SIMD: singleinstruction and multiple
data, 7
Si;N,, 153
sinker, 86
SiO,, 79
SIT: static induction transistor, 3
smear, 36
SNR dip, 106
SNR: signal-to-noiseratio, 3
SoC: system-on-chip, 7, 165
SOI: silicon-on-insulator, 59, 79
solar cell mode, 18
SOS: silicon-on-sapphire, 59, 79, 81
—retinal prosthesis, 170
source follower, 4, 38, 45, 97
-voltage gain, 45
SPAD: single photon avalanchediode,
97
spatial correlation operation, 173
spatia filtering, 173
spatio-temporal difference, 125
spectral matching, 111
stacked capacitor, 104
STI: shallow trench isolation, 27, 56,
79
stimulus current, 169
—biphasic, 172, 178
strong inversion, 190
sub-wavelength structure, 90
—sub-wavelength aperture, 90
subthreshold
—current, 96, 192
—region, 5, 62, 64
—sope, 193
summation, 124
super HARP, 28, 94
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surface leak current, 22, 23
surface plasmon, 90
surface potential, 190
surface recombination, 21, 24
—rate, 23
—velocity, 24
surface state, 24, 33
surveillance, 130
SVGA: super video graphicsarray, 195
switched capacitor, 172

target tracing, 123

target tracking, 44, 66, 108, 123, 130

TFT: thin film transistor, 2, 89

thermal generation, 22

TIA: transimpedance amplifier, 149

time-to-saturation, 66

TOF: time-of-flight, 25, 109, 116
—direct, 117
—indirect, 118

TOMBO, 134

tPA, 163

transconductance, 45

transfer gate, 4, 41, 46, 112

transistor isolation, 56

transit time, 25

TSL: transversal signal line, 36

tunnel current, 22, 95
—band-to-band, 22
—trap-assisted, 22

two accumulation method, 111

ultralow light detection, 27

ultra-fast photodetector, 29

unity-gain buffer, 158

UPNPR, 139

UV: ultraviolet, 29

UXGA: ultraextended graphicsarray,
195

valence band, 21, 189

variable photosensitivity, 173

VGA: video graphics array, 123, 195
visiblelight communication, 138, 146
vision chip, 1

visual remote controller, 139

voltage follower, 158

voltage-controlled current measuremen-
t, 158

VPR-MCA, 163

WDM: wavel ength division multiplex-
ing, 150

weak inversion, 190

well-capacity adjustment, 103

wide angle camera, 134

wide dynamic range, 7, 62, 67

work electrode, 159

WTA: winner-take-all, 64, 122, 124

XGA: extended graphics array, 195
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