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(57) ABSTRACT 

A wireleSS network includes master and Slave units. The 
master Sends a master address and clock to the Slaves. 
Communication is by means of a virtual frequency hopping 
channel whose hopping Sequence is a function of the master 
address, and whose phase is a function of the master clock. 
Transmitted inquiry messages Solicit slave address and 
topology information from the slaves, which may be used to 
generate a configuration tree for determining a route for a 
connection between the master and slave units. Slave 
address and topology information may include an own 
address from each of the slave units and only first order 
address lists from each of the Slave units. Generating the 
configuration tree involves generating a hierarchy of con 
nectivity rings from the first order address lists. Each con 
nectivity ring may be generated in accordance with a rule 
that a higher-numbered connectivity ring cannot include 
nodes representing units that are already represented by a 
node in a lower-numbered connectivity ring. Alternatively, 
each connectivity ring may be generated by considering a 
present numbered connectivity ring having parent nodes, 
and including in a next higher-numbered connectivity ring 
those nodes representing all children of the parent nodes 
Such that no descendant of a parent can represent the same 
unit as the parent; no descendant of a parent's child can 
represent the same unit as any of the parent's children; and 
no child of any parent can have the same name as any other 
child of Said any parent. 
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FREQUENCY HOPPING PICONETS IN AN 
UNCOORDNATED WIRELESS MULTI-USER 

SYSTEM 

BACKGROUND 

The present invention relates to uncoordinated wireleSS 
multi-user Systems, and more particularly to Self-organized 
connectivity in an uncoordinated wireleSS multi-user System. 

Radio Local Area Networks (LAN) typically cover an 
area of technology where the computer industry and the 
wireleSS communications industry merge. Conventional 
computer networking has relied on wired LANs, typically 
packet-Switched and targeted for data transfer. By contrast, 
wireleSS networking, and in particular cellular networking, 
has relied on wide area networks, typically circuit-Switched 
and targeted for voice transfer. Most efforts in the design of 
radio LANs have reused the principles that are used in wired 
LANS. This, however, is a questionable procedure because 
the environments of the wired medium and of the wireless 
medium differ in important ways. Moreover, multimedia 
communications require additional features due to the Spe 
cial traffic characteristics posed by data, Voice and Video. 
Finally, the residential environment has its own require 
ments which can be decisive for the design of the System. 

Almost one hundred percent of the computer networks 
today use a wired infrastructure. The wired medium can 
range from a simple twisted pair to an optical fiber. Due to 
its shielded and controllable environment, the wired medium 
is characterized by low interference levels and Stable propa 
gation conditions. Consequently, the wired medium has 
potential for high to very high data rates. Because of the 
latter, all participants in wired LANs typically share this 
Single medium. The medium constitutes a single channel 
which is used by only a single one of a number of different 
users at any given time. Time-division multiplexing (TDM) 
is used to allow different users to access the channel at 
different times. 

The protocols for accessing wired media have been Stan 
dardized by the IEEE in its 802 series. Typically, multiple 
access reservation techniques like carrier-Sensing (e.g., 
Ethernet, 802.3 Carrier-Sense Multiple Access/Collision 
Detect (CSMA/CD) or tokens (e.g., 802.4 token buses, or 
802.5 token rings) are used to gain access to the medium. 
These protocols can be used in a distributed Sense in that the 
user occupying the channel reserves the medium by its 
present transmission or by its token. In these Schemes, every 
user can hear all traffic. That is, in a single LAN, all of the 
users share not only the channel, but all of the information 
carried on that channel as well. When the number of 
participants grows, the LAN can be divided into Smaller 
LANS or Segments, which channels operate independently. 
LANs can be interconnected via bridges or routers which 
form interfaces between the different local networks. These 
configurations result in more complex networks. For 
example, reference is made to D. Bertsekas and R. Callager, 
Data Networks, 2nd Edition, Prentice-Hall, London, 1992. 
For the discussion of the residential LANs, it Suffices to 
consider the single LAN. The LAN typically provides a 
connectionless packet-Switched Service. Each packet has a 
destination address (and usually a Source address as well) So 
that each user can determine whether the packet that passes 
by is intended for him or not. 

It will be understood that the net throughput per user in a 
Single LAN is determined by the peak data rate on the 
channel and by the number of users that share this channel. 

15 

25 

35 

40 

45 

50 

55 

60 

65 

2 
Even if the peak data rate is very high due to the wide 
band-width of the wireline medium, the effective user 
throughput can be low if the channel has to be shared among 
many users. 

Since the type of communication that takes place over 
current wired LANS is asynchronous and connectionless, it 
is ill-Suited for Supporting delay-critical Services like Voice. 
Voice Services demand Synchronous or isochronous 
connections, which require priority techniques in the 
Medium Access Control (MAC) protocols in order to give 
Voice users precedence over non-voice users. Different Stud 
ies in existing data networks have shown that this is not a 
trivial task. 

During the last Several years, Standards bodies in the 
United States and in Europe have worked on wireless LANs 
(WLANs). In the United States, this has resulted in the IEEE 
802.11 standard (Draft standard IEEE 802.11, P802.11/D1, 
December 1994), whereas in Europe this has resulted in the 
ETSI HIPERLAN standard (ETSI, RES10/96/etr, “Radio 
Equipment and Systems (RES); High Performance Radio 
Local Area Networks (HIPERLANs), July 1996). 

Looking first at the IEEE 802.11 standard, as the name 
indicates, it is an extension of the 802 LAN standard. The 
wireleSS connection is either a radio link or an infrared link. 
The radio medium is the Industrial, Scientific, Medical 
(ISM) band at 2.4 GHz. However, for a single radioLAN, 
only a 1-2 Mb/s channel is available at any given time. This 
relatively narrow channel has to be shared among all par 
ticipants of the radio network. Both a configuration based on 
a wired infrastructure and a configuration based on an 
ad-hoc structure have been defined. With a wired 
infrastructure, the radio System merely provides a wireleSS 
extension between the wired LAN and the user terminal. 
Fixed access points interface between the wireline domain 
and wireleSS domain. In an ad hoc network, wireleSS units 
create their own wireless network. No wired backbone is 
involved at all. It is the ad hoc nature provided with wireless 
communications that gives the WLANs an important advan 
tage over wired LANS in certain applications. 
To avoid interference with other networks or other appli 

cations in the 2.4 GHz ISM band, either direct-sequence 
Spreading or slow frequency hopping is used. Access to the 
channel is accomplished by a Special form of Carrier-Sense 
Multiple Access/Collision Avoidance (CSMA/CA) that pro 
vides a connectionless Service. In an architecture based on a 
wired infrastructure, the fixed part takes the role of a central 
controller which schedules all traffic. In an ad hoc 
architecture, the distributed CSMA/CA protocol provides 
the multiple access to the channel. 

All in all, the IEEE 802.11 standard is very similar to that 
of the wired Ethernet, but wherein the wire has been 
replaced by a 1 Mb/s radio channel. It will be understood 
that the effective user throughput decreases quickly when 
the number of participants increases. In addition, Since the 
Spreading factor for Direct Sequence Spread Spectrum 
(DSSS) is only 11 and the hop rate for Frequency Hopping 
Spread Spectrum (FHSS) is only on the order of 10 to 20 
hopS/S, little immunity is provided against interference in the 
ISM band. Although different networks can theoretically 
coexist in the same area (different networks either use 
different DSSS carrier frequencies of which seven are 
defined, or use different FHSS hop sequences), thereby 
increasing the aggregate throughput. In fact, in A. 
Kamerman, “Spread-Spectrum Techniques Drive WLAN 
Performance,” Microwaves & RF, September 1996, pp. 
109-114, it was claimed that the aggregate throughput, 
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defined as the average throughput per user times the number 
of co-located users (not necessarily participating in the same 
network), can never exceed 4-6 Mb/s with either technol 
ogy. For co-locating different networks under the IEEE 
802.11 standard it is preferred that the networks be based on 
a wired infrastructure: a limited number of co-located fixed 
access points can create their own network. A certain amount 
of coordination via the wired network is then possible. 
However, for networks based on an ad hoc structure, this is 
much more difficult under IEEE 802.11 because the MAC 
protocol does not lend itself to this creation. Instead, units 
that come in range of an ad hoc network will join an existing 
network and not create their own network. 
HIPERLAN has followed a similar path as IEEE 802.11. 

The system operates in the 5.2 GHz band (not available in 
the United States). The standard is still under development 
and consists of a family of Sub-standards, HIPERLAN 1 to 
4. The most basic part, HIPERLAN 1 (ETSI, ETS 300652, 
“Radio Equipment and Systems (RES); High Performance 
Radio Local Area Networks (HIPERLAN) Type 1; Func 
tional Specification,” June 1996), is similar to the IEEE 
802.11. Again, a single channel is used, but with a higher 
peak data rate of 23.5 Mb/s. A dedicated CSMA/CA scheme 
is used, called Elimination-Yield Non-Preemptive Priority 
Multiple Access (EY-NPMA) which provides a number of 
contention-based phases before the channel is reserved. 
Although the 5.2 GHz band is unlicensed in Europe, only 
HIPERLAN-type applications are allowed. Therefore, no 
Special measures against unknown jammerS are imple 
mented. Different networks can coexist in the same area 
provided different 23 MHz wide channels are used. Out of 
the 5.2 GHz, five Such channels have been defined. 
One other interesting activity in the HIPERLAN area is 

the HIPERLAN 2 standardization which concentrates on 
wireless Asynchronous Transfer Mode (ATM). Presumably, 
this wireless network will also use the 5.2 GHz band, will 
Support peak data rates around 40 Mb/s, and will use a 
centralized access Scheme with Some kind of demand 
assignment MAC Scheme. 
What the existing WLAN systems have in common with 

the wired LANS is that a single channel is shared among all 
the participants of the local network. All users share both the 
medium itself and all information carried over this medium. 
In the wired LAN, this channel can encompass the entire 
medium. However, this is not so in the radioLANs. In the 
radioLANs, the radio medium typically has a bandwidth of 
80 to 100 MHz. Due to implementation limitations and cost 
of the radio transceivers, and due to restrictions placed by 
regulatory bodies like the FCC and ETSI, it is virtually 
impossible to define a radio channel in the radioLAN with 
the same bandwidth as the radio medium. Therefore, only 
part of the radio medium is used in a single LAN. As a result, 
the peak data rate over the channel decreases. But more 
importantly, the effective user throughput decreases because 
all participants share this channel, which is now much 
smaller than the medium. Although the medium is divided 
into different channels, each of which can be used to Set up 
a different radioLAN, in practice, only a Single network 
covers a certain area, especially when it concerns ad hoc 
networks. In radioLANs based on a wired infrastructure, the 
different channels can be used to create cells, each cell with 
its own network that is not disturbed by neighboring cells. 
This result is achieved at the expense of effort in planning 
the allocation of channels. In this way, a cellular structure is 
created that is similar to those encountered in cellular mobile 
systems. The use of different ad hoc radio networks in the 
Same cell, however, is prohibited, thereby limiting the 
attainable aggregate throughput per unit area. 
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4 
Considering now the transmission of Voice by means of 

data links, this is still a problem in conventional Systems 
because the wireless LAN standards reuse the multiple 
access Schemes as encountered in the wired counterparts. AS 
indicated in M. A. Visser, et al., “Voice and Data Transmis 
sion over 802.11 Wireless Network,” Proc. of PIMRC '95, 
Toronto, September 1995, pp. 648-652, the use of these 
MAC protocols for the transmission of voice is not very 
appropriate either. 

There is therefore a need for a cost-effective wireless 
replacement of a local network that can Support both voice 
and data and is Self-organized for an efficient use of the 
limited radio spectrum. 

SUMMARY 

It is therefore an object of the present invention to provide 
methods and apparatus for connecting devices wirelessly, 
making optimal usage of the allocated Spectrum. 

It is a further object to provide a connectivity Structure in 
which units can set up point-to-point connections 
independently, without being hindered by point-to-point 
connections between other units sharing the Same area and 
the same spectrum. 

In accordance with one aspect of the present invention, 
the foregoing and other objects are achieved in a wireleSS 
network comprising: a master unit; and a slave unit. The 
master unit comprises: means for Sending a master address 
to the Slave unit; means for Sending a master clock to the 
Slave unit; and means for communicating with the Slave unit 
by means of a virtual frequency hopping channel. The Slave 
unit comprises: means for receiving the master address from 
the master unit; means for receiving the master clock from 
the master unit; and means for communicating with the 
master unit by means of the Virtual frequency hopping 
channel. Furthermore, in this embodiment of the wireless 
network, a hopping Sequence of the Virtual frequency hop 
ping channel is a function of the master address, and a phase 
of the hopping Sequence is a function of the master clock. 

In another aspect of the invention, the master unit in the 
wireleSS network further comprises means for transmitting 
an inquiry message that Solicits a Slave address from the 
Slave unit; and the Slave unit further comprises: means for 
receiving the inquiry message; and means, responsive to the 
inquiry message, for transmitting the Slave address to the 
master unit. 

In another aspect of the invention, the master unit in the 
wireleSS network further comprises: means for receiving 
Slave address and topology information from more than one 
Slave unit; and means for generating a configuration tree 
from the address and topology information. 

In yet another aspect of the invention, the master unit in 
the wireleSS network further includes means for utilizing the 
configuration tree to determine a route for a connection 
between the master unit and the slave unit. 

In Still another aspect of the invention, the Slave address 
and topology information comprises an own address from 
each of the more than one slave units and only first order 
address lists from each of the more than one slave units, and 
the means for generating the configuration tree from the 
address and topology information comprises: means for 
generating in connectivity rings from the first order address 
lists, wherein n is a positive integer, and wherein the 
generating means generates each of the connectivity rings in 
accordance with a rule that a higher-numbered connectivity 
ring cannot include nodes representing units that are already 
represented by a node in a lower-numbered connectivity 
ring. 
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In an alternative embodiment, the means for generating 
the configuration tree from the address and topology infor 
mation comprises: means for generating in connectivity rings 
from the first order address lists, wherein n is a positive 
integer, and wherein the generating means generates each of 
the connectivity rings by considering a present numbered 
connectivity ring having parent nodes, and including in a 
next higher-numbered connectivity ring those nodes repre 
Senting all children of the parent nodes that Satisfy the 
following rules: no descendant of a parent can represent the 
Same unit as is represented by the parent; no descendant of 
a child of the parent can represent the same unit as any of the 
children of the parent; and no child of any parent can have 
the same name as any other child of Said any parent. 

In yet another aspect of the invention, a wireleSS unit, for 
use in a wireleSS network having a Scatter topology, com 
prises means for receiving address and topology information 
from each of a number of other wireleSS units, and means for 
generating a configuration tree from the address and topol 
ogy information. 

In Still another aspect of the invention, the wireleSS unit 
further comprises means for utilizing the configuration tree 
to determine a route for a connection between the wireleSS 
unit and at least one of the other wireleSS units. 

In yet another aspect of the inventive wireleSS unit, the 
address and topology information comprises an own address 
from each of the other units and only first order address lists 
from each of the other units, and the means for generating 
the configuration tree from the address and topology infor 
mation comprises: means for generating in connectivity rings 
from the first order address lists, wherein n is a positive 
integer, and wherein the generating means generates each of 
the connectivity rings in accordance with a rule that a 
higher-numbered connectivity ring cannot include nodes 
representing units that are already represented by a node in 
a lower-numbered connectivity ring. 

In Still another aspect of the inventive wireleSS unit, the 
address and topology information comprises an own address 
from each of the other units and only first order address lists 
from each of the other units, and the means for generating 
the configuration tree from the address and topology infor 
mation comprises: means for generating in connectivity rings 
from the first order address lists, wherein n is a positive 
integer, and wherein the generating means generates each of 
the connectivity rings by considering a present numbered 
connectivity ring having parent nodes, and including in a 
next higher-numbered connectivity ring those nodes repre 
Senting all children of the parent nodes that Satisfy the 
following rules: no descendant of a parent can represent the 
Same unit as is represented by the parent; no descendant of 
a child of the parent can represent the same unit as any of the 
children of the parent; and no child of any parent can have 
the same name as any other child of Said any parent. 

In another aspect of the invention, a method for generat 
ing a connectivity tree for use in determining a connection 
route between a first wireleSS unit and any of a number of 
other wireleSS units comprises the Steps of in the first 
wireleSS unit, receiving address and topology information 
from each of the other wireless units, wherein the address 
and topology information comprises an own address from 
each of the other wireless units and only first order address 
lists from each of the other wireless units; and in the first 
wireleSS unit, generating in connectivity rings from the first 
order address lists, wherein n is a positive integer, and 
wherein each of the connectivity rings is generated in 
accordance with a rule that a higher-numbered connectivity 
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6 
ring cannot include nodes representing units that are already 
represented by a node in a lower-numbered connectivity 
ring. 

Another aspect of the invention relates to a method for 
generating a connectivity tree for use in determining a 
connection route between a first wireleSS unit and any of a 
number of other wireless units. The method comprises the 
Steps of in the first wireleSS unit, receiving address and 
topology information from each of the other wireleSS units, 
wherein the address and topology information comprises an 
own address from each of the other wireleSS units and only 
first order address lists from each of the other wireless units; 
and in the first wireleSS unit, generating in connectivity rings 
from the first order address lists, wherein n is a positive 
integer, and wherein each of the connectivity rings is gen 
erated by considering a present numbered connectivity ring 
having parent nodes, and including in a next higher 
numbered connectivity ring those nodes representing all 
children of the parent nodes that satisfy the following rules: 
no descendant of a parent can represent the same unit as is 
represented by the parent; no descendant of a child of the 
parent can represent the same unit as any of the children of 
the parent; and no child of any parent can have the same 
name as any other child of Said any parent. 

In another aspect of the invention, a wireleSS network 
having a Scatter topology comprises: a first master unit; a 
Second master unit; a first Slave unit; and a Second slave unit. 
The first master unit comprises: means for Sending a first 
master address to the first Slave unit; means for Sending a 
first master clock to the first Slave unit; and means for 
communicating with the first Slave unit by means of a first 
Virtual frequency hopping channel. The first Slave unit 
comprises: means for receiving the first master address from 
the first master unit; means for receiving the first master 
clock from the first master unit; and means for communi 
cating with the first master unit by means of the first virtual 
frequency hopping channel. The Second master unit com 
prises: means for Sending a Second master address to the 
Second Slave unit; means for Sending a Second master clock 
to the Second slave unit; and means for communicating with 
the Second slave unit by means of a Second virtual frequency 
hopping channel. The Second Slave unit comprises: means 
for receiving the Second master address from the Second 
master unit; means for receiving the Second master clock 
from the Second master unit; and means for communicating 
with the second master unit by means of the first virtual 
frequency hopping channel. Furthermore, in the wireleSS 
network a first hopping Sequence of the first Virtual fre 
quency hopping channel is a function of the first master 
address, a phase of the first hopping Sequence is a function 
of the first master clock, a Second hopping Sequence of the 
Second virtual frequency hopping channel is a function of 
the Second master address, a phase of the Second Sequence 
is a function of the Second master clock, the first master 
clock is uncoordinated with the Second master clock, and the 
first Virtual frequency hopping channel uses the same radio 
Spectrum as the Second virtual frequency hopping channel. 
With this arrangement, the first Virtual frequency hopping 
channel is different from the Second virtual frequency hop 
ping channel, thereby permitting communication between 
the first master unit and the first Slave unit to take place 
without Substantially interfering with communication 
between the Second master unit and the Second Slave unit. 

In Still another aspect of the invention, each of the first and 
Second master units in the wireleSS network further com 
prises means for transmitting an inquiry message that Solic 
its a slave address from the first and Second Slave units. 
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Furthermore, each of the first and second slave units in the 
wireleSS network further comprises: means for receiving the 
inquiry message; and means, responsive to the inquiry 
message, for transmitting the slave address to the first and 
Second master units. 

In yet another aspect of the invention, each of the first and 
Second master units in the wireleSS network further com 
prises: means for receiving slave address and topology 
information from more than one slave unit; and means for 
generating a configuration tree from the address and topol 
ogy information. 

In Still another aspect of the invention, each of the first and 
Second master units in the wireleSS network further includes 
means for utilizing the configuration tree to determine a 
route for a connection between the first and Second master 
unit and the respective first and Second Slave units. 

In yet another aspect of the wireleSS network, the Slave 
address and topology information comprises an own address 
from each of the more than one slave units and only first 
order address lists from each of the more than one slave 
units, and the means for generating the configuration tree 
from the address and topology information comprises: 
means for generating in connectivity rings from the first 
order address lists, wherein n is a positive integer, and 
wherein the generating means generates each of the con 
nectivity rings in accordance with a rule that a higher 
numbered connectivity ring cannot include nodes represent 
ing units that are already represented by a node in a 
lower-numbered connectivity ring. 

In Still another aspect of the invention, the slave address 
and topology information in the wireleSS network comprises 
an own address from each of the more than one Slave units 
and only first order address lists from each of the more than 
one slave units. Furthermore, the means for generating the 
configuration tree from the address and topology informa 
tion comprises: means for generating in connectivity rings 
from the first order address lists, wherein n is a positive 
integer, and wherein the generating means generates each of 
the connectivity rings by considering a present numbered 
connectivity ring having parent nodes, and including in a 
next higher-numbered connectivity ring those nodes repre 
Senting all children of the parent nodes that Satisfy the 
following rules: no descendant of a parent can represent the 
Same unit as is represented by the parent; no descendant of 
a child of the parent can represent the same unit as any of the 
children of the parent; and no child of any parent can have 
the same name as any other child of Said any parent. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The objects and advantages of the invention will be 
understood by reading the following detailed description in 
conjunction with the drawings in which: 

FIG. 1 is a block diagram of a network having a Star 
topology, 

FIG. 2 is a block diagram of a network having a ring 
topology, 

FIG. 3 is a block diagram of a network having a mesh 
topology, 

FIG. 4 illustrates a wireless LAN having a scatter 
topology, in accordance with one aspect of the invention; 

FIG. 5a depicts a prior art LAN that utilizes a single 
channel that is identical to the medium; 

FIG. 5b depicts a prior art LAN in which the medium is 
divided into several Subchannels; 

FIG. 5c illustrates a LAN that utilizes a multi-channel 
approach in accordance with one aspect of the invention; 
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8 
FIG. 6a depicts a piconet in accordance with one aspect 

of the invention in which two wireless units that are not 
within range of one another communicate by means of an 
intermediate wireleSS unit that is within range of each of the 
other wireleSS units, and which acts as a master of the 
piconet; 

FIG. 6b depicts an alternative embodiment of the inven 
tion in which two wireleSS units that are not within range of 
one another communicate by means of an intermediate 
wireleSS unit that is within range of each of the other 
wireleSS units, and which acts as a bridge between two 
piconets; 

FIG. 7 depicts an exemplary configuration for illustrating 
the inquiry procedure in accordance with one aspect of the 
invention; 

FIG. 8 depicts an extended inquiry process in accordance 
with another aspect of the invention; 

FIG.9 depicts an exemplary first type of connectivity tree, 
in accordance with an aspect of the invention; 

FIG. 10 depicts an exemplary second type of connectivity 
tree, in accordance with another aspect of the invention; 

FIG. 11 illustrates the utilization of a connectivity tree to 
determine possible routes for making a connection, in accor 
dance with one aspect of the invention; and 

FIG. 12 is a block diagram of an exemplary System for 
carrying out the various inventive features. 

DETAILED DESCRIPTION 

The various features of the invention will now be 
described with respect to the figures, in which like parts are 
identified with the Same reference characters. 

AS mentioned in the BACKGROUND Section, the con 
ventional Single-channel approach to LANS is characterized 
by the fact that all units can receive all information trans 
ferred over the channel. Consequently, the network topology 
is either a Star, as illustrated in FIG. 1; a ring, as illustrated 
in FIG. 2; or a mesh, as illustrated in FIG. 3. In the star 
topology, a master controller that Schedules all communi 
cations can be placed in the center. In the ring and mesh 
topologies, a more distributed control is applied. For wired 
LANS, the Star and the ring topologies are most appropriate, 
because they minimize the amount of cabling. However, the 
mesh topology (i.e., a topology in which one unit can 
connect directly to many other units) is automatically 
obtained in radio LANs due to the omni-directional radio 
propagation. In the conventional topologies illustrated in 
FIGS. 1, 2 and 3, all units connect to each of the other units 
in the network. Each unit constantly listens to the master or 
listens to traffic on the channel. This is beneficial in appli 
cations like broadcasting or multicasting. However, these 
applications are only used a Small percentage of the time. 
Instead, most applications call for point-to-point or point 
to-multipoint services between two or a limited number of 
units connected to the network. For these applications, the 
Single-channel approach limits the performance. 

Therefore, in accordance with one aspect of the invention, 
a multi-channel approach is applied in which units that want 
to communicate don’t have to wait for a free Spot on the 
channel, but instead look for a free channel which they can 
use directly. In this approach, all users share all of the 
channels in the allocated Spectrum on average, but only a 
few users use a particular channel at a particular moment in 
time. In this way, Simultaneous communication linkS can be 
established without interfering with each other. The multi 
channel approach also enables channel reuse: if the connec 
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tions are Sufficiently Separated geographically, they can use 
the same channel without disturbing one another. 

In a network like this, only units that communicate with 
each other are connected. The “overall” network consists of 
Scattered connections or Scattered Subnets (piconets) and is 
therefore referred to herein as having a Scatter topology. This 
arrangement differs from the existing wired LANs and 
wireless LANs in that although the medium (e.g., the 83.5 
MHZ radio spectrum at 2.4 GHz) is shared among all users, 
the information transferred over the medium is not shared 
among all users. Instead, multiple, channels are created, and 
each channel is only shared by the participants of interest, 
namely, only those participants that need to share the infor 
mation. Although each unit can potentially connect to each 
other unit in range, it will not instantaneously connect to all 
units in range Simultaneously. Multiple ad-hoc connections 
can be established, which each operate independently. 
An example of a Scatter network 401 in accordance with 

the invention is illustrated in FIG. 4. In this figure, four 
Subnets 403-1,..., 403-4 have been formed. In each Subnet 
403-X, only those units participate that indeed want to 
exchange information. Each subnet 403-X has its own virtual 
channel, and only the participants of the piconet contend for 
the corresponding channel. The subnets 403-X function 
independently with respect to one another. Units for which 
there is no need for information exchange (such as unit 8 in 
FIG. 4) are not connected. However, these units periodically 
Scan the Spectrum for page messages to see whether another 
unit wants to connect to them. 

To avoid interference between different connections and 
subnets 403-X, either a form of adaptive channel allocation 
or a form of spreading is applied. When adaptive channel 
allocation is applied, the units that want to connect perform 
measurements on the different channels and then Select the 
best channel (i.e., the least-interfered-with channel). The 
adaptive Scheme, however, has Some disadvantages com 
pared to the spreading techniques described next. First, it 
may be difficult to obtain reliable measurements on a chan 
nel due to the bursty nature of the data traffic. Second, a 
mechanism must be included Such that the units that want to 
communicate indeed Select the same (least interfered with) 
best channel, which is not a trivial task. A central controller 
is unavoidable. Instead spreading, as is also required by the 
Federal Communication Commission (FCC) in the unli 
censed band like the ISM 2.4 GHz, is a much more attractive 
method. 

For the case in which spreading is utilized, direct 
Sequence spreading or frequency-hop (FH) spreading can be 
applied to spread the interference. A Suitable air interface 
applying slow FH is described in U.S. patent application Ser. 
No. 08/685,069 (Attorney Docket No. 27951/00059 
EUS00390-RCUR), entitled “Short-Range Radio Commu 
nications System and Method of Use', which was filed on 
Jul. 23, 1996 in the name of Paul W. DENT and Jacobus C. 
HAARTSEN, which is commonly assigned to the same 
assignee as that of the present application, and which is 
hereby incorporated herein by reference. In the just 
referenced application, an air interface is described that 
obtains immunity against co-user interference and other 
jammerS by applying frequency hopping and a fast packet 
retransmission Scheme. 

Frequency hopping is preferred over direct-Sequence 
Spreading for a number of reasons. First, it is desired to be 
able to make multiple, co-located but uncoordinated ad-hoc 
connections. In this environment, direct-Sequence spreading 
would pose near-far problems. A power control mechanism 
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cannot be implemented because of the uncoordinated nature 
of the transmitters. The existence of unknown jammerS 
would also mandate the need for a rather high processing 
gain and high transmission (TX) power. The high spreading 
rate that the high processing gain would involve, would 
result in a costly transceiver design. AS to high TX power, 
this is less attractive in battery-driven user equipment. 
Finally, the best interference immunity is obtained by using 
the entire spectrum available, that is 83.5 MHz at 2.4 GHz. 
Direct-Sequence Spreading can only use part of the Spectrum 
due to bandwidth limitations in the transceiver. Instead, 
frequency hopping Systems can hop over the entire spectrum 
on average, but Still have a reasonable channel bandwidth 
instantaneously. Analogous to the IEEE 802.11 standard, the 
present invention defines 79 hops of 1 MHz width. A virtual 
channel is defined as a pseudo-random hop Sequence which 
hops on average over all 79 hops. Different connections can 
be established simultaneously by applying different Virtual 
channels. Occasionally, different Virtual channels will use 
the same hop, in which case they collide. Error recovery and 
redundancy are then used to overcome the disturbance. 
The sharing of the medium in accordance with the present 

invention compared with other Systems is further explained 
in FIGS. 5a, 5b and 5c. FIG. 5a shows a prior art single 
channel approach in which there is only one channel 503, 
and this channel 503 is identical to the medium 501, as is 
typically encountered in wired LANS. All users contend for 
the same channel 503, and TDM is utilized to give each user 
a portion of the transmission capacity. Access to the channel 
503 is controlled either centrally or in a distributed manner. 
In FIG. 5b, a prior art system is shown in which the medium 
501 is divided into several subchannels 505-X, for example 
by applying Frequency Division Multiplexing (FDM). The 
users in range establish a network using one of those 
Subchannels 505-X. This Subchannel 505-X is either fixed 
(like in HIPERLAN) or hops slowly through the entire 
medium (like in IEEE 802.11 FHSS). That is, at different 
points in time, a different subchannel 505-X is selected. 
However, at any point in time, all users contend to gain 
access to the same Subchannel. For example, in the illustra 
tion of FIG. 5b, a moment in time is shown in which each 
of the users 1 through 9 contends to gain access to Subchan 
nel 505-3. 

In FIG.5c, the multi-channel approach of the invention is 
shown. Again, the medium 501 has been divided into 
subchannels. However, a group of connected users 507-X is 
multiplexed (i.e. is frequency hopping) through all Subchan 
nels 509-X at a relatively high rate. Packets are multiplexed 
at the hop rate among the different subchannels 509-X. The 
hopping pattern represents a virtual channel. In FIG. 5c, 
three user groups 507-X are presumed: a first group 507-1 
comprising users identified as users 2, 3 and 4; a Second 
group 507-2 comprising users identified as users 5 and 8; 
and a third group 507-3 comprising users identified as users 
6, 7 and 9. In accordance with the invention, each of these 
groupS 507-X constitutes a piconet. In this example, an 
additional user, user 1, is not in any of the user groups 507-X, 
and is therefore not connected in any of the three piconets. 

It will be understood that the multi-channel approach in 
FIG. 5c gives a much higher overall throughput than the 
single-channel approach in FIG. 5b when the medium has to 
be divided into a plurality of smaller subchannels due to 
radio transceiver limitations or regulations. In the present 
invention, each piconet corresponds to a virtual channel 
using a particular sequence to multiplex (hop) through the 
Subchannels, and using a particular link address to identify 
its packets. The different piconets reuse all the Subchannels 
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in a random way; each Subchannel is used on average by all 
piconets. The sharing of the Subchannels results in a Statis 
tical multiplexing between the piconets which increases the 
efficiency under bursty traffic conditions Such as those 
encountered in data applications. Due to the fast hop rate 
(one packet per hop), the statistical multiplexing is much 
more efficient than, for example, can be obtained in 
co-located WLANs based on a FHSS 802.11 where the 
dwell time on a single channel is much longer. 
The type of service obtained with a multi-channel 

approach lies. Somewhere between a pure circuit-Switched 
Service and a pure packet-Switched Service. Virtual channels 
are defined similar to channels in connection-oriented 
packet-Switched networks. However, each virtual channel is 
uniquely coupled to two or more users and operates in a 
Synchronous manner Similar to channels in circuit-Switched 
networks. Furthermore, unlike the (sub)channels or circuits 
in circuit-Switched networks which are used exclusively by 
the connected users, the circuits in the piconets are shared on 
average among all the users. For bursty data applications this 
provides higher throughput and better usage of the medium 
due to the Statistical packet multiplexing which is not 
encountered in conventional circuit-Switched networkS. 

The discussion will now focus on exemplary techniques 
for enabling units to establish the ad hoc piconet connections 
described above. The system described here has been opti 
mized to quickly establish and end ad-hoc connections 
between arbitrary wireleSS units Scattered in a restricted area. 
Both point-to-point and point-to-multipoint connections can 
be set up. All units are peer units, each utilizing identical 
radio transceiver equipment. In accordance with one aspect 
of the invention, one unit is temporarily assigned the role of 
master whenever a connection is started. This assignment 
lasts only for the duration of the connection. Unless 
redefined, the master unit is the unit that initiates the 
connection. Each unit has a unique address, or access code, 
by which it is identified. In an exemplary embodiment, the 
address is 64-bits long, but of course, this need not be the 
case in every embodiment. The address determines the 
pseudo-random hop Sequence or virtual channel that the unit 
uses when it is a master. The master, therefore, has to 
distribute its address among the slaves So that all use the 
Same virtual hopping channel. During a connection, a very 
long hop Sequence is used in which each hop in the 79 
possible hops is visited with equal probability. The phase in 
the hop Sequence is determined by the System clock in the 
master transceiver unit. 
A unit in Standby mode wakes up at regular time intervals, 

say every T Seconds (such as every 1.28 S), to listen for a 
page message which consists of its address. This page 
message can be considered like a 64-chip direct-Sequence 
code: the receiver correlates against this code and only then 
activates the rest of the transceiver if the correlation result 
exceeds a certain threshold. Each new wake-up instant, the 
unit wakes up at a new hop according to a 32-hop wake-up 
Sequence. The 32 wake-up hops are all unique and evenly 
spread over the 2.4 GHz ISM band. Both the wake-up hops 
and the pseudo-random wake-up hop Sequence are deter 
mined by the standby unit's address. The phase in the 
Sequence is determined by the System clock of Standby unit. 
The unit trying to connect (the “paging unit”) retransmits the 
page message (which is the spreading code representing the 
recipient's address) with a high repetition rate in different 
hops. It uses the wake-up hops and the wake-up hop 
Sequence of the recipient, and tries to reach the recipient by 
Sending the page message at as many different hops in the 
wake-up hop Sequence as possible. By having an estimate of 
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the recipient System clock, the paging unit can expedite the 
acquisition because it knows when and in which hop the 
recipient will wake up. With knowledge about the recipient's 
clock, the worst-case acquisition delay is T (due to the fact 
that a standby unit only wakes up once every T Seconds). 
Without knowledge of the standby unit's clock, the worst 
case acquisition delay amounts to 2T. These delays are 
obtained in an error-free environment. If errors occur, the 
acquisition time may increase. The above-described tech 
niques for accessing a unit that is in Standby mode are more 
fully described in U.S. patent application Ser. No. 08/771, 
692, entitled “Access Technique of Channel Hopping Com 
munications System” and filed on Dec. 23, 1996 in the name 
of Haartsen et al. The U.S. patent application Ser. No. 
08/771,692 is hereby incorporated herein by reference. 
Once a connection has been established, the paging unit, 

which is designated as the master unit, conveys its address 
and its System clock to the recipient. The master code and 
clock will then be used to define the virtual FH channel. This 
master code is also used to identify the packets on the Virtual 
channel. That is, each packet on the virtual channel, irre 
Spective of which user of the Virtual channel is the Sender, 
is preceded by the master address, which acts as a link 
address. When different units in the same area establish 
different connections, they each use a different virtual chan 
nel and different link address as defined by the parameters of 
the units that initiated the connections (i.e., the master units). 

In order to allow more than two users to participate in a 
piconet, limited point-to-multipoint capabilities are defined 
in an exemplary embodiment which permit a unit assigned 
as master to connect to a plurality of Slaves. A Star topology 
results with the master in the center. Slaves cannot commu 
nicate directly with each other, but need to use the master as 
an intermediary. A polling Scheme is utilized that Schedules 
the transmissions of the different slaves. All slaves are time 
Synchronized, that is, they all listen to the master at the same 
time. Only the slave that is addressed (read polled) in the 
slave receive (RX) slot is allowed to respond in the suc 
ceeding Slave TX Slot. All units, master and Slaves, recog 
nize the packets on the virtual channel by the link code 
(which is the master address). A particular slave in the 
piconet is identified by a member address. In an exemplary 
embodiment, the member address is a 3-bit address in the 
packet header. The 3-bit address limits the number of 
participants in a piconet to eight. If a particular embodiment 
does not permit the packet header to be enlarged to include 
a wider address field, then a larger number of participants 
could be allowed by implementing a further addressing 
Scheme in the payload of the packet. 
The link between units uses a Time Division Duplex 

(TDD) scheme in which a radio transceiver alternately 
transmits and receives. A TDD frame consists of a transmit 
Slot and a receive slot. The messages to be transmitted are 
divided into packets. Each TX and RX slot can contain at 
most one TX packet and one RX packet, respectively. 
Consecutive slots use different hops as defined by the virtual 
channel. The Virtual channel provides a Synchronous link: 
units that share the Same Virtual channel hop in Synchrony 
and strictly adhere to the TDD timing. However, a slot does 
not have to be occupied. If there is no data to be sent, two 
connected units can hop in Synchrony without eXchanging 
packets. Although the Service provided by this link is by its 
nature connection-oriented, each packet contains the link 
address corresponding to the virtual channel. The channel is 
not contention-free. Rather, different virtual channels may 
occasionally use the same hop. Consequently, a recipient 
needs to examine the received link address in order to 
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identify whether the received packet is really his, or whether 
the packet is associated with another virtual channel that, by 
accident, landed on the Same receive hop as the one for the 
recipient's virtual channel. The usage of the link address is 
quite important because bursty traffic may result in empty 
slots that may accidentally be filled by other links, and 
because near-far Situations may occur in which an interfer 
ing packet completely wipes out the intended packet. 

Voice transmission is not a problem in this System because 
a Synchronous link is provided. If Voice is part of the 
information Stream, a Voice packet will be transmitted every 
TDD frame. Occasional collisions may be overcome by 
recovery techniques at the recipient, or alternatively they 
may be ignored. The latter requires that robust voice coding 
techniques like Continuous Variable Slope Delta (CVSD) 
modulation be applied. 
An Automatic Retransmission Query (ARQ) Scheme is 

applied in which the Success or failure of a packet in the 
TDD frame is directly informed in the succeeding TDD 
frame. In this way, minimal Spectrum is wasted in the ARQ 
Protocol: only failed packets are retransmitted. In addition, 
both latency and overhead are minimized (in the exemplary 
embodiment, the ARQ scheme only requires two bits in the 
packet header). The implementation of the ARQ Scheme can 
be done directly in hardware and is preferably located very 
close to the physical layer in the communications protocol. 

The Star topology and polling access Scheme of the 
present invention are a consequence of the piconet definition 
and the Strict timing Synchronization in the Virtual channel. 
If two slaves need to communicate directly with one another, 
an additional piconet is then created over which the original 
master has no direct control. One of the slaves shifts its TDD 
framing by half a frame. This slave cannot hear the master 
anymore (it acts like a master of the new piconet), and 
neither can the original master hear the slave. Although for 
a piconet, a single (virtual) channel approach is used, 
distributed control is not possible because of the Strict timing 
Synchronization applied. 
To be able to connect to a unit, it is essential that its 

address be known. In conventional LANs (including con 
ventional wireless LANs), these addresses are usually 
known to all participants of the LAN. Because all units are 
already connected with each other, the units can simply 
establish links by using the proper addresses when Sending 
a message. No connection needs to be established. The unit 
that recognizes its address simply takes the message, while 
all other units discard the message. 

Because the Scatter network is established on an ad hoc 
basis, the units do not have prior knowledge of all addresses 
of neighboring units. To Solve this problem, and in accor 
dance with another aspect of the invention, an inquiry 
procedure is provided that enables units to learn of the 
addresses of nearby units. The inquiry procedure is very 
Similar to the page procedure. Instead of a page message, an 
inquiry message is transmitted with a high repetition rate in 
different hops. In the exemplary embodiment, the inquiry 
message is a 64-bit code ordering the recipient to reveal its 
unit parameters. Like the address, the inquiry code 
determines, for example, 32 different inquiry hops and an 
inquiry hop Sequence. Units that receive an inquiry message 
respond with a single packet including the recipient's 
address, the recipient's System clock, and its class of Service 
(e.g., whether the unit is a printer, a laptop computer, a base 
Station, and the like). Units may randomly choose a return 
hop in the inquiry hop Sequence to avoid collisions. The 
inquiring unit collects all responses, and makes a list of 
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codes and clock offsets of the units that are within range. The 
information can then later be used when a connection is 
desired. Since units are moving, the inquiry procedure may 
be repeated periodically So that the list can be updated when 
neceSSary. 
The above-described process enables a unit to collect all 

of the information necessary for it to establish a piconet with 
units that are within range. However, in Some instances a 
unit may want to connect to a unit that is out of range (i.e., 
too far away for direct radio communication to take place 
between the units). In accordance with another aspect of the 
invention, this problem is Solved by utilizing an intermediate 
unit that is within range of both the Source unit and the 
destination unit. In one embodiment, the intermediate unit 
acts like a master in a point-to-multipoint configuration, and 
relays information between the two units that cannot connect 
directly. This embodiment is illustrated in FIG. 6a, in which 
two units A and B are out of range. A third unit, unit C, is 
in range of both units A and B, and is used as a master. Units 
A and B are slaves in this single piconet 601. 

In an alternative embodiment, illustrated in FIG. 6b, the 
intermediate unit that is within range of the two other units 
acts as a bridge between the Source and destination units. A 
bridge unit is a more complicated unit that is able to connect 
to two piconets. As illustrated in FIG. 6b, units A and B, 
which are out of range with respect to one another, partici 
pate in different piconets 603 and 605. The bridge unit C 
participates in each of these piconets 603 and 605. Because 
the two piconets 603 and 605 are uncoordinated, the bridge 
unit C eSSentially comprises two transceiver units, each 
participating in a different one of the piconet 603 and 605. 
Within the bridge unit C, information is transferred back and 
forth between the two transceivers. Because the bridge C 
uses two virtual channels (two piconets) instead of one, it 
provides a higher throughput between the units A and B than 
the point-to-multipoint configuration of FIG. 6a. 

In order to permit bridge configurations to be established 
in a System, a more extensive inquiry process is needed to 
enable each unit to learn the addresses of not only those units 
that are within range, but also the addresses of those 
out-of-range units that are within range of accessible bridge 
units. This more extensive inquiry process will be described 
in greater detail below. For the moment, though, it is further 
noted that if a connection is required to a unit that is out of 
range, the Source unit first establishes a connection to the 
master or bridge unit that is in range of the Source unit. Once 
a connection is established, the Source unit orders the master 
or bridge to make a further connection to the next bridge or 
to the final destination. Once a master or bridge unit has 
made the two connections, it merely relayS all incoming user 
information. Control information, however, is dealt with 
Separately. 
The use of intermediate units to Set up connections 

depends of course on the geographical distances and the 
range of a Single unit. The range of the unit's radio may be 
limited because this results in a cost-effective implementa 
tion and low power consumption. Higher power levels 
would result in an increased range and would simplify 
connectivity in the wireless LAN. However, it should be 
noted that power levels also affect the capacity of the System 
as a whole. When low power levels are utilized, the limited 
range means that piconets that are separated by a Sufficient 
geographical distance will not interfere with each other at all 
because the interference power will be lower than the 
receiver sensitivity level. 

Returning now to the inquiry proceSS by which units learn 
of the addresses of other units with which they can 
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communicate, two problems are presented if bridge unit 
capability is to be Supported: 

1) If the destination is out of range, how can a Source unit 
know of its existence? 

2) How is the address of the destination unit obtained if 
this cannot be obtained as a direct result of the Source 
units inquiry process? 

To solve both problems, the amount of information 
eXchanged during an inquiry is increased beyond that which 
was described above. That is, in addition to a unit's own 
address and its class of Service, a unit receiving an inquiry 
message also provides the inquiring unit with all addresses 
and classes of Service of the units the inquired unit can reach. 
This information will have been collected in the inquired 
unit in a previous inquiry procedure carried out by the 
inquired unit. In this way, not only are the units in range of 
the inquiring unit determined, but also the units in range of 
these inquired units are determined. The Source unit can then 
connect to a destination unit that is out of range via inter 
mediate bridge units whose addresses can be derived. This 
procedure can be repeated, in that an inquired unit not only 
provides its own address list, but also the address lists it 
received from other units which they obtained during their 
own inquiry Sessions. In this way, a unit can collect all lists 
identifying all units in the area that have the possibility of 
connecting to each other, either directly or indirectly (e.g., 
via bridge units). From the lists, the Source unit can classify 
the units according to “connectivity rings. The units 
belonging to the first connectivity ring can be reached 
directly by the Source unit. Units belonging to the Second 
connectivity ring can only be reached by the considered 
units via a bridge (or other intermediary) unit in the first 
connectivity ring. Units in the third connectivity ring can 
only be reached by applying two bridge units, one in the first 
connectivity ring, and one in the Second connectivity ring 
(which is in the first connectivity ring of the first bridge 
unit). 

To connect to a destination unit, a Source unit investigates 
the address lists with connectivity rings, and uses a tree 
tracking algorithm to determine which units will be used as 
bridge units. A connection to the destination is then estab 
lished by Subsequently making a connection first from the 
Source unit to the first bridge unit, then from the first bridge 
unit to the Second bridge unit, and So on, until the last bridge 
unit connects to the destination unit. 

The inquiry procedure will now be illustrated in connec 
tion with the exemplary configuration shown in FIG. 7. The 
peer units 1, ..., 10 are shown in a local area. Each unit is 
indicated by a node and number. Potential connections can 
be established between certain units, as shown by the dashed 
lines. It can be seen in this example that not all units can 
directly reach each other, for example, unit 9 is in the 
coverage area of, and can therefore connect to, units 2, 8 and 
10, but cannot reach the other units 1, 3, 4, 5, 6 and 7. This 
may be caused by additional propagation losses (radio 
Shadowing) or other conditions that block a possible radio 
connection. 
When broadcasting an inquiry, unit 9 will get a response 

from units 2, 8 and 10, which will reveal their addresses and 
classes of Service. The “first-order” address list in unit 9 is 
thus {2, 8, 10}. These are the addresses of the units in the 
first connectivity ring of unit 9. (Of course, unit 9 also 
retains lists of other information, Such as classes of Service, 
in connection with the nearby units. For the sake of 
simplicity, all of this information will henceforth be referred 
to generally as addresses.) In addition to their own address, 
each unit 2, 8, and 10 gives unit 9 its respective first-order 
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address list. These lists will, of course, include the address 
of unit 9 if unit 9 has been in the local area long enough to 
have received and responded to an inquiry from these other 
units. For example, unit 2 will give its first-order address list 
including 1,3, 6, 7 and 9. With the address list received from 
units 2, 8 and 10, unit 9 can generate a Second-order address 
list that includes all units in the first-order lists from the 
other units, not covered in the first-order address list of unit 
9 and excluding unit 9 itself. 
Comparing unit 2's first-order address list {1, 3, 6, 7,9} 

and unit 9's first-order address list {2, 8, 10, unit 9's 
Second-order address list will at least include units 1, 3, 6 
and 7. By using the first-order address lists of units 8 and 10 
as well, the final second-order address list in unit 9 will read 
{1, 3, 6, 7}. It will be understood that this process can be 
extended to more remote units, that is, units can also give 
their second-order address lists to unit 9, which can then be 
used as the basis for generating a third-order address list, and 
SO O. 

This extended inquiry process is illustrated in FIG. 8, in 
which the i-th order address list of an arbitrary unit j is 
indicated as L(i,j). In FIG. 8, only the address lists necessary 
for unit 9 have been considered. Unit 9 has a first-order list 
of L(1.9)={(2, 8, 10. Units 2, 8 and 10 themselves have 
first-order lists L(1,2), L(1.8), L(1,10) as shown in the 
figure. The lists L(12), L(1.8), L(1,10) are supplied to unit 
9 by the respective units 2, 8 and 10 in response to unit 9's 
inquiry. From these lists, unit 9 itself can form a second 
order list L(2.9) by merging L(12), L(1.8) and L(1,10) and 
removing references to itself as well as references to any 
other units that are already included in its own first-order 
list, L(1.9). In this example, this results in the second-order 
list L(2.9)= {1, 3, 6, 7}. The units identified in this list cannot 
be reached by unit 9 directly, but can be reached by the use 
of a single bridge unit. Thus, the units listed in L(2.9) form 
the Second connectivity ring as Seen from unit 9. 
The above-described procedure can be extended still 

further because units 2, 8 and 10 can also derive their 
second-order lists (L(2.2), L(2.8) and L(2,10), respectively) 
and provide these lists to unit 9. After merging and filtering 
these lists, unit 9 can derive a third-order list L(3,9)={4,5}. 
With the lists as shown in FIG. 8, a connectivity tree can be 
generated that includes the possible connections. The con 
nectivity tree 901 for the exemplary unit 9 is shown in FIG. 
9. Each node in the connectivity tree 901 represents a 
particular one of the units 1,..., 10., and a branch represents 
a possible connection. At the top of the connectivity tree 901 
is the considered unit, which in this example is unit 9. 
The connectivity tree can also be generated by merely 

considering all first-order address lists from all units, and 
following the rule that a higher-numbered connectivity ring 
cannot include units that have already been encountered in 
lower-numbered connectivity rings to exclude loops. 
The above-described extended inquiry technique and the 

connectivity tree, Such as the exemplary one shown in FIG. 
9, enable each Source unit to find the shortest route (using the 
minimum number of bridge units) to the destination unit. 
However, this technique does not take into account the fact 
that certain units may not be capable of operating as bridges, 
or may currently be busy leaving them without the radio 
resources necessary for relaying information between other 
units. Because they operate on battery power, it is usually 
preferable that portable devices not be used as bridge 
devices. Therefore, the Source unit might not be able to use 
the Shortest route. In that case, the above-described tech 
niques provide too little information. 

In order to address this problem, an alternative embodi 
ment will now be described that makes use of another tree 
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structure. Referring now to FIG. 10, unit 9 is able to utilize 
only first-order address lists to create a Second connectivity 
tree 1001. As with the first connectivity tree 901, unit 9 is at 
the top of the connectivity tree 1001. There are three units 
that can be connected to unit 9 directly, namely, units 2, 8 
and 10. These units 2, 8 and 10 constitute a first connectivity 
ring 1003. In this discussion, the relationship between a unit 
and the other units to which it can directly connect will be 
referred to as a parent-child relationship. Thus, for example, 
unit 9 is a parent whose children are the units 2, 8 and 10. 
These children, when considered as parents themselves, 
each have their own children, and So on. 

Each parent knows its children by means of its first-order 
address list. To Set up a connectivity tree Such as the Second 
connectivity tree 1001, it is only necessary to know first 
order address lists. It is desired to reduce the size of the tree 
by removing all unnecessary nodes and branches. To accom 
plish this reduction, the following rules are applied: 

1) Descendants (e.g., children, grandchildren, great 
grandchildren, and So on) of a parent cannot have the 
Same name (i.e., unit address) as that parent; 

2) Descendants of a child of a parent cannot have the same 
name as any of the children of that parent; and 

3) Any child of a parent cannot have the same name as any 
of the other children of that parent. 

The second connectivity tree 1001 is a result of following 
this rule with respect to the exemplary units depicted in FIG. 
7. For example, consider either occurrence of unit 5 in the 
third connectivity ring 1007. As can be seen from FIG. 7, 
unit 5's first-order connectivity list, L(1,5)={4,6}. However, 
if unit 5 were allowed to have a child unit 4 in the fourth 
connectivity ring 1009, this would violate the second rule, 
because unit 5, as a child of unit 6, also has a sibling (i.e., 
another child of unit 6) identified as unit 4. 

Also, if unit 5 were allowed to have a child unit 6 in the 
fourth connectivity ring 1009, this would violate the first 
rule because this child unit 6 would have a grandparent (in 
the second connectivity ring 1005) that is also identified as 
unit 6. 

Thus, the tree cannot be extended at any of the nodes 
representing unit 5 in the third connectivity ring 1007. 
However, there are also nodes representing unit 5 in the 
fourth connectivity ring 1009, because their placement did 
not violate any rules. 

The tree is built from first-order connectivity lists and 
reduced according to the two rules Set forth above until no 
new nodes can be added. At this point, the tree is finished, 
and all available connectivity information is present in the 
considered unit. 

It will be understood that a second connectivity tree 1001 
such as the one depicted in FIG. 10 can be generated in a 
considered unit (e.g., unit 9) as Soon as that unit has received 
all first-order address lists. To facilitate the collection of this 
information, a unit that receives an inquiry preferably 
responds with not only its own first-order address list, but 
also with the first-order address lists of every other node that 
it knows about. It will also be understood that each unit can 
generate a similar tree, with its own unit address at the top. 

It can be seen that of the first, Second and third connec 
tivity rings 903, 905 and 907 of the first connectivity tree 
901 (FIG. 9) is identical to the first, second and third 
connectivity rings 1003, 1005 and 1007 of the second 
connectivity tree 1001 (FIG. 10). However, the second 
connectivity tree 1001 differs from the first connectivity tree 
901 in that it has an additional connectivity ring, namely, the 
fourth connectivity ring 1009. The reason why this fourth 
connectivity ring 1009 exists in the second connectivity tree 
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1001 (and, therefore, why the second connectivity tree 1001 
contains more information than the first connectivity tree 
901) is because the reduction criteria that were applied to the 
second connectivity tree 1001 were not designed to mini 
mize the number of connectivity rings. 
AS Soon as the connectivity tree in a unit is determined, 

the connectivity is known because, for each unit in the tree, 
the address is known and the route to reach it is known. In 
addition, because the class of Service for each unit is known, 
the capabilities of all units are completely known. 
To connect to a unit in the tree, the top unit (acting as 

Source unit) can Select routes downwards in order to connect 
to the destination unit. Different routes can exist. For 
example, suppose that in the example of FIG. 7, unit 9 wants 
to connect to unit 6. Referring now to FIG. 11, it can be seen 
from the second connectivity tree 1001 that there are three 
different routes that may be followed: a first route 1101, a 
Second route 1103 and a third route 1105. The route selection 
procedure can be based on any combination of the following 
factors: 

the number of bridge units that have to be used for each 
of the routes 1101, 1103 and 1105; 

whether, for each possible route 1101, 1103 and 1105, the 
intermediate nodes have the capability of functioning 
as a bridge units (i.e., whether the intermediate nodes 
have the capability of relaying the information to be 
eXchanged back and forth and an adequate power 
Supply for doing SO); 

whether, for each possible route 1101, 1103 and 1105, all 
bridge units within the route can provide the data rates 
desired for the connection between the Source and 
destination unit; 

whether, for each possible route 1101, 1103 and 1105, 
each of the bridge units currently has radio resources 
available to Support the relay function; 

for each possible route 1101, 1103 and 1105, the number 
of branches leaving the bridge units. The more 
branches from a branch unit, the more interference the 
bridge unit can cause to other units. Conversely, the 
fewer branches there are from a bridge unit, the better 
because it will be less interfered by and will produce 
leSS interference to other units. 

The first condition (i.e., a consideration of the number of 
bridge units in a given route) can be illustrated when 
comparing the first, second and third routes 1101, 1103 and 
1105. The first route 1101 (i.e., 9->2->6) and the second 
route 1103 (i.e., 9->8->6) would each require one bridge 
unit, whereas the third route 1105 (i.e., 9->10->1->4->6) 
would require three bridge units. ASSuming that each of the 
bridge units in this example can be used as bridge units with 
the proper characteristics, then the first and Second routes 
1101 and 1103 should be preferred because of the fewer 
number of required bridge nodes. However, if in addition, 
the number of branches leaving the bridge units is important, 
then the second route 1103 is preferable to the first route 
1101 because bridge unit 8 will produce less interference 
than bridge unit 2. (This conclusion is reached by consid 
ering the fact that four branches leave bridge unit 2 com 
pared to only two branches leaving bridge unit 8.) 

If, however, units 2 and 8 are portable units, are busy, or 
cannot relay information, then the only route left is the third 
route 1105. Note that this alternative route does not exist in 
the first connectivity tree 901, which was reduced using the 
criterion of a minimal number of bridges. 
Assuming that the second route 1103 is selected, the 

connection may be established by unit 9 first connecting to 
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unit 8 with a request for unit 8 to act as a bridge unit and to 
establish a bridge connection to unit 6. Unit 8 will then 
establish a connection to unit 6, and then link the two 
connections to units 6 and 9 to provide the second route 1103 
(i.e., 9->8->6). 
A self-organized wireless LAN (WLAN) technology has 

been described. As with the standard WLANS, the inventive 
self-organized WLAN system can make use of a wired LAN 
to which the individual wireless units form wireless exten 
Sions. The desirability of this approach depends on the 
particular application. In low-cost applications where no 
LAN exists yet (e.g., residential applications), the Self 
organized WLAN’s plug-and-play Scenario with a complete 
wireleSS connectivity may be more advantageous than rely 
ing on a wired backbone. Both extended range and capacity 
can be Simply obtained by disposing more bridge units at 
Strategic positions. When the wireleSS units hit a low target 
price, this will be a cheaper approach than using a wired 
backbone. A wired backbone would require a complete extra 
LAN with all its protocols and hardware. Even if a cheap 
medium like the power Supply lines or TV cables are used, 
the infrastructure required to run information through this 
medium would still remain. There will always be a need for 
a converting unit to bridge between the wired LAN and the 
wireless LAN domain. This converting bridge unit will 
probably not be cheaper than a purely wireleSS bridge 
provided by two wireleSS transceivers. 

Another issue is the wireleSS extension to an existing 
wired LAN. One or several wireless units can act as fixed 
parts within a WLAN. Each fixed wireless unit can set up a 
piconet and can then act as a master. (Note that several 
wireless units can be co-located in the same fixed part.) The 
protocols for the wireleSS units will only be valid for the 
lower-level communications. Any wired LAN protocols to 
be extended to the portable unit should be handled at higher 
levels; that is the wireless portion of the LAN should be 
transparent to them. In addition to connections to the fixed 
points, the portable wireleSS units in range can always 
establish an ad-hoc piconet among themselves. This off 
loads the Wired LANs and increases capacity because an 
intermediary (i.e. the fixed part) is not required if a connec 
tion can be established directly. 
An exemplary System for carrying out the various inven 

tive features will now be described with reference to FIG. 
12. Two wireleSS units are shown: a first unit, designated as 
a master unit 1201; and a Second unit, designated as a Slave 
unit 1203. Each of these units is shown as comprising only 
those means for carrying out the indicated functions asso 
ciated with the respective roles of “master” and “slave.” It 
will be recognized, however, that the allocation of roles as 
exclusively master and exclusively slave is done here merely 
to facilitate the discussion about the invention, and that the 
invention encompasses those units that include all of the 
necessary components for acting as both master and Slave. 
It is further noted that only those components that are 
directly related to the invention are illustrated. However, 
those skilled in the art will recognize that each of the master 
and slave units 1201, 1203 includes additional components, 
Such as transceivers and the like, which are well-known and 
which are necessary for carrying out the wireleSS commu 
nication aspects of the invention. 

ASSociated with the master unit 1201 is a master address 
1205, which is a code that uniquely identifies this unit in the 
system. The master unit 1201 also includes a master clock 
1207. 

In order to be able to establish connections, it is necessary 
for the master unit 1201 to know the addresses of the other 
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units with which a connection can be established. To per 
form this function, the master unit 1201 includes an inquiry 
means 1209 that operates as means for Sending out inquiry 
messages as described above. The inquiry means 1209 also 
collects the responses (address and topology information 
1211) and organizes it in accordance with the connectivity 
tree techniques described above. 
The slave unit 1203 is similarly associated with a slave 

address 1213, and similarly includes a slave clock 1215 
which need not be synchronized with the master unit 1201. 
In order to be able to respond to inquiries from the master 
unit 1201, the slave unit includes an inquiry response means 
1217 whose job is to recognize received inquiries, and to 
generate and transmit an appropriate response back to the 
master unit 1201. AS indicated earlier, the response may 
comprise not only the slave address 1213, but also other 
information Such as the Slave's class of Service, and the 
Slave's present clock reading. 

In order to enable the master unit 1201 to establish a 
connection with the slave unit 1203, it is further provided 
with a paging means 1219 that sends out a page message as 
described above. The page message includes the Slave 
address, which information is obtained from the inquiry 
means 1209. (Of course, if the topology requires that the 
connection be established through a bridge node (not 
shown), the page message would include the address of the 
bridge node. In one embodiment, the page message may also 
include a request to establish a connection with the slave unit 
1203. In an alternative embodiment, the page message 
Serves only to establish a connection with the bridge node. 
After the bridge node connection is established, the master 
unit 1201 then issues a request for the bridge to establish a 
connection with the slave unit 1203.) 
When not in use, the slave unit 1203 is preferably in a 

Standby mode. Accordingly, a wake-up means 1221 is 
provided in the slave unit 1203. The wake-up means 1221 
includes a timer 1223 which causes the slave unit 1203 to 
wake up periodically to determine whether a received page 
message is intended for this slave unit 1203. An address 
compare unit 1225 is provided for this purpose. If the slave 
address 1213 matches the received page address, then 
response means 1227 within the wake-up means 1221 
generates and transmits an appropriate response back to the 
master unit 1201. 
One aspect of the present invention is the fact that both the 

master unit 1201 and the slave unit 1203 utilize a frequency 
hopping communication System. As a consequence of this, 
the slave unit 1203 wakes up in any one of a number of 
predetermined paging hop frequencies. Because the master 
unit 1201 does not know exactly in which hop frequency the 
Slave unit 1203 will awaken, it retransmits the page message 
with a high repetition rate in different hops. It uses the 
wake-up hopS and the wake-hop Sequence of the recipient, 
and tries to reach the recipient by Sending the page message 
at as many different hops as possible. The Sequence of 
wake-up hopS is generated by a paging channel generator 
1229 within the paging means 1219. A preferred technique 
for accessing a unit that is in Standby mode is more fully 
described in the above-referenced U.S. patent application 
Ser. No. 08/771,692, entitled “Access Technique of Channel 
Hopping Communications System” and filed on Dec. 23, 
1996 in the name of Haartsen et al. 
Once a connection has been established, the master unit 

1201 conveys its master address 1205 and master clock 1207 
to the slave unit 1203. The master address 1205 and master 
clock 1207 are then used to define the virtual frequency 
hopping channel that will be used in communications 
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between the master unit 1201 and the slave unit 1203. In the 
master unit 1201, master communication means include a 
channel Select unit 1231 that generates the hop frequencies 
at appropriate times, based on the master address 1205 
(which determines the hop sequence) and the master clock 
1207 (which determines the phase within the hop sequence). 

In the slave unit 1203, a channel select unit 1235 is 
similarly included within slave communications means 1233 
in order to generate the hop frequencies at appropriate times, 
based on the master address (which determines the hop 
sequence) and the master clock 1207. In a preferred 
embodiment, it is unnecessary for the slave unit 1203 to 
reset its slave clock 1215 to match that of the master unit 
1201. Instead, when the master clock 1207 is first received 
by the slave unit 1203, the difference between the master 
clock 1207 and the slave clock 1215 is determined and 
Stored. Then, whenever a current master clock value is 
needed within the slave unit 1203, it is calculated based on 
the stored difference and the current slave clock 1215. 

In order to accommodate the possibility that more than 
one slave unit 1203 may be connected to the same master 
unit 1201, the slave unit 1203 further includes a second 
address compare unit 1237. AS mentioned earlier, each 
communication in the piconet includes the address of the 
intended recipient. Thus, the purpose of the Second address 
compare unit 1237 is to compare a received destination 
address with the slave units own slave address 1213 to 
determine whether it is the intended recipient of a received 
communication. 

The invention has been described with reference to a 
particular embodiment. However, it will be readily apparent 
to those skilled in the art that it is possible to embody the 
invention in specific forms other than those of the preferred 
embodiment described above. This may be done without 
departing from the spirit of the invention. The preferred 
embodiment is merely illustrative and should not be con 
sidered restrictive in any way. The Scope of the invention is 
given by the appended claims, rather than the preceding 
description, and all variations and equivalents which fall 
within the range of the claims are intended to be embraced 
therein. 
What is claimed is: 
1. A wireleSS network comprising: 
a master unit; and 
a slave unit, 
wherein the master unit comprises: 
means for Sending a master address to the slave unit; 
means for Sending a master clock to the slave unit; and 
means for communicating with the slave unit by means 

of a virtual frequency hopping channel; 
wherein the slave unit comprises: 
means for receiving the master address from the master 

unit; 
means for receiving the master clock from the master 

unit, and 
means for communicating with the master unit by 
means of the virtual frequency hopping channel; and 

wherein: 
a hopping Sequence of the virtual frequency hopping 

channel is a function of the master address, and the 
master address is a unique unit identifying address, 
and 

a phase of the hopping Sequence is a function of the 
master clock. 

2. The wireless network of claim 1, wherein: 
the master unit further comprises means for transmitting 

an inquiry message that Solicits a Slave address from 
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the Slave unit, wherein the Slave address is a unique unit 
identifying address, and 

the slave unit further comprises: 
means for receiving the inquiry message; and 
means, responsive to the inquiry message, for trans 

mitting the Slave address to the master unit. 
3. The wireless network of claim 2, wherein the master 

unit further comprises: 
means for receiving Slave address and topology informa 

tion from more than one Slave unit; and 
means for generating a configuration tree from the address 

and topology information. 
4. The wireless network of claim 3, wherein the master 

unit further includes means for utilizing the configuration 
tree to determine a route for a connection between the master 
unit and the Slave unit. 

5. The wireless network of claim 3, wherein: 
the slave address and topology information comprises an 
own address from each of the more than one slave units 
and only first order address lists from each of the more 
than one Slave units, and 

the means for generating the configuration tree from the 
address and topology information comprises: 
means for generating in connectivity rings from the first 

order address lists, wherein n is a positive integer, 
and wherein the generating means generates each of 
the connectivity rings in accordance with a rule that 
a higher-numbered connectivity ring cannot include 
nodes representing units that are already represented 
by a node in a lower-numbered connectivity ring. 

6. The wireless network of claim 3, wherein: 
the slave address and topology information comprises an 
own address from each of the more than one slave units 
and only first order address lists from each of the more 
than one Slave units, and 

the means for generating the configuration tree from the 
address and topology information comprises: 
means for generating in connectivity rings from the first 

order address lists, wherein n is a positive integer, 
and wherein the generating means generates each of 
the connectivity rings by considering a present num 
bered connectivity ring having parent nodes, and 
including in a next higher-numbered connectivity 
ring those nodes representing all children of the 
parent nodes that Satisfy the following rules: 
no descendant of a parent can represent the same unit 

as is represented by the parent; 
no descendant of a child of the parent can represent 

the same unit as any of the children of the parent; 
and 

no child of any parent can have the same name as any 
other child of Said any parent. 

7. A method for generating a connectivity tree for use in 
determining a connection route between a first wireleSS unit 
and any of a number of other wireleSS units, the method 
comprising the Steps of: 

in the first wireleSS unit, receiving address and topology 
information from each of the other wireleSS units, 
wherein the address and topology information com 
prises an own address from each of the other wireleSS 
units and only first order address lists from each of the 
other wireleSS units, and 

in the first wireleSS unit, generating in connectivity rings 
from the first order address lists, wherein n is a positive 
integer, and wherein each of the connectivity rings is 
generated in accordance with a rule that a higher 
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numbered connectivity ring cannot include nodes rep 
resenting units that are already represented by a node in 
a lower-numbered connectivity ring. 

8. A method for generating a connectivity tree for use in 
determining a connection route between a first wireleSS unit 
and any of a number of other wireleSS units, the method 
comprising the Steps of: 

in the first wireleSS unit, receiving address and topology 
information from each of the other wireleSS units, 
wherein the address and topology information com 
prises an own address from each of the other wireleSS 
units and only first order address lists from each of the 
other wireleSS units, and 

in the first wireleSS unit, generating in connectivity rings 
from the first order address lists, wherein n is a positive 
integer, and wherein each of the connectivity rings is 
generated by considering a present numbered connec 
tivity ring having parent nodes, and including in a next 
higher-numbered connectivity ring those nodes repre 
Senting all children of the parent nodes that Satisfy the 
following rules: 
no descendant of a parent can represent the same unit 

as is represented by the parent; 
no descendant of a child of the parent can represent the 
Same unit as any of the children of the parent; and 

no child of any parent can have the same name as any 
other child of Said any parent. 

9. A wireleSS network having a Scatter topology, the 
wireleSS network comprising: 

a first master unit; 
a Second master unit; 
a first Slave unit; and 
a second slave unit, 
wherein the first master unit comprises: 
means for Sending a first master address to the first 

Slave unit; 
means for Sending a first master clock to the first Slave 

unit, and 
means for communicating with the first slave unit by 
means of a first virtual frequency hopping channel; 

wherein the first Slave unit comprises: 
means for receiving the first master address from the 

first master unit; 
means for receiving the first master clock from the first 

master unit; and 
means for communicating with the first master unit by 
means of the first virtual frequency hopping channel; 

wherein the Second master unit comprises: 
means for Sending a Second master address to the 

Second Slave unit; 
means for Sending a Second master clock to the Second 

Slave unit; 
means for communicating with the Second Slave unit by 
means of a Second virtual frequency hopping chan 
nel; 

wherein the Second Slave unit comprises: 
means for receiving the Second master address from the 

Second master unit; 
means for receiving the Second master clock from the 

Second master unit; and 
means for communicating with the Second master unit 
by means of the first Virtual frequency hopping 
channel; and 

wherein: 
a first hopping Sequence of the first virtual frequency 

hopping channel is a function of the first master 
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address, and the first master address is a unique unit 
identifying address, 

a phase of the first hopping Sequence is a function of the 
first master clock; 

a Second hopping Sequence of the Second virtual fre 
quency hopping channel is a function of the Second 
master address, 

a phase of the Second Sequence is a function of the 
Second master clock; 

the first master clock is uncoordinated with the Second 
master clock, and 

the first Virtual frequency hopping channel uses the 
Same radio spectrum as the Second Virtual frequency 
hopping channel, 

whereby the first virtual frequency hopping channel is 
different from the Second Virtual frequency hopping 
channel, thereby permitting communication between 
the first master unit and the first slave unit to take 
place without Substantially interfering with commu 
nication between the Second master unit and the 
Second Slave unit. 

10. The wireless network of claim 9, wherein: 
each of the first and Second master units further comprises 
means for transmitting an inquiry message that Solicits 
a slave address from the first and Second Slave units, 
and 

each of the first and Second Slave units further comprises: 
means for receiving the inquiry message; and 
means, responsive to the inquiry message, for trans 

mitting the Slave address to the first and Second 
master units. 

11. The wireless network of claim 10, wherein each of the 
first and second master units further comprises: 
means for receiving Slave address and topology informa 

tion from more than one Slave unit; and 
means for generating a configuration tree from the address 

and topology information. 
12. The wireless network of claim 11, wherein each of the 

first and Second master units further includes means for 
utilizing the configuration tree to determine a route for a 
connection between the first and Second master unit and the 
respective first and Second slave units. 

13. The wireless network of claim 11, wherein: 
the slave address and topology information comprises an 
own address from each of the more than one slave units 
and only first order address lists from each of the more 
than one Slave units, and 

the means for generating the configuration tree from the 
address and topology information comprises: 
means for generating in connectivity rings from the first 

order address lists, wherein n is a positive integer, 
and wherein the generating means generates each of 
the connectivity rings in accordance with a rule that 
a higher-numbered connectivity ring cannot include 
nodes representing units that are already represented 
by a node in a lower-numbered connectivity ring. 

14. The wireless network of claim 11, wherein: 
the slave address and topology information comprises an 
own address from each of the more than one slave units 
and only first order address lists from each of the more 
than one Slave units, and 

the means for generating the configuration tree from the 
address and topology information comprises: 
means for generating in connectivity rings from the first 

order address lists, wherein n is a positive integer, 
and wherein the generating means generates each of 
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the connectivity rings by considering a present num 
bered connectivity ring having parent nodes, and 
including in a next higher-numbered connectivity 
ring those nodes representing all children of the 
parent nodes that Satisfy the following rules: 
no descendant of a parent can represent the same unit 

as is represented by the parent; 
no descendant of a child of the parent can represent 

the same unit as any of the children of the parent; 
and 

no child of any parent can have the same name as any 
other child of Said any parent. 

15. The network of claim 1, wherein the unique unit 
identifying address is 64 bits long. 

16. The network of claim 1, wherein the virtual frequency 
hopping channel is includes 79 hops of 1 MHZ width. 

17. The network of claim 1, wherein only one packet is 
transmitted between the master unit and Slave unit per 
frequency hop. 

18. The network of claim 1, wherein packets transmitted 
from the master unit and from the slave unit include the 
master unit's unique unit identifying address. 

19. The network of claim 1, wherein the network further 
comprises: 

another slave unit, wherein the slave unit and the another 
slave unit can communicate with each other over the 
frequency hopping channel only through the master 
unit. 

20. The network of claim 19, wherein the slave and the 
another slave each have a unique unit identifying address 
and the slave and the another slave is identified in the 
network by a member address. 

21. The network of claim 20, wherein the member address 
is a three bit address. 

22. The network of claim 1, wherein the virtual frequency 
hopping channel includes a plurality of time division duplex 
frames, each time division duplex frame consisting of a 
transmit slot and a receive slot. 

23. The network of claim 1, wherein the slave examines 
each received packet to determine whether the packet 
includes the master node's unique unit identifying address. 

24. The network of claim 1, wherein the network imple 
ments an automatic retransmission query (ARQ) Scheme for 
transmitted packets. 
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25. The network of claim 24, wherein the Success or 

failure of a packet in a frame is indicated in a Succeeding 
frame. 

26. The network of claim 19, wherein if the slave unit and 
the another Slave unit need to communicate directly with one 
another, the slave unit and the another Slave unit commu 
nicate over another virtual frequency hopping Sequence, 
wherein the hop Sequence of the another virtual frequency 
hopping Sequence is a function of an address of the Slave 
unit or the another Slave unit, and the phase of the hopping 
Sequence is a function of the clock of the Slave unit or the 
another slave unit. 

27. The network of claim 1, wherein the slave unit does 
not reset its clock to correspond to the master clock. 

28. A wireleSS network comprising: 
a master unit; and 
a slave unit, 
wherein the master unit comprises: 

means for Sending a master address to the Slave unit; 
means for Sending a master clock to the Slave unit; 
means for communicating with the Slave unit by means 

of a virtual frequency hopping channel; 
means for transmitting an inquiry message that Solicits 

the Slave address from the slave unit; and 
means for transmitting a page message that includes a 

request to establish a connection with the Slave unit; 
wherein the slave unit comprises: 

means for receiving the master address from the master 
unit, 

means for receiving the master clock from the master 
unit, 

means for communicating with the master unit by 
means of the virtual frequency hopping channel; 

means for receiving the inquiry message; 
means, responsive to the inquiry message, for trans 

mitting the Slave address to the master unit; and 
wherein: 

a hopping Sequence of the virtual frequency hopping 
channel is a function of the master address, and 

a phase of the hopping Sequence is a function of the 
master clock. 
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