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1. I have been retained on behalf of Intertrust Technologies Corporation 

("Patent Owner" or "Intertrust") in connection with the above-captioned inter partes 

review (IPR).  I have been retained to provide my opinions in support of Intertrust’s 

Patent Owner Response. I am being compensated for my time at the rate of $650 per 

hour.  I have no interest in the outcome of this proceeding. 

2. In preparing this declaration, I have reviewed and am familiar with the 

Petition for IPR2020-00660, U.S. Patent No. 6,785,815, ("the ’815 patent") and its 

file history, and all other materials cited and discussed in the Petition (including the 

declaration and deposition transcript of Vijay Madisetti, Ph.D) and cited and 

discussed in this Declaration.  

3. I understand the Petition proffers two invalidity grounds for claims 42 

and 43 (the "Challenged Claims") of the ’815 patent (Ex. 1001): (1) obviousness 

over PCT Publication WO 99/40702 ("Hanna") in view of U.S. Patent No. 5,629,980 

("Stefik") (Petition at 19-41); and (2) obviousness over U.S. Patent No. 6,009,176 

("Gennaro") (Petition at 42-59). 

4. The statements made herein are based upon my own knowledge and 

opinion. This Declaration represents only the opinions I have formed to date. I may 

consider additional documents as they become available or other documents that are 

necessary to form my opinions. I reserve the right to revise, supplement, or amend 

my opinions based on new information and on my continuing analysis. 
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I. QUALIFICATIONS 

5. My qualifications can be found in my Curriculum Vitae (Appendix A), 

which includes my detailed employment background, professional experience, and 

list of technical publications and patents.  

6. I am currently Principal Scientist at ByteDance and the CTO at 

ZapFraud, a cybersecurity company that develops techniques to detect deceptive 

emails, such as Business Email Compromise emails.  At ByteDance and at 

ZapFraud, my research studies and addresses abuse, including social engineering, 

malware and privacy intrusions.  My work primarily involves identifying risks, 

developing protocols and user experiences, and evaluating the security of proposed 

approaches. 

7. I received a Master of Science degree in Computer Engineering from 

the Lund Institute of Technology in Sweden in 1993, a Master of Science degree in 

Computer Science from the University of California at San Diego in 1994, and a 

Ph.D. in Computer Science from the University of California at San Diego in 1997, 

specializing in Cryptography. During and after my Ph.D. studies, I was also a 

researcher at the San Diego Supercomputer Center, where I did research on 

authentication and privacy. 

8. From 1997 to 2001, I was a Member of Technical Staff at Bell Labs, 

where I did research on authentication, privacy, multi-party computation, contract 
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exchange, digital commerce including crypto payments, and fraud detection and 

prevention.  From 2001 to 2004, I was a Principal Research Scientist at RSA Labs, 

where I worked on predicting future fraud scenarios in commerce and authentication 

and developed solutions to those problems.  During that time, I predicted the rise of 

what later became known as phishing. I was also an Adjunct Associate Professor in 

the Computer Science department at New York University from 2002 to 2004, where 

I taught cryptographic protocols. 

9. From 2004 to 2016, I held a faculty position at the Indiana University 

at Bloomington, first as an Associate Professor of Computer Science, Associate 

Professor of Informatics, Associate Professor of Cognitive Science, and Associate 

Director of the Center for Applied Cybersecurity Research (CACR) from 2004 to 

2008; and then as an Adjunct Associate Professor from 2008 to 2016. I was the most 

senior security researcher at Indiana University, where I built a research group 

focused on online fraud and countermeasures, resulting in over 50 publications and 

two books. 

10. While a professor at Indiana University, I was also employed by Xerox 

PARC, PayPal, and Qualcomm to provide thought leadership to their security 

groups. I was a Principal Scientist at Xerox PARC from 2008 to 2010, a Director 

and Principal Scientist of Consumer Security at PayPal from 2010 to 2013, a Senior 

Director at Qualcomm from 2013 to 2015, Chief Scientist at Agari from 2016 to 
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2018, and Chief of Security and Data Analytics at Amber Solutions from 2018 to 

2020.  

11. Agari is a cybersecurity company that develops and commercializes 

technology to protect enterprises, their partners and customers from advanced email 

phishing attacks.  At Agari, my research studied and addressed trends in online fraud, 

especially as related to email, including problems such as Business Email 

Compromise, Ransomware, and other abuses based on social engineering and 

identity deception. My work primarily involved identifying trends in fraud and 

computing before they affected the market, and developing and testing 

countermeasures, including technological countermeasures, user interaction and 

education.  

12. Amber Solutions is a cybersecurity company that develops home and 

office automation technologies.  At Amber Solutions, my research addressed 

privacy, user interfaces and authentication techniques in the context of ubiquitous 

and wearable computing.  

13. I have founded or co-founded several successful computer security 

companies. In 2005 I co-founded RavenWhite Security, a provider of authentication 

solutions, and I am currently its Chief Technical Officer.  In 2007 I co-founded 

Extricatus, one of the first companies to address consumer security education. In 

2009 I founded FatSkunk, a provider of mobile malware detection software; I served 
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as Chief Technical Officer of FatSkunk from 2009 to 2013, when FatSkunk was 

acquired by Qualcomm and I became a Qualcomm employee. In 2013 I founded 

ZapFraud, a provider of anti-scam technology addressing Business Email 

Compromise, and I am currently its Chief Technical Officer. In 2014 I co-founded 

RightQuestion, a security consulting company. 

14. I have additionally served as a member of the fraud advisory board at 

LifeLock (an identity theft protection company); a member of the technical advisory 

board at CellFony (a mobile security company); a member of the technical advisory 

board at PopGiro (a user reputation company); a member of the technical advisory 

board at MobiSocial dba Omlet (a social networking company); and a member of 

the technical advisory board at Stealth Security (an anti-fraud company).  I have 

provided anti-fraud consulting to KommuneData (a Danish government entity), J.P. 

Morgan Chase, PayPal, Boku, and Western Union. 

15. I have authored seven books and over 100 peer-reviewed publications, 

and have been a named inventor on over 100 patents and patent applications. 

16. My work has included research in the area of applied security, privacy, 

cryptographic protocols, authentication, malware, social engineering, usability and 

fraud. 

17. I have been engaged as a technical expert in over 40 computer-related 

cases, including numerous cases involving Internet security. 
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II. LEGAL UNDERSTANDING 

A. Legal Principles 

18. I am not a lawyer and will not provide any legal opinions.  Though I 

am not a lawyer, I have been advised that certain legal standards are to be applied 

by technical experts in forming opinions regarding the meaning and validity of 

patent claims. 

1. Priority 

19. I am informed and understand that for a patent to claim the benefit of 

an  earlier provisional application, the provisional must comply with the written 

description requirement of 35 U.S.C. §  112.  To satisfy the written description 

requirement, the specification of the provisional must contain a written description 

of the claimed invention and the manner and process of making and using it, in such 

full, clear, concise, and exact terms to enable an ordinarily skilled artisan to practice 

the invention.  Moreover, the provisional application must describe the later claimed 

invention in sufficient detail that a person of ordinary skill in the art can clearly 

conclude that the inventor had possession of the claimed invention as of the 

provisional filing date. 

2. Obviousness 

20. I understand that to obtain a patent, a claimed invention must have, as 

of the priority date, been nonobvious in view of prior art in the field.  I understand 
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that an invention is obvious when the differences between the subject matter sought 

to be patented and the prior art are such that the subject matter as a whole would 

have been obvious at the time the invention was made to a person having ordinary 

skill in the art. 

21. I understand that to prove that prior art, or a combination of prior art, 

renders a patent obvious, it is necessary to: (1) identify the particular references that 

singly, or in combination, make the patent obvious; (2) specifically identify which 

elements of the patent claim appear in each of the asserted references; and (3) explain 

how the prior art references could have been combined to create the inventions 

claimed in the asserted claim. 

22. I understand that a patent composed of several elements is not proved 

obvious merely by demonstrating that each of its elements was, independently, 

known in the prior art, and that obviousness cannot be based on the hindsight 

combination of components selectively culled from the prior art to fit the parameters 

of the patented invention. 

23. I also understand that a reference may be said to teach away when a 

person of ordinary skill, upon reading the reference, would be discouraged from 

following the path set out in the reference, or would be led in a direction divergent 

from the path that was taken by the applicant.  Even if a reference is not found to 

teach away, I understand its statements regarding preferences are relevant to a 
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finding regarding whether a skilled artisan would be motivated to combine that 

reference with another reference. 

24.  I understand that analogous art is that which is relevant to a 

consideration of obviousness.  I also understand that two separate tests define the 

scope of analogous prior art: (1) whether the art is from the same field of endeavor, 

regardless of the problem addressed and, (2) if the reference is not within the field 

of the inventor's endeavor, whether the reference still is reasonably pertinent to the 

particular problem with which the inventor is involved. 

25. I understand it its Petitioner's burden to prove that the Challenged 

Claims would have been obvious.  I understand that for inter partes reviews, 

obviousness must be shown by a Petitioner under a preponderance of the evidence 

standard, which means that Petitioner need needs to prove it is more likely true than 

not true. 

3. Claim Construction 

26. I understand that claim interpretation is from the perspective of a person 

of ordinary skill in the art at the time of the invention. 

27. I understand that in this inter partes review the claims must be given 

their broadest reasonable interpretation, but that interpretation must be consistent 

with the patent specification.  In this Declaration, I have used the broadest reasonable 

interpretation ("BRI") standard when interpreting the claim terms. 
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B. The Person of Ordinary Skill in the Art 

28. I understand that a person of ordinary skill in the relevant art (also 

referred to herein as "POSITA") is presumed to be aware of all analogous art, thinks 

along conventional wisdom in the art, and is a person of ordinary creativity—not an 

automaton. 

29. I have been asked to consider the level of ordinary skill in the field that 

someone would have had at the time the claimed invention was made. In deciding 

the level of ordinary skill, I considered the following: 

• the levels of education and experience of persons working in the 

field; 

• the types of problems encountered in the field; and 

• the sophistication of the technology. 

30. A person of ordinary skill in the art ("POSITA") relevant to the ’815 

patent at the time of the invention would have a Bachelor of Science degree in 

electrical engineering and/or computer science, and three years of work or research 

experience in the field of digital piracy protection and/or digital rights management 

("DRM"), or a Master’s degree in electrical engineering and/or computer science 

and two years of work or research experience in digital piracy protection and/or 

digital rights management.   
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31. I am well-qualified to determine the level of ordinary skill in the art and 

am personally familiar with the technology of the ’815 Patent.  I was a person of at 

least ordinary skill in the art at the time of the priority date of the Asserted Claims 

of the ’815 patent.  

32. I have reviewed the declaration and deposition transcript of Dr. 

Madisetti, including his opinions regarding the Person of Ordinary Skill in the Art 

("{POSITA"). For the reasons stated below, I disagree with these opinions because 

Dr. Madisetti has incorrectly described the field of the Challenged Claims of the '815 

patent.  Otherwise, my description of the level of ordinary skill in the art is 

essentially the same as that of the Dr. Madisetti, except that his description requires 

four years of work or research experience (as compared to three years).  My ultimate 

opinions regarding the validity of the Challenged Claims set forth in this Declaration 

would be the same under either my or Dr. Madisetti’s proposal.  

33. I understand that Intertrust has asserted that the Asserted Claims of the 

'815 patent are entitled to a filing priority date of no later than June 8, 1999, the filing 

date of provisional application No. 60/138,171 ("'171 Application").  I further 

understand that Dr. Madisetti opines that the Asserted Claims are entitled to a filing 

priority date of no later than June 7, 2000, the filing date of U.S. Application No. 

09/588,652 ("’652 Application").   
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34. For the reasons stated below, I disagree with Dr. Madisetti's opinion 

that the "relevant timeframe" for analyzing the alleged obviousness of claims 42 and 

43 is "on or before June 7, 2000."  See Ex. 1002, ¶ 47.  Rather, it is my opinion that 

the "relevant timeframe" is on or before June 8, 1999, the filing date of the '171 

Application.   

35. If I do not explicitly state that my statements below are based on a 

specific timeframe, all of my statements are to be understood as a POSITA would 

have understood something as of the filing date of the '171 Application, unless stated 

otherwise.  To the extent that I apply Dr. Madisetti's timeframe in forming my 

opinions, or that my opinions would change if the Board finds that Dr. Madisetti's 

timeframe is correct, I explicitly state that below.   

36. The '171 Application's "Field of the Invention" section describes that 

the "present invention relates generally to systems and methods for protecting 

content that is stored or distributed using electronic media. More specifically, the 

present invention relates to systems and methods for controlling access to 

electronically stored information through the use of watermarking and digital 

signature techniques."  Ex. 1004 at 1.  

37. The '815 specification provides that the "Field of the Invention" is 

essentially the same as described in the '171 Application:  The present invention 

relates generally to systems and methods for protecting data from unauthorized use 
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or modification.  More specifically, the present invention relates to systems and 

methods for using digital signature and watermarking techniques to control access 

to, and use of, digital or electronic data.  Ex. 1001 at 1:23-28.     

38.   The use of watermarking and digital signature techniques for 

controlling access to electronical content is within the field of digital piracy 

protection and/or digital rights management.  

39. In his declaration, Dr. Madisetti opines that "I believe that the relevant 

general fields for the purposes of the '815 patent are electronic data protection and 

distribution."  Ex. 1002, ¶ 46.  I disagree, and note that Dr. Madisetti does not provide 

any evidence to support his description of the field of invention, nor does he define 

the scope of the fields of "electronic data protection and distribution." 

40. First of all, "electronic data protection" is so broad as to make it 

irrelevant.  For example, as a POSITA would understand that term, it would 

encompass encryption functions such as the Data Encryption Standard (DES) or 

Advanced Encryption Standard (AES).  Researchers studying how to create these 

types of encryption functions, for example, are concerned with creating block 

ciphers for the purpose of encrypting electronic data.  Encrypting electronic data 

protects the electronic data from being known.  At the same time, "electronic data 

protection" would also cover research into how long passwords should be to avoid 

people using passwords that can easily be brute forced.  In another example, it would 
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also cover software such as the Kerberos software tool from the 1980s that was used 

to control who could access what data on a server.  Almost any effort related to 

cryptography and Internet security involves some form of electronic data protection. 

41. Similarly, "electronic data distribution" is also much too broad, as this 

would entail anything from satellite broadcast methods to email transmission 

standards to the file transfer protocol (FTP).  Combining these fields as "electronic 

data protection and distribution", results in single field that would cover the 

transmission of any electronic data if such data has been protected in some way. This 

is very much like answering "Planet Earth" if somebody asks you for your address.   

42. Dr. Madisetti testified that in this context, the field of "electronic data 

protection and distribution" "is "very similar" to the field of "digital file security," 

and was unable to identify any differences between them.  Ex. 2026 at 171:16-172:1.      

43. I disagree. In my opinion, the field of "electronic data protection and 

distribution" is not very similar to the field of "digital file security."  

44. First of all, "digital file security" is not a term of the art, so there is no 

agreed-upon meaning of the term, whether in the context of the '815 patent or not.  

That said, a POSITA would have understood, for example, that one way of securing 

digital files would be to back them up, e.g., by copying them onto an archival unit. 

This would not have been called "electronic data protection", though, and has 

nothing to do with any distribution of the associated data.  As a second example, a 
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POSITA would have understood that protection against computer viruses would be 

a form of "digital file security" since computer viruses infect software, which are 

files.  While there are also files that comprise data, these are not the targets of 

computer viruses, since data files are not executable and computer viruses must 

infect executable files to be successful. Thus, anti-virus technology would not 

provide "electronic data protection and distribution".  Conversely, not all data is in 

the format of files.  For example, the output of a biometric sensor is data (describing, 

for example, a fingerprint) but is not a file.  Therefore, data can be protected – and 

distributed – without the provision of any file security.  

45. Whereas there are overlaps between "electronic data protection and 

distribution" and "digital file security," the most notable similarity in this context 

may be that they both describe very broad technological areas; as such, they are not 

very meaningful for the purposes of the describing the field of endeavor of the ’815 

patent (including the Challenged Claims) or the asserted prior art. 

46. I note that in a co-pending inter partes review, IPR20202-00663, Dr. 

Madisetti has opined that the field of the claims at issue in that IPR is "data 

protection, electronic content protection, and/or digital rights management."  Ex. 

2024 at 0022-00223.  This indicates that Dr. Madisetti believes that "data protection" 

is a separate field from "electronic content protection" and "digital rights 

management." 
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47. In considering whether any of these descriptions would be an 

appropriate description of the field of the Challenged Claims, I note that "data 

protection" is even broader than "electronic data protection."  In addition, "electronic 

content protection" is not a term of the art, thereby introducing uncertainty about the 

breadth of its scope.  "Electronic content protection" could be understood to be at 

least as broad as "data protection" because one form of "electronic content" is "data".  

A person who distinguishes between "data" and "executable instructions," however, 

would understand "electronic content protection" to be broader than "data 

protection".  Yet another person that believes "executable instructions" are just one 

special form of data would concluded that "electronic content protection" is narrower 

than "data protection."  Nevertheless, with respect to the Challenged Claims, both 

"data protection" and ""electronic content protection," are overbroad, as they capture 

a wide swath of knowledge and efforts that are unrelated to the Challenged Claims, 

and for which there would be no overlaps in the skills needed to master these separate 

fields. 

48. As Dr. Madisetti's declaration in IPR2020-00663 demonstrates, he 

recognizes that "digital rights management" is its own field, but he apparently does 

not believe it is an appropriate field for the Challenged Claims of the '815 patent.   

Ex. 2024 at 0022-0023.  I disagree.  The DRM field (also referred to as "Electronic 

Rights Protection") is a specialized field of security that is concerned with how to 
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control what information can be accessed and used by what parties, and under what 

conditions.  This is determined by the "rights" that an entity has with respect to a 

particular digital work.  Example of rights addressed by a DRM scheme include the 

rights to view a given satellite TV program; view an issue of a subscription-only 

magazine, or watch a movie a specified number of times within a given time period.  

DRM is particularly focused on the management of rights in the presence of a 

potential adversary with physical and logical access to a device comprising the 

content to be controlled by the rights.  For example, a satellite decoder can receive 

the signal from any selected channel, but will only decrypt and enable the playing of 

programming that the user operating the decoder has paid for.  As is well known by 

a POSITA, unscrupulous individuals would sell "pirate decoders" that would enable 

cheating users to access programming they had not paid for.  This, of course, is not 

an example of a well-designed DRM system, but rather, of one that can be broken. 

However, this highlights the need for specialization within the area of security; 

accordingly, a person asked to design a DRM system would preferably have a good 

understanding of the risks that are caused by an adversary with physical and logical 

access to devices with access to proprietary content. 

49. DRM technology addresses, among other things, how to curb copyright 

infringement and other types of acts of piracy.  For example, DRM technology 

commonly is used to provide digital piracy protection by controlling the conditions 
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under which a file can be copied.  However, DRM systems can also be used to 

control files in ways that are not protection against digital piracy, as the rights 

associated with content can specify any types of limitations of use, whether related 

to protecting against digital piracy or not.  Similarly, whereas many digital piracy 

protection methods use DRM technologies to achieve their goals, not all do. For 

example, a vendor may place a hologram on a unit with digital content (such as a 

DVD movie) in order to protect against piracy of the digital content of the DVD; 

however, that does not have to utilize DRM technologies.  

50. Dr. Madisetti also recognized the distinct field of DRM when he states 

that he has "nearly thirty issued or pending applications for US Patents in the past 

twenty years" in fields that include "content management and digital rights 

management."  Ex. 1002 at ¶ 28 .   

51. Therefore, I disagree with Dr. Madisetti's definition of the field of the 

inventions of claim 42 and 43.       

III. TECHNICAL BACKGROUND AND STATE OF THE ART 

A. The Adversarial Model  

52. In a DRM system, an entity that owns and/or has access to a piece of 

proprietary content determines whether to allow the use of that content by another 

entity. 
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53. A POSITA would understand the adversarial model (sometimes 

referred to as the "threat model" or, even more simply, as the "model") is important 

to take into consideration when designing an electronic data system. 

54. The adversarial model may be applied to a system that uses digital 

piracy protection or  DRM techniques.  In such a system, the potential adversary of 

the content owner is the user of the device that contains the content.  

55. Adversarial models have been a prominent part of security research 

since at least the 1980s.  One early example is the model introduced by Dolev and 

Yao in their paper, "On the Security of Public Key Protocols," IEEE Transactions 

on Information Theory, vol. 29, no. 2, pp. 198-208 (1983).  See Ex. 2037.  A more 

recent example is the work of D'Orazio and Choo, who proposed "[a]n adversary 

model to evaluate DRM protection of video contents on iOS devices" in the case of 

a  physical attack."  See "An Adversary Model to Evaluate DRM protection of video 

contents on iOS devices," Computers & Security, vol. 56, pp. 94-110 (2016); see 

also Do et al., "The Role of the Adversary Model in Applied Security Research," 

Computers & Security, vol. 81 (2018).  Over the last 30 years, the notion of an 

adversarial model has been a critical tool in fields related to cryptography and 

security, enabling researchers to describe and compare threat scenarios. 

56.  An example publication from just before the relevant time period that 

discusses an application of the adversarial model is "Tamper Resistant Software: An 
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Implementation", by David Aucsmith, published in the Proceedings of the First 

International Workshop on Information Hiding, pages 317–333, in May 1996.  See 

Ex. 2038.  Aucsmith states "One of the principal characteristics of the PC is that it 

is an open, accessible architecture.  Both hardware and software can be accessed for 

observation and modification.  Arguably, this openness has led to the PC’s market 

success. This same openness means that the PC is a fundamentally insecure platform. 

Observation or modification can be performed by either a malevolent user or a 

malicious program."  Ex. 2038 at p. 317.  In describing what  the author refers to as 

the "Threat Model," Aucsmith states that "Malicious observation and manipulation 

of the PC can be classified into three categories, based on the origin of the threat. 

The origin of the threat is expressed in terms of the security perimeter that has been 

breached in order to effect the malicious act. This translates generally to who the 

perpetrator is, outsider or insider."  Id. at 318. 

57. I did work applying the adversarial model in the field of digital piracy 

protection and digital rights management in the relevant time period of the 

Challenged Claims.  For example, in 2001 (and again in 2002), an article I co-

authored, titled "Discouraging Software Piracy Using Software Aging", was 

published as part of the ACM Workshop on Digital Rights Management.  See Ex. 

2039.  This publication described a DRM solution to the problem of software piracy.  

I began working on this general topic in the 1999-2000 timeframe. 
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58. Section 2 (titled "Model and Requirements", Ex. 2039 at 3) of the article 

describes the participants in the DRM adversarial model we considered: 

• "Distributor. The distributor sells software, keeps a list of registered 

users, and maintains a service for software updates for legitimate users. 

The goal of the distributor is to maximize his profit, and to discourage 

pirate versions of his software from being used.  

• "Legitimate users. Legitimate users purchase software from the 

distributor, and obtain updates from the same. The legitimate users 

want the piracy protection to be transparent as far as possible, in the 

sense that it should cause a minimum of negative side effects (such as 

delays and increases of file sizes). In other words, in terms of the 

features offered to the users, the legitimate users want their software to 

be as close as possible to the ideal of the software (where we use the 

word "ideal" as done by Plato)." 

• "Pirate. The pirate obtains the software sold by the distributor, and 

redistributes (potentially altered) copies of the software for a charge. 

We make the pessimistic assumption that the pirate has access to the 

source code of the software he wants to redistribute, and that he is 

capable of altering (and compiling) this in order to remove any 
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protection mechanisms. The pirate wants to maximize his profit and 

minimize the risks of discovery/prosecution."  

• "Illegitimate users. Illegitimate users obtain software from the pirate. 

Just like the legitimate user, the illegitimate user wants the software he 

uses to be as close as possible to the ideal of the software - again in 

terms of the functionality offered to the user. Additionally, illegitimate 

users want to maximize their profit (by buying software at "piracy 

discount") and minimize the risks of failure. We assume that 

illegitimate users generally do not cooperate with one another, but 

rather interact only with the pirate for the purposes of obtaining 

software." 

59. The adversarial model may also be applied to systems that detect 

corruption during data transmission.  In such a system, the potential adversary is not 

the receiver of the data transmission because both the sender and receiver are aligned 

in that they both do not want any of the transmitted data to be corrupted.  Rather, 

one potential adversary during data transmission is any of countless, unknown third 

parties on the network that may corrupt data.  Another potential adversary is the 

network itself, which can cause errors during transmission.   

60. Thus, the adversarial model distinguishes DRM systems from most 

systems that would be within the broad scope of "electronic data protection and 
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distribution.  For example, in a system like those disclosed by the Hanna or Gennaro 

prior art references that detect transmission-related data errors (but do not protect 

against such), the adversary corresponds to a flawed or sometimes malicious 

communication network that does not deliver the same content that it was entrusted 

to transmit.  This is a problem that is traditionally solved by adding message 

authentication codes or digital signatures to the transmitted data, as Hanna and 

Gennaro do.  But neither Hanna nor Gennaro protect data against transmission 

errors; they simply detect when such errors take place.  Moreover, neither Hanna nor 

Gennaro detect or protect against an adversary that attempts to interfere with the 

execution on the device receiving transmitted content.  This sets both Hanna and 

Gennaro apart from DRM systems, since in DRM systems, the adversary includes 

the user (and software run by the user) of a device receiving content.  Such a user 

may, for example, wish to use content in violation of the rights associated with the 

content (e.g., play a piece of content more times than the terms permit).  

61. The adversarial model is a specification of the threat being addressed 

by a system.  The difference of the adversarial models associated with Hanna and of 

the '815 patent, and of Gennaro and of the '815 patent, signifies that the different 

approaches address entirely different problems.    

62. It is telling to look at how the different inventors characterize the goals 

of their inventions. Hanna and Gennaro both speak about detecting corruption.  See, 
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e.g., Ex. 1006 at 2:6-7 ("If the data is communicated in discrete packets signed with 

a bulk signature, detecting corruption or invalid packets inserted by a hacker also 

carries a high cost"); Ex. 1008 at 2:35-40 ("With this invention, the receiver 

authenticates the stream without receiving the entire stream. Further the receiver 

detects corruption of the stream almost immediately after tampering of a portion of 

the stream."). In contrast, the '815 patent speaks of "preventing" piracy.  See; e.g., 

Ex. 1001 at 21:65-67 ("Content that the owner wishes to prevent from being copied 

is marked with a strong watermark."), 9:27-29 ("As described above, it is desirable 

to prevent attackers from copying a digital file from a storage medium such as a 

compact disc and distributing unauthorized copies to others.").  Hanna does not 

speak at all about "preventing" corruption, and Gennaro uses the word only in the 

unrelated use describing the action of avoiding unnecessary actions.  Ex. 1008 at 

7:58-59 ("This prevents the MPEG software consuming unauthenticated data").  

This difference in the choice of words is illustrative of the difference in goals: Hanna 

and Gennaro both detect transmission errors, whereas the principal goal of the '815 

patent is to prevent unauthorized use. 

B. Response to Dr. Madisetti's Discussion of the Technical 
Background and State of the Art  

63. Dr. Madisetti’s "Technical Background and State of the Art" section of 

his declaration (Ex. 1002, ¶¶49-60) reads like a Frankenstein creature of separate 
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and unrelated building blocks.  It is difficult to tell whether the failure to recognize 

this is intentional or not, but it remains a glaring fact that Dr. Madisetti speaks of the 

existence of a set of known ingredients in order to argue that anything you cook with 

these ingredients is already a known dish.  To begin with, it is worth noting both 

what technical components Dr. Madisetti identifies from the background prior art 

references (corresponding to ingredients), and the context in which they are used 

(the dishes made from the ingredients). 

64. The Asserted Claims of the '815 patent are a textbook example of the 

whole being greater than the sum of its parts; therefore, a piecemeal approach to 

claiming that it was already known by reciting parts from different references in 

different fields that address different problems is not meaningful.  This is made even 

less so by the fact that Dr. Madisetti does not identify all of the parts in each reference 

(such as the notion of "granting a request to use a file in a pre-defined manner", 

which is directly related to the fact that one computer system can have aspects 

controlled by two separate entities, whose interests are not always aligned).  

Moreover, Dr. Madisetti’s analysis falls flat not only by arguing that a recipe was 

known since (some of) its ingredients were known, but also by failing to recognize 

the purpose of the cited reference.  None of the prior art background references that 

Dr. Madisetti cites in the Technical Background section of his declaration addresses 
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the problems commonly addressed by digital piracy prevention or DRM systems and 

methods. 

65. Dr. Madisetti cites Exhibit 1009 (Gennaro et al., "How to Sign Digital 

Streams").  See, e.g., Ex. 1002 at ¶50.  This article discusses using signatures and 

hashing in order to address corruption that occurs during the transmission of data. 

This is not a digital piracy protection or DRM application, and there is no notion of 

protecting received content from being inappropriately used.  As such, there also is 

no concept of "granting a request to use a file in a pre-defined manner" disclosed in 

this article.  

66. Dr. Madisetti cites Exhibit 1011 (Squilla).  See, e.g., Ex. 1002 at ¶50.  

Squilla uses signatures as hashing but solves a completely different problem from 

the Challenged Claims.  Squilla is not concerned with transmission errors, nor is it 

concerned with controlling use (as is an objective of the '815 patent); rather, it 

addresses the problem of being able to identify/claim authorship of a document. 

There is no notion of "granting a request to use a file in a pre-defined manner" in 

Squilla, since there is no attempt to limit who can access data. 

67. Dr. Madisetti cites exhibit 1012 (Renaud).  See, e.g., Ex. 1002 at ¶50.  

Renaud (like, for example, Gennaro (Ex. 1008)), addresses corruptions of 

transmitted data, but (like Gennaro) is not concerned with abuse (unpermitted use) 

by entities that are sent the data.  To the extent that there is abuse, this takes the form 
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of corruption of data in transmission, as opposed to attempts to access data in 

violation of controls.  In other words, Renaud is not a digital piracy protection or 

DRM system.  Accordingly, the notion of "granting a request to use a file in a pre-

defined manner" is absent from Renaud.  

68. Dr. Madisetti cites "signature algorithms, such as Message Digest, RSA 

and DSA."  See Ex. 1002 at ¶51.  To begin with, "Message Digest" is not a signature 

algorithm, nor is it any other type of algorithm.  Message Digest refers to the output 

of a hash function (as opposed to the hash function itself).  Whereas hash functions 

are commonly used as components of digital signature algorithms, they are not 

digital signature algorithms; even if they were (which they are not), their outputs 

would be data (or hashed data, based on one’s perspective) as opposed to algorithms. 

RSA and DSA are signature algorithms that can be used in DRM systems (as 

demonstrated by the '815 patent); however, a signature algorithm is not a digital 

piracy protection or DRM system, nor are its uses limited to such systems.  A 

signature algorithm, like an encryption algorithm, is a basic building block that is 

used in many applications, to address a variety of threats. 

69. Furthermore, Dr. Madisetti cites Exhibit 1013 (Dolan).  See, e.g., Ex. 

1002 at ¶52.  Dolan describes a method to encrypt data and transmit the encrypted 

data to other entities.  Whereas Renaud and Squilla seek to detect manipulations of 

data, Dolan wishes to limit the ability of an adversary to access the plaintext data.  
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This is a very traditional problem, and one of the original raison d’etre of 

cryptography, with roots in warfare in ancient Greece.  It is not the same as digital 

piracy protection or DRM.  For example, there are no controls associated with the 

transmitted data, and likewise, the problem addressed is not the problem of 

controlling how data is accessed and used in a potentially untrusted computational 

environment, but by what entities the data can be accessed and used.  Thus, Dolan 

wishes to limit an adversary (other than the intended recipient) from being able to 

decrypt the transmitted data.  The intended recipient of the data is not considered a 

potential adversary, and is provided with the capability of decrypting the data, after 

which this entity can use the decrypted data in any way it wishes.   

70. Dr. Madisetti cites Exhibit 1018 (Ransom), which discloses an 

application where signals controlling power usage are communicated securely 

between mutually trusted entities.  See, e.g., Ex. 1002 at ¶52.  Ransom discusses 

controlling entities not in the sense of managing their use of content (such as a 

movie), but rather, in a physical sense.  For example, these entities may be controlled 

in the sense of how electricity or produced or routed.  While this is an important and 

interesting infrastructure problem, it has nothing to do with digital piracy protection 

or DRM, other than potentially using some of the same building blocks to create the 

system.  This is like arguing that a curry is the same as a cake since they both use 

salt as an ingredient. 
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71. Dr. Madisetti further cites Exhibit 1017 (Schneier), which is a 

publication describing the innards of one particular hash function.  See, e.g., Ex. 

1002 at ¶53.  The Patent Owner is not arguing to have invented hash functions, and 

the argument Dr. Madisetti appears to make has no merit.  

72. Dr. Madisetti uses the phrase "including a hash value in a digital 

signature" in a vague manner.  See, e.g., Ex. 1002 at ¶54.  For a typical digital 

signature (such as DSA, which Dr. Madisetti cites), a hash function is applied to a 

message, creating a message digest. This message digest is then an input to the 

signature generation function.  However, that is not the same as "including" it in the 

digital signature.   

73. Dr. Madisetti also discusses the generation of multiple hash values for 

a file.  See, e.g., Ex. 1002 at ¶55.  As before, he focuses single-mindedly on (some 

of) the ingredients, and not what is achieved using a particular combination of 

ingredients.  For example, Sprunk (Ex. 1014) is concerned with how to generate 

digital signatures, and Davis (Ex. 1015) describes how to compress and digitally sign 

images.  Neither of these are in the same field of endeavor as the '815 patent (namely 

digital piracy prevention and/or digital rights management) nor do they address the 

same problem as the '815 patent does (namely, how to manage authorized use of 

content in a potentially hostile computational environment).  Thus, neither of these 

references (nor any of the other prior art cited) disclose (whether inherently or 
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explicitly) the notion of one entity granting a co-located entity's request to use a file 

in a predefined manner.  The co-location at issue in the '815 patent is a typical 

complication associated with digital rights management, where a device receiving 

data has allegiances to both the data owner and the device user (who may attempt to 

interfere with the operation of usage controls).  Therefore, the simple existence of 

one or more hash values associated with a digital signature, when solving a problem 

that does not address this computational environment, is not meaningful to the 

validity of the Challenged Claims. 

74. Dr. Madisetti cites Rabin (Ex. 1016) for the proposition that it discloses 

"making a request, receiving the request, and granting the request to use an electronic 

file"  Ex. 1002 at ¶58.  First, "making a request, receiving the request, and granting 

the request to use an electronic file" does not include a recitation of any of the 

limitations of the Challenged Claims.  Moreover, Dr. Madisetti does not explain how 

the cited portion from Rabin discloses a request (or granting of such a request) to 

"use the file in a predetermined manner."  Rabin, like the other prior art background 

references cited by Dr. Madisetti that I've discussed above, has no apparent relevance 

to the issues in this matter.   

75. For these reasons, among others, I disagree with Dr. Madisetti’s 

characterization of the background prior art, and the conclusions he draws from 

those references regarding the state of the art in the relevant time period. 
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IV. OVERVIEW OF THE ’815 PATENT 

A. The ’815 Patent 

76. The ’815 patent describes novel systems and methods for using digital 

signatures and watermarking techniques to control access to, and use of, data.  Ex. 

1001 at 1:23-27.  The use of "control" in the '815 patent is in the context of an 

adversary that may attempt to interfere with the computation being performed on a 

device receiving content.  In other words, the goal of the adversary is to defy this 

control.  The objective of the '815 patent, therefore, is to prevent an adversary from 

using content in a way that he has not established the rights to. 

77. The '815 patent seeks to address two problems facing digital content 

creators.  First, it observes that "[t]raditional content-distribution techniques offer 

little protection from piracy" and that "the threat of piracy has kept the market for 

digital goods from reaching its full potential." Id. at 1:41-43, 1:55-56.  Second, and 

relatedly, it recognizes that "[a]nother problem faced by content owners and 

producers is that of protecting the integrity of their electronic content from 

unauthorized modification or corruption" Id., 2:6-10. 

78. The '815 patent recognizes that that there is "a need for systems and 

methods for protecting electronic content and/or detecting unauthorized use or 

modification thereof."  Ex. 1001, 2:32-34.  "Unauthorized use," as used in this part 

of the '815 patent, is referring to the use of proprietary content by an entity that does 
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not have permission to use the electronic content.  See Ex. 1001, 1:39-48.  

"Modification thereof," as used in this part of the '815 patent, is referring to 

modification of the content by the unauthorized entity to circumvent the use 

restrictions.  See Ex. 1001 at 2:6-14. 

79. Furthermore, the '815 patent speaks not only of detecting abuse, but 

also of preventing it, setting it apart from both Hanna and Gennaro. The '815 patent 

seeks to prevent attackers from distributing and playing unauthorized copies of a 

digital work and to "preserve the security of digital files by detecting unauthorized 

modifications."  Ex. 1001 at 9:27-29 ("As described above, it is desirable to prevent 

attackers from copying a digital file from a storage medium such as a compact disc 

and distributing unauthorized copies to others."); 9:65-10:9 ("Some tracks or 

features may be encoded with a protection scheme (as described in more detail 

below) that prevents unauthorized copies and/or modified versions of the content 

from being played on supported devices, but does not otherwise modify the content, 

thus allowing it to be played on pre-existing or other devices that do not support the 

protection mechanism. Other tracks on the CD can be encoded in such a manner that 

they can only be played on devices or systems that include appropriate decoding 

software or hardware, thus encouraging users to purchase devices and/or software 

that supports the preferred content protection mechanism."). 
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80. But the '815 patent is not concerned with preventing modifications to 

the content that is played (e.g., a music track) because a pirate would not be 

incentivized to corrupt such data.  See Ex. 1001 at 1:43-44 (digital technology 

"enables information to be perfectly reproduced at little cost").  Rather, the patent is 

concerned with preventing removal of anti-piracy data (e.g., special codes or signed 

hash files) that the content creator may store with the related content for the purpose 

of, for example, preventing use of the content on unauthorized devices.  Id. at 

9:52:57; 24:7-9 ("These signed hash files 1400 can be stored on CDs or other media 

along with the content to which the they relate."); 24:32-34 ("content management 

module 1534 checks for a signed hash file 1514 corresponding to content 1530"); 

24:58-62 ("a user 1524 who downloads a track 1510 from a server 1508 may obtain 

the corresponding file of signed hashes as part of the same transaction (or by 

separately connecting to server 1506).") (emphases added).  The '815 patent 

describes that the "content management module uses the signed hash file 1514 to 

control access to the file as shown in FIG. 13," reproduced below.  Id. at 24:43-45. 

81. Referring to FIG. 13 of the ’815 patent below, the ’815 patent  discloses 

a content management scheme where content is first encoded with a "strong 

watermark," and then hashes of that content are signed by the content owner and 

provided to the user.  Ex. 1001 at 22:63-13:4.   
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82. The '815 patent also seeks to prevent attackers from adding special 

codes to an unprotected piece of content in order to, for example, "use the content 

on a device that checks for the presence of these codes as a precondition for granting 
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access to the content or for performing certain actions (e.g., accessing the content 

more than a certain number of times, printing a copy of the content, saving the 

content to a memory device, etc.)."  Id. at 9:57-63.  Claims 42 and 43 of the '815 

patent are two patented methods that may be used to detect unauthorized attempts to 

remove or add such encoding and prevent the circumvention of anti-piracy measures. 

83. The '815 patent also incorporates by reference U.S. Pat. No. 5,892,900, 

entitled "Systems and Methods for Secure Transaction Management and Electronic 

Rights Protection," issued Apr. 6,1999 ("the '900 patent") and  assigned to Intertrust.  

Ex. 1001 at 8:11-18; see also Ex. 2025.   

84. Although the '900 patent does not describe the inventions disclosed in 

claims 42 or 43, it provides evidence of how a POSITA would have understood the 

meaning of the term "granting", as it appears in claims 42 and 43 of the '815 patent. 

85. The act of granting is discussed in several places in the '815 patent.  One 

example can be found in Ex. 1001 at 9:57-63: "Similarly, an attacker may attempt to 

add special codes to an unprotected piece of content in order to use the content on a 

device that checks for the presence of these codes as a precondition for granting 

access to the content or for performing certain actions (e.g., accessing the content 

more than a certain number of times, printing a copy of the content, saving the 

content to a memory device, etc.)" (emphasis added). 
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86. This clarifies that "granting" in the context of DRM depends on 

information that is not related to whether the content has been corrupted, but rather, 

the circumstances under which it may be used (e.g., depending on the number of 

times the file has been accessed exceeds a limit; whether a given party has the right 

to print a document).  This understanding is consistent with how the term would be 

understood by a POSITA in the field of the '815 patent (i.e., "digital piracy protection 

and/or digital rights management.").  Moreover, how to determine the conditions for 

when one entity (e.g., the content owner) may grant a request by another entity (e.g., 

the content user) to use a piece of content in a predefined manner, when both entities 

may reside on the same computational device, is consistent with the types of problem 

facing a POSITA that works in the field of digital piracy protection and/or digital 

rights management.  It is also consistent with the application of the adversarial model 

to such DRM systems; namely the existence of two entities in potential conflict, on 

the same computational device. 

87. The '900 patent provides additional support for this understanding of 

what "granting" means.  See Ex. 2025 at 55:53-56 ("A 'permissioning agent' 200f 

may distribute 'rules and controls' granting usage or distribution permissions based 

on a profile of a consumer's credit worthiness, for example"); 57:1-4 ("For example, 

the 'rules and controls' shown in FIG. 2 may grant specific individuals or classes of 

content users 112 'permission' to use certain content."); 156:61-157:12 ("Each rights 
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record 906 defines a different 'right' corresponding to an object. A 'right" record 906 

is the highest level of organization present in PERC 808.  There can be several 

different rights in a PERC 808.  A 'right' represents a major functional partitioning 

desired by a participant of the basic architecture of VDE 100.  For example, the right 

to use an object and the right to distribute rights to use an object are major functional 

groupings within VDE 100.  Some examples of possible rights include access to 

content, permission to distribute rights to access content, the ability to read and 

process audit trails related to content and/or control structures, the right to perform 

transactions that may or may not be related to content and/or related control 

structures (such as banking transactions, catalog purchases, the collection of taxes, 

EDI transactions, and such), and the ability to change some or all of the internal 

structure of PERCs created for distribution to other users.  PERC 808 contains a 

rights record 906 for each type of right to object access/use the PERC grants.");  

157:13-20 ("Normally, for VDE end users, the most frequently granted right is a 

usage right.  Other types of rights include the 'extraction right,' the 'audit right' for 

accessing audit trail information of end users, and a 'distribution right' to distribute 

an object.  Each of these different types of rights may be embodied in a different 

rights record 906 (or alternatively, different PERCs 808 corresponding to an object 

may be used to grant different rights)"); 163:55-164:5 ("As described above, secure 

database 610 stores at least one PERC 808 corresponding to each registered VDE 
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object 300.  PERCS 808 specify a set of rights that may be exercised to use or access 

the corresponding VDE object 300.  The preferred embodiment allows user to 

'customize' their access rights by selecting a subset of rights authorized by a 

corresponding PERC 808 and/or by specifying parameters or choices that 

correspond to some or all of the rights granted by PERC 808.  These user choices 

are set forth in a user rights table 464 in the preferred embodiment.  User rights table 

(URT) 464 includes URT records, each of which corresponds to a user ( or group of 

users).  Each of these URT records specifies user choices for a corresponding VDE 

object 300.  These user choices may, either independently or in combination with a 

PERC 808, reference one or more methods 1000 for exercising the rights granted to 

the user by the PERC 808 in a way specified by the choices contained within the 

URT record."); 186:6-13 ("Such information may include, for example, one or more 

replacement PERC (s) 808, methods, UDE(s), etc. (block 2482). This enables, for 

example, a distributor to distribute limited right permissions giving users only 

enough information to register an object, and then later, upon registration, replacing 

the limited right permissions with wider permissioning scope granting the user more 

complete access to the objects.") 

88. Thus, a POSITA reading the '815 patent and the '900 patent would have 

understood that the meaning of "granting" in the context of the '815 patent (which 

incorporates the '900 patent by reference) requires a context in which the presence 
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of two or more entities in potential conflict with each other is possible, and in fact, 

expected.  "Granting" means that one of the entities (that is trusted with access to 

some file) determines that the other entity (that is not a priori trusted with the access 

to the file) has indeed satisfied the requirements to gain access to use the file. 

However, the use is not arbitrary; according to claim 42, it is a "use … in a predefined 

manner".  

89. If there is not a situation in which there are two or more entities in 

potential conflict with each other, then the notion of "granting" is not pertinent 

because (1) an entity would not "grant" itself access to use a file in a predefined 

manner of it already has access to the file, and (2) it would not grant access to an 

entity to use a file that it is, by default, already permitted to use. 

B. The Provisional Application 

90. The ’652 Application that led to the '815 patent claims priority to 

provisional application No. 60/138,171 ("'171 Application"), filed on June 8, 1999, 

which is also incorporated by reference into the ’815 patent.  See Ex. 1001 at 1:6-

11.   

91. The '171 Application describes that the "present invention relates to 

systems and methods for controlling access to electronically stored information 

through the use of watermarking and digital signature techniques."  Ex. 1004 at 1.  

92. The '171 Application recognizes that "[a]s the electronic storage and 
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transmission of music, movies, documents, and other forms of proprietary content 

becomes more prevalent, owners of proprietary content have grown increasingly 

concerned with protecting that content from unauthorized use."  Ex. 1004 at 1.  The 

'171 Application describes that standards and encoding schemes "generally seek to 

protect proprietary content by preventing unauthorized users of being able to access 

or otherwise deliver benefit from the content."  Id.     

93. For example, the '171 Application states that "a music player that is 

compliant with such a standard might be unable to play unauthorized music, the 

unauthorized character of the music being derived from the encoding of the music 

itself."  Ex. 1004 at 1.  That is, the music player (which is in the possession of the 

user) determines whether or not to grant a request by the user to play the content.  

The fact that the music player may refuse a request to use the music, and yet is under 

the control of the user, means that the player is subject to at least two "masters":  the 

user and the provider of the proprietary content.  The music player, operating with a 

goal of protecting the content against the user of the device it is running on, 

determines, based on evaluating one or more rules or controls that are encoded in 

the file, whether to grant the user's request to play the music.  See also id. at 8 

("Decoding system 104 is operable to decode the signal encoded by system 102, to 

apply security transformations to the signal, and to output the decoded signal to a 

user, if appropriate."); 9 ("In a preferred embodiment, a device is designed to play 
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or use digital content that embodies a new standard or encoding technology and to 

resist attempts to play or use unauthorized content").  This is an example of the use 

of digital rights management.        

94. Annotated FIG. 6 of the provisional application below depicts a process 

for controlling access and use of data using signatures and watermarking techniques:   

 

95. The '171 Application describes that in one embodiment, a signed data 

stream is first partitioned and then the partitions are hashed.  Ex. 1004 at 20.  The 

resulting hashes are concatenated, and the hash concatenation is signed.  Id.   

96. FIG. 6 explains that the signed hash concatenation (green) "is contained 

in the following watermarking bloc[k]."  Ex. 1004 at FIG. 6 (quoted text in yellow 

box, and the hash concatenation shown in pink).  That is, a signed hash concatenation 
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associated with a first data block is embedded in the watermark of the following data 

block in the transmission.  In the "error-recoverable shared signature scheme" 

disclosed, "[i]f an error appears on the data, the signature will verify for all partitions 

except for the one that is affected."  Ex. 1004 at 20.  Thus, the signed hash 

concatenation received in the watermark of the following data block is used to verify 

the preceding data block.  

97. A POSITA would understand that the signed hash concatenation would 

first be extracted from the watermark of the successive data block received to 

proceed with verification of the signed hash concatenation.  The signature would 

then be, for example, processed (e.g., "decrypted" according to RSA protocols, using 

the terminology of the '815 patent) to reveal the underlying hash concatenation.  As 

part of the verification process, the actual data block received is partitioned and 

hashed to obtain a hash concatenation so that a comparison can be made between the 

hash concatenation retrieved from the data block and the hash concatenation 

retrieved from the digital signature.  See Ex. 1004 at 20 ("If an error appears on the 

data, the signature will verify for all partitions except for the one that is affected."); 

see also id. at FIG. 2C (illustrating signature verification by comparing a hash of the 

data block received (i.e., " X ") and a hash of the unsigned signature (i.e. " X' ")). 

98. Moreover, since a signature is incorporated in the block that follows the 

block to which the signature corresponds (Ex. 1004 at 10-16), the hash values 
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extracted from block "n" have to be stored until block "n+1" (where block "n" and 

"n+1" are referred to as block "A" and "A+1" in Ex. 1004) is received and the 

associated signature is extracted.  A POSITA would understand that an analogous 

storage operation would be performed on the receiver.  Thus, when the signature is 

extracted, a POSITA would understand that the stored hash values will be loaded 

from the cache or other memory (such as "delay element 312") and compared to the 

"decrypted" signature. 

99. When the hash concatenation from the digital signature is compared to 

the concatenation of the hash values retrieved from the received data block, a match 

between the two verifies the authenticity concatenation of the hash values obtained 

from the received data block.  The individual hashes that make up the concatenation 

of hash values can then be used, one by one, to verify the authenticity of 

corresponding partitions of the data block received.  See Ex. 1004 at 20 ("If an error 

appears on the data, the signature will verify for all partitions except for the one that 

is affected."); FIG. 6.  

100. The '171 Application also provides for the detection of unregistered 

content that an attacker is attempting to appear as though it had never been 

registered.  See Ex. 1004 at 21.  This "involves detecting an attackers attempt to 

make previously-registered content appear as if it were pre-existing content, so as to 

Intertrust Exhibit No. 2027



IPR2020-00660 

 Exhibit 2027, Page 43 
 

 

hide the fact that the previously registered content is being used without 

authorization."  Id.   

101. In one embodiment, depicted in Figures 7A and 7B, a technique for 

using a strong watermark is combined with techniques for using digital signatures 

described in the '171 Application.  See Ex. 1004 at 22.  A policy is applied to each 

block of the incoming signal to determine whether the block may be played.  Each 

block is checked for the presence of a weak watermark.  Id.   If a weak watermark is 

found, this indicates that the content is proprietary and protected, and the signature 

is extracted from the watermark and determined to be authentic or not.  Id. at 23.  If 

the signature is found to be valid, then the block can be played.  Id.  If the signature 

is found to be invalid or no weak watermark is detected, the signal is checked for the 

presence of a strong watermark.  Id.  If one is found, this indicates that the content 

was registered at one point, but now has been corrupted or otherwise modified.  Id.  

Thus, defensive action is taken, such as inhibiting further use of the signal.   

102. It is noteworthy that the policy is not just a matter of looking for the 

presence of something, and, if it is there, to grant use of the block. Instead, there are 

rules that identify when the right to use the block is granted. In fact, if a weak and 

strong watermark are both not found, then use of the block is granted. 
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C. The ’815 Patent Claims 

103. While the ’815 patent includes 46 claims, I understand that Petitioner 

only challenges independent claim 42 and dependent claim 43: 

42. A method for managing at least one use of a file of electronic data, the 

method including:  

receiving a request to use the file in a predefined manner;  

retrieving at least one digital signature and at least one check value 

associated with the file;  

verifying the authenticity of the at least one check value using the 

digital signature;  

verifying the authenticity of at least a portion of the file using the at 

least one check value; and  

granting the request to use the file in the predefined manner. 

43. A method as in claim 42, in which the at least one check value 

comprises one or more hash values, and in which verifying the authenticity of 

at least a portion of the file using the at least one check value includes:  

hashing at least a portion of the file to obtain a first hash value; and  

comparing the first hash value to at least one of the one or more hash 

values. 

104. All of the claims recite methods for managing at least one use of a file 

of electronic data. 
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D. Prosecution History of the ’815 Patent 

105. The ’815 patent issued on August 31, 2004 from U.S. Application No. 

09/588,652 ("’652 Application"), filed on June 7, 2000.  The ’652 Application 

claims priority to provisional application No. 60/138,171 ("'171 Application") filed 

on June 8, 1999,  which is incorporated by reference into the ’815 patent.  See Ex. 

1001 at 1:6-11.  The Examiner’s "Reasons For Allowance" stated that claim 42 

(along with the other claims) included "uniquely distinct features" that were "not 

found in the prior art, either singularly or in combination."  See Ex. 1003 at 145, 153. 

E. The Priority Dates of the Claims 

106. I understand that neither Petitioner nor Dr. Madisetti contends that 

limitations other than 42[b] and 42[c] found in Claim 42 (or any limitations of Claim 

43) allegedly lack adequate written description support in the provisional 

application.   

107. Petitioner incorrectly summarizes the relevant disclosures found in the 

'171 Application, by cursorily concluding that "[l]ike the other embodiments 

disclosed, the 'shared signature’ technique [of FIG. 6] does not involve retrieving a 

check/hash value associated with a file, or verifying the authenticity of the 

check/hash value using the digital signature."  Petition at 17.  Yet, FIG. 6 and the 

corresponding text, along with other portions of the specification and figures, 

reasonably convey to a POSITA "retrieving at least one digital signature and at least 
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one check value associated with the file" (Limitation 42[b]) and "verifying the 

authenticity of the at least one check value using the digital signature" (Limitation 

42[c]).   

108. Annotated FIG. 2D (below) of the provisional application illustrates "an 

embodiment of the present invention that solves [the] problems [of the conventional 

signature encoding techniques shown in FIGS. 2A-2C] by embedding a block’s 

signature in the watermark of the block that follows the block to which the signature 

corresponds."  Ex. 1004 at 10-12, FIGS. 2A-2D (emphasis added).   
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109. Thus, given a stream of data (e.g., data blocks "n," "n+1," "n+2," etc. 

in FIG. 2D), a signature of data block "n" (circled in red) can be embedded into the 

watermark of data block "n+1" (circled in blue).  Similarly, a signature of data block 

"n+1" (circled in green) can be embedded into the watermark of the following block 

in the transmission, data block "n+2," and so on.  See Ex. 1004 at 12-13, FIGS. 2D, 

3.   
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110. The '171 Application explains that a "technological constraint…is that 

watermarking algorithm[s] typically cannot transport relatively large amounts of 

data," and that some of the embodiments described in the '171 Application (e.g., with 

respect to FIG. 5B and associated text) may use a watermark that "contains almost 

261 bytes, which with current technology is a relatively large amount of data for a 

watermarking algorithm."  Ex. 1004 at 20; see also id. at 17-19, FIG. 5B.  

111. This problem is addressed "through the use of an error-recoverable 

shared signature scheme" that "is resistant to errors in the signed data," shown and 

described in the '171 Application with respect to FIG. 6.  Ex. 1004 at 20, FIG. 6.   

112. Annotated FIG. 6 (below) illustrates a process of generating a signed 

hash concatenation by "first partition[ing]" "a signed data stream 602" (the 

"Watermark Bloc" shown in blue), and then "hashing apart those partitions and 

concatenating the resulting hashes."  Ex. 1004 at 20, FIG. 6.   
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113. The hash concatenation (pink) is next signed.  Id.  FIG. 6 discloses that 

the signed hash concatenation (colored green) "is contained in the following 

watermarking bloc[k]."  Ex. 1004 at FIG. 6 (quoted text in yellow, emphasis added).  

That is, consistent with the invention described with respect to FIGS. 2D and 3, FIG. 

6 teaches that a signature (signed hash concatenation) associated with a first data 

block (e.g., data block "n" in annotated FIG. 2D above) is embedded in the 

watermark of the following data block (e.g., data block "n+1") in the transmission.   

114. In the "error-recoverable shared signature scheme" disclosed, "[i]f an 

error appears on the data, the signature will verify for all partitions except for the 

one that is affected."  Ex. 1004 at 20.  In this fashion, the '171 Application teaches 

that such errors "can be readily detected and recovered from."  Id.; see also id. at 6 
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("The data signal is divided into a sequence of blocks, and digital signatures of the 

blocks are embedded in the blocks using watermarks. When a user plays or uses the 

data sequence, the sequence is checked for the presence of the watermark containing 

the digital signature. If this watermark is found, then the digital signature is used to 

verify the authenticity of the content.").  Thus, the digital signature received in the 

watermark of the following data block (e.g., data block "n+1") is used to verify the 

preceding data block (e.g., data block "n").   

115. The disclosure of the entire '171 Application would reasonably convey 

to a POSITA that the claimed "digital signature" would first be extracted from the 

watermark of the successive data block (e.g., data block "n+1") to proceed with 

verification of the "current" data block (e.g., data block "n") (e.g., teaching, in part, 

Limitation 42[b]: "retrieving at least one digital signature…associated with the 

file").  The signature would then be, for example, "decrypted" using the public key 

of the signer to reveal the "unencrypted" hash concatenation to be used for the 

matching with the hash concatenation of the "current" data block.  Although digital 

signature verification does not necessarily entail "decryption," since the '171 

Application expressly discloses the use of the RSA algorithm (see Ex. 1004 at 19), 

a POSITA would understand that  decryption" may be used as part of the verification 

process.  
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116. As part of the verification process, a POSITA would further understand 

that the hash concatenation of the current data block would be retrieved (e.g., from 

received data block "n") by partitioning and hashing the current data block (e.g., 

disclosing, in part, Limitation 42[b]: "retrieving…at least one check value associated 

with the file").   

117. A comparison can then be made between the hash concatenation 

retrieved from the current data block and the hash concatenation extracted from the 

digital signature in the watermark of the successive data block (e.g., data block 

"n+1").  See Ex. 1004 at 20 ("If an error appears on the data, the signature will verify 

for all partitions except for the one that is affected."); see also id. at FIG. 2C 

(illustrating signature verification by comparing a hash of the data block received 

(i.e., " X ") and a hash of the unsigned signature (i.e. " X' ")).   

118. When the hash concatenation extracted from the digital signature is 

compared to the concatenation of hash values retrieved from the received data block, 

a match between the two (or parts thereof) verifies the authenticity of the hash 

concatenation retrieved from the received data block (e.g., claimed "check value") 

(e.g., disclosing Limitation 42[c]: "verifying the authenticity of the at least one check 

value using the digital signature").  The entire hash concatenation values do not need 

to match in their entirety to authenticate the check value since the ’171 Application 

explains that a statistical analysis can be used to determine the "appropriate number 
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of correct blocks" needed "to decide that the signature is correct."  Ex. 1004 at 20.  

Thus, a comparison is made between a series of stored hash values (retrieved from 

block "n") and a corresponding series of hash values (extracted from the signature 

associated with block "n+1") and if the "appropriate number" match, the signature 

is determined to be correct. 

119. The individual hashes that make up the concatenation of hash values 

can then be used, one by one, to verify the authenticity of corresponding partitions 

of the data block received (e.g., disclosing Limitation 42[d]: "verifying the 

authenticity of at least a portion of the file using the at least one check value").  

120.  As part of the verification process, a POSITA would further understand 

that the watermark of the current data block "n" could be another form of "check 

value" that would also be retrieved.  The watermark is a value that may be used to 

check the file, among other reasons.   

121.  In a given stream of data (e.g., data blocks "n," "n+1," "n+2," etc. in 

annotated FIG. 2D), a signature of data block "n" is embedded into the watermark 

of data block "n+1".  See Ex. 1004 at 12-13, FIGS. 2D, 3.  A signature is therefore 

retrieved from data block "n+1", as is the watermark (i.e., check value) of block "n", 

therefore providing additional written support for limitation 42[b] ("retrieving at 

least one digital signature and at least one check value associated with the file").  See 

Ex. 1004 at 12 ("Signature engine 308 is operable to create a signature 310 that 
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corresponds to watermarked PCM data 306. Signature 310 is then input to a delay 

element 312. Delay element 312 is operable to delay signature 310 until the next 

block of input PCM data 301 is ready to be input to watermarking engine 304 (Ex. 

1004, page 12).”; 15 ("Since the signature for a given block, A, is embedded in the 

watermark for the following block, A+1, incoming blocks are held until the next 

block has been received and the signature has been extracted from it. The signature, 

and the block to which it corresponds, are then processed by signature verification 

engine 510, which verifies the integrity of the block using the signature.”) 

122. Next, the authenticity of block "n" (including the watermark contained 

in block "n", which comprises the "check value") is verified using the digital 

signature retrieved from block "n+1".  See, e.g., FIG 4A.  This provides additional 

written support for limitation 42[c] ("verifying the authenticity of the at least one 

check value using the digital signature.")  Just like the watermark in block "n+1", 

comprising a signature, is used to verify the contents of block n, including the 

watermark in block n.  The watermark in block "n" (i.e., the "at least one check 

value") is used to verify the contents of block "n-1" (i.e., at least a portion of the 

file).  

123. Based on these disclosures, I disagree with Petitioner and Dr. Madisetti 

that limitations 42[b] and 42[c] of Claim 42 lack adequate written description 

support in the provisional application.  The '171 Application describes the inventions 
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in sufficient detail that a person of ordinary skill in the art can clearly conclude that 

the inventors had possession of claims 42 and 43 as of the provisional filing date, 

and that the skilled artisan is enabled to make and use those claimed inventions. 

124. For these reasons, I also disagree with Dr. Madisetti's opinion that the 

"relevant timeframe" for analyzing the alleged obviousness of claims 42 and 43 is 

"on or before June 7, 2000."  See Ex. 1002, ¶ 47.  Rather, it is my opinion that the 

"relevant timeframe" is on or before June 8, 1999, the filing date of the '171 

Application.   

V. OVERVIEW OF CITED ART 

A. Hanna (Ex. 1006) 

125. Hanna's "Field of the Invention" section describes that "[t]his invention 

generally relates to transmission-related data corruption detection and, more 

particularly, to a method and apparatus for efficient authentication and integrity 

checking in data processing using hierarchical hashing."  Ex. 1006 at 3:1-4.  This 

description of the field of invention as "data corruption detection" is consistent with 

the disclosures of Hanna, which describes "[c]reating a hierarchy of hash values that 

start with packet hashes of an arbitrary data set and culminate in a single signed 

block allows a single digital signature to protect the data set from both data 

corruption and malicious acts that cause errors in data processing. Receiving this 

hierarchy of hashes before the data also allows the data packets to be quickly verified 
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as they are received. The hierarchical structure used in the method cryptographically 

protects individual portions of the data and makes it easier to recognize corruption. 

Systems consistent with the present invention verify portions of the data even if other 

portions of the data are corrupt or have not yet been received." Id. at 3:6-14.  

126. However, while "data corruption detection" is consistent with the 

disclosures in Hanna, it is too broad to be meaningful.  Hanna describes a technology 

that allows a party receiving data to detect whether the data arrived corrupted. This 

is distinct from, for example, anti-virus technology, which aims at detecting whether 

data at rest has been corrupted, where such data may encode a software program. 

Whereas corruption of transmitted data can be detected by verifying a digital 

signature (as disclosed by Hanna and by Gennaro (discussed below)), anti-virus 

technology do not (and cannot) use digital signatures to detect corruption of 

software.  One common anti-virus technique is so-called "behavioral detection", 

which is based on observing sequences of computer operations taking place on a 

device.  Seen from another perspective, the threat of corruption of transmitted data 

can be modelled by an external adversary (that modifies what is being transmitted) 

whereas anti-virus technology faces the threat of an internal adversary: software that 

attempts to corrupt not only the same device that the anti-virus software is running 

on, but potentially also the anti-virus software itself.  
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127. In Hanna, the device sending data and the device receiving data are 

aligned: success for one of the devices is success for the other one.  Here, success 

means verification that data was not corrupted in transmission, whether this is used 

in the context of a videoconferencing application or a backup application.  These 

two applications, similarly, are applications where there is a natural alignment of 

incentives.  In a backup application, the entity with the data to be backed up wishes 

to perform a backup in order later to retrieve data from a backup.  The entity 

responsible for storing backed up data, similarly, is designed for the singular goal of 

enabling such a recovery.  The backup device does not embody two (or more) 

conflicting goals.  The problem solved in Hanna is simply that of enabling a 

verification that received data was not corrupted in transmission; this applies also 

for the teleconferencing application disclosed in Hanna.  The adversarial model of 

Hanna is therefore very different from that of the '815 patent, as Hanna is not 

addressing malicious interference on the device that receives the data. Such 

interference, which can be thought of as the receiving device not being aligned with 

the sending device in terms of its goals, corresponds to a different field of endeavor, 

namely that of digital piracy protection and/or DRM.  

128. Hanna contends that "[d]igital signatures are often used in a bulk 

signature format in which a digital signature is applied to a complete data set," but 

that this is approach has "several drawbacks," including the problem of high 
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computational overhead associated with verifying "bulk signature[s]" applied to a 

complete data set.  See Ex. 1006 at 2:1-3:4.  It alleges that there is "no system that 

allows a single digital signature to apply to an arbitrary amount of data and allows 

the data to be verified as it is received."  Id. at 2:27-28.   

129.  Hanna purports to address "a need for a system that protects against 

unintentional data corruption and malicious acts that cause errors in data 

processing,"  Ex. 1006 at 3:1-4.  Dr. Madisetti acknowledges that the "objective of 

Hanna is to protect against unintentional corruption and malicious acts that cause 

errors in data processing."  Ex. 1002 at ¶ 75. 

130. To address this problem, Hanna "create[s] a hierarchy of hash values 

that start with packet hashes of an arbitrary data set and culminate in a single signed 

block allow[ing] a single digital signature protect the data set from both data 

corruption and malicious acts" during transmission ." Id. at 3:6-8. "Receiving this 

hierarchy of hashes before the data also allows the data packets to be quickly verified 

as they are received."  Id. at 3:8-10; see also 3:11-13 ("Systems consistent with the 

present invention verify portions of the data even if other portions of the data are 

corrupt have not yet been received.).   

131. Referring to FIG. 4 of Hanna below, Hanna’s hierarchical hashing 

scheme includes dividing a sequence of data values 401 into groups of data packets 

402a-f.  Ex. 1006 at 10:26-27. 
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132. A hash function is applied to each data packet group 402a-f to generate 

a hash block 404 consisting of hash values B1-B6.  Id. at 10:28-11:1.  The resulting 

hash values are grouped themselves (404a, 404b) and hashed again to generate a 

higher level hash block 406.  See id. at 11:2-8.  The process continues until the 

resulting hash block (and associated signature) is small enough to fit within a single 

packet.  Id.  The highest level hash block 406 is then signed.  Id. at 11:8-10.  The 

hash blocks are all transmitted.  Id. at 9:11-13.  

133. Referring to FIG. 5 of Hanna below, data verification "begins with 

checking the digital signature on the top level hash block 502."  Ex. 1006 (Hanna) 

Intertrust Exhibit No. 2027



IPR2020-00660 

 Exhibit 2027, Page 59 
 

 

at 11:12-13.  If the top level hash block 502 passes the check, the next level hash 

501 is verified by hashing the grouping of B1-B6 and comparing it to the higher level 

hash C1.  Id. at 11:13-19.  The data packets A1-A18 are verified by comparing their 

hashes with the lowest level hash blocks.  See id. at 11:24-29.   

 

134. Hanna describes methods that seek to detect data corruption by an 

adversary that is on the network, rather than one on the device that is configured to 

use the data, such as the intended user.  Ex. 1006 at 9:24-26 ("If the signature fails 

this verification step or it is determined that the packet was corrupted during 

transmission, the top level packet must be repaired or recovered before checking the 

other packets (steps 330, 335)."  Repairing or recovering data addresses network 

corruption, but does nothing against an adversary on the same device.   
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B. Stefik (Ex. 1007) 

135. Stefik's "Field of the Invention" section describes that "[t]he present 

invention relates to the field of distribution and usage rights enforcement for digitally 

encoded works.  Ex. 1007 at 1:6-7.  I agree with this description of the field and 

further note that it is within the same field of endeavor as the '815 patent (i.e., digital 

rights management).   

136. Dr. Madisetti, on the other hand, opines that Stefik is in the much 

broader field of "digital file security" because it allegedly "address[es] the problem 

of unauthorized manipulation of digital files."  Ex. 1002 at ¶ 90.  But he also 

acknowledges that Stefik explicitly states that it addresses a different problem, 

namely "the problem of unauthorized distribution and usage of digital works."  Id. 

at ¶ 79. 

137. Rather than being concerned with the unauthorized "manipulation" of 

digital files, Stefik says that a "major concern" is preventing an unauthorized user 

from being able to "'perfectly' reproduce[] and distribute[]" the digital work, not 

preventing an unauthorized modification of the work by the unauthorized user.  Ex. 

1007 at 1:24:26. 

138. Indeed, Stefik describes that it is directed generally at the problem of 

preventing the unauthorized and unaccounted distribution or usage of electronically 

published materials, and, in particular, to the problem posed to such accounting 
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systems when "the means for billing runs with the media rather than the underlying 

work."  Id. at Abstract, 1:10-23, 3:40-47, 3:50-52.  In response, Stefik provides a 

system where the "owner of a digital work [] attach[es] usage rights to the work" 

that "define how it may be used and distributed."  Id. at 3:50-58.   

139. Stefik describes that a "key feature of the present invention is that 'usage 

rights' are permanently attached to the digital work" because it ensures that copies 

of a digital work also have usage rights attached, and that those rights "will always 

remain with a digital work."  Ex. 1007 at 6:51-56.  

140. Referring to FIG. 1 of Stefik below, a creator of a digital work 

determines the appropriate usage rights and fees, attaches them to the digital work, 

and stores the work in a first repository.  Ex. 1007 at 7:6-11.   
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141. The second repository may request access to the digital work for a 

stated purpose, for example, to print or to obtain a copy of the digital work.  Ex. 

1007 at 7:19-22.  That purpose will correspond to a specific usage right.  Id. at 7:22-

23.  The first repository checks the usage rights associated with the digital work to 

determine if the access to the digital work may be granted.  Id. at 7:24-26.  The check 

involves a determination of whether a right associated with the access request has 
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been attached to the digital work and if all conditions associated with the right are 

satisfied.  Id. at 7:26-29.  If access is denied, the first repository terminates the 

session with an error message; otherwise, the repository transmits the digital work.  

Id. at 7:29-32.   

C. Gennaro (Ex. 1008) 

142. Gennaro describes its Technical Field as a "method of signing and 

authenticating a stream of data using a reduced number of digital signatures."  Ex. 

1008 at 1:4-6; Abstract ("A method of signing digital streams so that a receiver of 

the stream can authenticate and consume the stream at the same rate which the 

stream is being sent to the receiver.").  This, like Hanna (but unlike the '815 patent), 

addresses the problem of detecting corruption of data in transmission.  Gennaro is 

not concerned with defending content against a user intent on accessing content in a 

manner that is in breach with the terms specified by the content owner.  This is 

consistent with the fact that Gennaro is not a DRM system; that Gennaro does not 

address a problem related to an adversary with potential presence on the device 

receiving content; and the fact that Gennaro is not concerned with how content will 

be used by the recipient.  Thus, the adversarial model of Genarro, like Hanna, is very 

different from that of the '815 patent.  See ¶¶ 126-127.  Accordingly, the notion of 

"granting the request to use the file in the predefined manner" as disclosed by the 

'815 patent is not applicable to Gennaro, among other things.   
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143. Gennaro asserts that it is "an object of this invention to reduce 

computation time necessary to sign and authenticate a stream of data by reducing 

the number of digital signatures required for one to authenticate the data stream."  

Id. at 2:29-32.  It purports to address problems presented by prior art stream signing 

methods that "resort to storing large portions of the data stream" and "maintaining 

excessively large authentication tables."  Ex. 1008 at 2:32-35.  Gennaro states that 

its solution achieves the objective of "reduc[ing] computation time" because "only 

one expensive digital signature is ever computed, there are no big tables to store, and  

the size of the authentication information associated with each block does not depend 

on the size of the stream."  Id. at 1:59-62, 2:29-33. 

144. Gennaro emphasizes that one benefit of its invention is that the 

"receiver authenticates the stream without receiving the entire stream." Id. at 2:35-

37; 14:13-16 (when "[u]sing our solution [to transmit log files,] the receiver can 

interrupt the transmission as soon as tampering is detected thus saving precious 

communication resources.")  Another benefit is that the "receiver detects corruption 

almost immediately after tampering of a portion of the stream."  Id. at 2:37-39.  Even 

if it is possible to receive a whole file, Gennaro teaches it is not a satisfactory solution 

to wait until after transmission for  "the user" to detect tampering.  Instead, Gennaro's 

"solution" allows the "receiver" to "interrupt transmission as soon as tampering is 

detected thus saving precious communication resources."  Accordingly, it is the 
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receiver (i.e., potential user) of the data, not the sender (i.e., the content 

owner/distributor), that performs the steps of authenticating data and detecting 

corruption.      

145. Gennaro describes how a data stream is divided up into a series of data 

blocks that each include a hash of the successive block in the stream.  See id. at 4:14-

58, FIG. 1A.  The first block in the stream, which includes the hash of the second 

block in the stream, is then hashed and signed to generate authentication data 

consisting of a signature, hash, and size.  Id. at 4:59-65, FIG. 1B.  The authentication 

data is then sent to the receiver before the data stream is sent.  Id. at 4:66-5:2.   

146. Upon receipt of the authentication data, the receiver verifies the 

signature in the authentication data, and, if authentic, extracts the hash and size 

values in order to begin authenticating the received data stream.  Ex. 1008 (Gennaro) 

at 5:23-34.  The data stream is split into blocks according to the size information 

received, and each block (after the first block) is authenticated using the hash found 

in the preceding block.  See id. at 5:35-67.   

VI. CLAIM CONSTRUCTION 

147. I understand that neither party has identified any terms that they allege 

require construction. 
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VII. PETITION’S ARGUMENTS:  HANNA, STEFIK & GENNARO 

A. Ground 1 

148. I understand that the Petition alleges the Challenged Claims are obvious 

over Hanna in view of Stefik.  I disagree.  The relevant time period for my opinions 

below is on or before June 8, 2000, the filing date of the '815 patent's non-provisional 

application.  I understand that Hanna is only prior art if the Board finds that the 

Challenged Claims are not entitled to a priority date established by the filing date of 

the '171 Application. 

1. The Petition Has Failed To Prove Hanna Discloses 
Limitation 42[a]  

149. Limitation 42[a] recites "receiving a request to use [a] file in a 

predefined manner."  Ex. 1001, ’815 patent, Cl. 42.   

150. I understand that the Petition alleges Hanna discloses Limitation 42[a].  

However, to a POSITA, none of the three disclosures from Hanna identified by 

Petitioner disclose Limitation 42[a].     

151. First, Petitioner misleadingly implies that Hanna’s discussion 

concerning an "application program" (Ex. 1006 at 7:15-26) involves receiving an 

application program that is cryptographically verified according to Hanna’s data 

processing protocols (e.g., hierarchical hashing scheme).  See Petition at 26-27 

(citing Ex. at 7:15-23), 31 (citing Ex. 1006 at 7:16-18, 7:24-26).  Hanna makes no 

such disclosure.   
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152. Instead, this portion of Hanna is discussing the initial transmission of 

the software that will be installed at computer 100 to implement Hanna’s hashing 

scheme.  Hanna explains that the "requested [application] code" is transmitted from 

the remote server 130 (see FIG. 1 below) to computer system 100 over the network 

122, 126, 128 to "provide[] the data processing operations described herein."  Ex. 

1006 at 7:16-20; 5:22-28, 6:3-25.   

 

153. Hanna does not teach that this software transfer is performed using 

Hanna’s hashing scheme (described in Hanna with respect to FIGS. 2-5), nor could 

it, since there would be no prior software residing on computer system 100 capable 
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of carrying out Hanna’s data processing protocols as computer system 100 receives 

this software.  

154. Thus, any "request" for Hanna’s hashing scheme application program 

is irrelevant to the Challenged Claims, which require that the "file" requested be the 

subject of the digital signature(s) and check value(s) retrieved and verified.  Ex. 1001 

at 32:13-29.   

155. Second, Petitioner argues that a POSITA would inherently understand 

that requests for both computer file back-ups and video conferencing would 

"necessarily" be present in Hanna.  See Petition at 28; see also id. at 31 ("A POSITA 

would recognize that in each case a request to transmit, copy and/or store files of 

electronic data is made.") 

156. Petitioner contends that Hanna’s lone sentence concerning a bank 

backing up files to a remote central server would be understood by a POSITA as a 

"request to transmit, copy and/or store files of electronic data is made."  Petition at 

31.  But Hanna never discloses that this "backup" is performed in response to a 

request, let alone that it is performed using Hanna's hashing scheme.  See Ex. 1006 

(Hanna) at 1:10-13. 

157. Petitioner does not provide any basis in Hanna for why a bank would 

send a request that needs to be granted before it can "transmit, copy and/or store" its 

own data.  Indeed, Hanna teaches that any transmission, copying and/or storing of 
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such data would begin before the entire file is received.  See Ex. 1006 (Hanna) at 

8:10-11 ("Systems consistent with the present invention generally begin the hashing 

process by dividing the data set into small packets (step 210)"); 12:4-5 ("Systems 

consistent with the present invention need not wait for all of the packets to be 

delivered to verify a data packet.")   

158. The '815 patent is concerned with "attackers" transmitting perfect, but 

unauthorized, copies of content to others, or removing data related to the content 

placed there to restrict the attacker's use.  See Ex. 1001 at 9:27-29 ("it is desirable to 

prevent attackers from copying a digital file from a storage medium such as a 

compact disc and distributing unauthorized copies to others."); 9:32-36 ("attackers 

often employ compression techniques to reduce content files to a fraction of their 

original size, thus enabling copies to be transmitted over networks such as the 

Internet with relative ease"); 9:52-57 (if a content file contains special codes 

indicating…that the content cannot be compressed, copied, or transmitted, an 

attacker may attempt to remove those codes in order to make unauthorized use of 

the content.") (emphases added).  Because a bank is not at risk of "attacking" its own 

data, the requesting (and granting) steps recited in the Challenged Claims are not 

practiced in this backup example. 

159.  By Petitioner’s reasoning, any action taken on a content file, including 

verifying whether it was received in an uncorrupted state, would constitute a "use". 
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This makes no sense, and would not have been how a POSITA would understand 

the meaning of "use," as recited in the Challenged Claims,   For example, a  POSITA 

would not have understood that a request by a content owner, such as a bank, to back 

up its own files as a request to a remote central server to "use [its own files] in a 

predefined manner."  First, backing up data is not a "use" of data in any manner; at 

most, it is enabling potential use.  Second, although the '815 patent discloses 

example uses such as "accessing the content more than a certain number of times, 

printing a copy of the content, saving the content to a memory device," (Ex. 1001 at 

9:61-63), it does so in the context of potential use by an "attacker" that makes 

"unauthorized modifications" to circumvent controls on such use.  Id. at 9:58-61 ("an 

attacker may attempt to add special codes to an unprotected piece of content in order 

to use the content on a device that checks for the presence of these codes as a 

precondition for granting access to the content or for performing certain actions"); 

see id. at 22:54-62 (providing examples operations that the "control management 

mechanisms" can be used to "control or manage.").  This context is notably absent 

from the back up scenario presented in the "Description of Related Art" in Hanna.   

160.  It also would not make sense for the central remote backup server to 

be the entity making a request to "use [the bank's files] in a predefined 

manner."  Because the backup server would be the computer performing the 

"receiving" and the wo "verifying" steps of claim 42 to ensure "that these files were 

Intertrust Exhibit No. 2027



IPR2020-00660 

 Exhibit 2027, Page 71 
 

 

successfully copied to the remote database without having been changed or 

corrupted during the [backup] process," (Ex. 1006 at 1:11-13), it would also need to 

perform the "receiving" and "granting" steps.   Therefore, it is not possible that the 

backup server sends the request. 

161. Third, no disclosure is made that Hanna’s "video conferencing" 

involves the receipt of a request to a use a file in a predefined manner (including 

providing no information about which of the video conferencing participants would 

receive such a request, what "file" would be used, and in what predefined manner), 

or how its hashing scheme would apply (if at all) to this application.  Ex. 1006 at 

1:13-15. 

162. A POSITA would understand that a video conference involves a real 

time transmission of a data stream, and does not implicate a "request to use [a] file 

in a predefined manner."  For example, when one party initiates the video 

conference, there is no "file" to request (or even in existence) to use in "a predefined 

manner."  Moreover, none of the participants are potential "attackers" who would 

need to make a request to use a file in a predefined manner to participate in the video 

conference.  

163. The word "request" appears nowhere in Hanna except in relation to the 

"requested code for an application program."  As discussed above, receipt of the 
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application program requested is accomplished without using Hanna’s data 

processing protocols. 

164. Because Petitioner fails to show that the "receiving a request to use a 

file in a predefined manner" step is necessarily present in Hanna, Hanna does not  

inherently teach or disclose Limitation 42[a]. 

2. The Petition Has Failed To Prove Hanna Discloses 
Limitation 42[e]  

165. Limitation 42[e] recites "granting the request to use the file in the 

predefined manner."   

166. I understand that the Petition does not allege that Hanna expressly 

teaches or discloses "granting the request to use the file in the predefined manner."  

Petitioner nevertheless suggests that the "granting" step is inherently taught by 

Hanna because it discloses that data portions that are not verified "should be 

repaired, recovered, or discarded."  Petition at 38.  According to Petitioner, "[a] 

POSITA would have recognized that corrupted data, or data not properly signed with 

a recognized/authenticated signature, would be undesirable to be used.  Id.   

167. Hanna's hierarchical hashing scheme requires that each file is divided 

into a set of portions, and teaches that portions of the data may be verified even if 

"if other portions of the data are corrupt or have not yet been received."  Ex. 1006 at 

3:10-17.  Thus, Petitioner's contention that "it would have been obvious to allow or 
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prevent a requested use of a file depending on whether it passes the authentication 

process" makes no sense because portions of the file may be verified while others 

are not.   See Petition at 38. 

168. In fact, in the backup application of Hanna, a POSITA would not have 

wanted to accept a partially corrupted file.  See Ex. 1006, 1:11-13 (banks "need to 

know that these files were successfully copied to the remote database without having 

been changed or corrupted during the process").  In other words, the decision of 

whether to "grant the request" is not part of the transport layer, which is the focus of 

Hanna.  Indeed, this example shows that any potential "granting" is part of the 

processing on the application layer.  Hanna describes two possible applications of 

the disclosed technology, neither describes processing on the application layer.  

Hanna is agnostic when it comes to how data is eventually consumed.  

169. Petitioner concedes that a POSITA would understand that Hanna is 

intended to benefit the user, rather than to prevent the user's unauthorized use of the 

data, as is intended by claims 42 and 43.  See Petition at 9 ("A POSITA would have 

recognized that corrupted data…would be undesirable to be used.")  Indeed, 

repairing or recovering data addresses network corruption, but does nothing to 

protect against an adversarial user that is on the same device as the content.  
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170. Because Petitioner fails to show that the "granting a request to use a file 

in a predefined manner" step is necessarily present in Hanna, Hanna inherently does 

not teach or disclose Limitation 42[e]. 

3. A Person of Ordinary Skill in the Art Would Not Not Be 
Motivated to Combine Hanna and Stefik to Achieve a 
Combination That Discloses Limitations 42[a] and 42[e] 

171. Petitioner fails to show that a POSITA would be motivated to combine 

or modify Hanna with the teachings of Stefik to achieve a combination having the 

claimed features, and that such combination would have a reasonable expectation of 

success. 

172. I understand that prior art can only be combined to invalidate a claim if 

there is, in fact, a reason for a POSITA to have done so at the time of the invention.   

173. Petitioner proffers a number of reasons why Hanna and Stefik are 

allegedly similar.  See Petition at 28-29.  

174. Hanna and Stefik are not directed to the same field of endeavor.  As 

discussed above, Hanna discloses that it is directed to the field of transmission-

related data corruption detection.  By contrast, Stefik's field of endeavor is not data 

corruption detection, but piracy protection and/or DRM.  See Ex. 1007 at 1:5-8 

("relates to the field of distribution and usage rights enforcement for digitally 

encoded works"); Petition at 23 (acknowledging that Stefik is "directed to a method 
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and system for controlling usage and distribution of digital works, such as 

software.")   

175. Hanna and Stefik also do not address the same problems.  Although 

Hanna expressly states that it addresses the problem of "unintentional data 

corruption and malicious acts that cause errors in data processing" (Ex. 1006 at 3:1-

4), Stefik addresses a very different problem.  Petitioner concedes that Stefik 

"recognizes the problem of unauthorized distribution and usage of digital work," and 

provides no evidence from the patent to support its contention that it also deals with 

the problem of unauthorized manipulation of digital files.  Petition at 23.  Stefik says 

that a "major concern" is preventing an unauthorized user from being able to 

"'perfectly' reproduce[] and distribute[]" the digital work, not preventing an 

unauthorized modification of the work during transmission.  Ex. 1007 at 1:24-25. 

176. Hanna and Stefik's also propose significantly different solutions to their 

respective problems.  Hanna divides a data set into portions, and then "create[s] a 

hierarchy of hash values" that "allows a single digital signature to protect the data 

set from both data corruption and malicious acts that cause errors in data processing."  

Ex. 1006 at 3:6-8.  "Receiving this hierarchy of hashes before the data also allows 

the data packets to be quickly verified as they are received."  Id. at 3:8-10.  

Conversely, Stefik does not teach dividing a work into small portions, and applying 

a hash function to each of them. Rather, Stefik teaches permanently attaching usage 
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rights to the entire work, not splitting it up.  Ex. 1007 at 3:50-58 (providing a system 

where the "owner of a digital work [] attach[es] usage rights to the work" that "define 

how it may be used and distributed.")  Stefik explains that "'usage rights'…is a term 

which refers to rights granted to a recipient of a digital work."  Id. at 6:43-45.  

"[T]hese rights define how a digital work can be used and if it can be further 

distributed," and each "may have one or more specified conditions which must be 

satisfied before the right may be exercised."  Id. at 6:45-50.  A POSITA would not 

look to Stefik’s digital works distribution and usage rights system that leverages a 

"means for billing [that] is always transported with the work," (id. at 3:46-48), to 

modify Hanna’s transmission-related data corruption detection system, including its 

hierarchical hashing scheme because Hanna has nothing to do with the enforcement 

of usage rights.  Accordingly, because Hanna and Stefik are in different fields and 

address different problems in significantly different ways, a POSITA would not have 

been motivated to look to Stefik to modify Hanna's teachings. 

177. Petitioner argues that a POSITA would be motivated to modify Hanna 

in view of Stefik because "it would facilitate timely detection of data corruption in 

a file of electronic data, i.e., when data that could be corrupted or hacked during 

transmission is about to be used."  Petition at 29.  I disagree.  Hanna's system already 

provides for timely detection of data corruption through its hierarchical hashing 

scheme that "allows [] data packets to be quickly verified as they are received."  Ex. 
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1006 at 3:8-10; see also id. at 3:2-3, 12:3-10, 12:17-21.  Moreover, Hanna already 

ensures that corrupted data is not delivered to the intended recipient, let alone used, 

because any corrupt packet "must be repaired or replaced before any packets that 

depend on this hash block can be verified."  Ex. 1006 at 10:9-11.  Since Hanna's 

system detects data corruption concurrently with its transmission, modifying 

Hanna's data corruption detection scheme as Petitioner proposes to include 

"receiving a request…" and "granting the request…" would not provide any 

meaningful improvement in Hanna's detection time.  A POSITA would not have 

been motivated to modify Hanna's transmission-related data corruption detection 

scheme that uses hierarchical hashing with Stefik's digital works usage rights system 

to achieve a combination that includes the "receiving a request to use [a] file in a 

predefined manner" and "granting the request…." steps of the Challenged Claims. 

B. Ground 2 

1. The Petition Has Failed To Prove Gennaro Discloses 
Limitation 42[a]  

178. I understand that the Petition alleges the Challenged Claims are obvious 

over Gennaro by itself.  I disagree. 

179. Limitation 42[a] recites "receiving a request to use [a] file in a 

predefined manner."  Ex. 1001, ’815 patent, Cl. 42.   
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180. I understand that the Petition alleges Gennaro discloses Limitation 

42[a].  However, to a POSITA, none of the three disclosures from Gennaro identified 

by Petitioner disclose Limitation 42[a].     

181. First, Petitioner contends, without support, that Gennaro "discloses" 

that a "sender receives [a] 'request’ from the receiver."  Petition at 48.  Gennaro 

makes no such disclosure.  Indeed, the word "request" is used one time in Gennaro, 

and in a very different context related to accommodating classes and data resources.  

See Ex. 1008 at 13:35-46. 

182. Second, Petitioner asserts that "Gennaro discloses a user requesting to 

use a file in a predefined manner (e.g., playing 'internet applications (digital movies, 

digital sounds, applets)’)."  Petition at 49 (citing Ex. 1008 at 2:64-67).  What the 

cited section of Gennaro actually discloses is that finite streams of data commonly 

related to internet applications, such as "digital movies, digital sounds, [and] 

applets," can be processed according to Gennaro’s method of signing and 

authenticating a data stream (e.g., as described with respect to FIGS. 2 and 3 of 

Gennaro).  Ex. 1008 (Gennaro) at 2:64-3:4.  Gennaro does not teach or disclose that 

a "user request[]" is received to use these "digital movies, digital sounds, [and] 

applets." 

183. These streams are divided into blocks, and Gennaro asserts "a single 

hash computation will suffice to authenticate the [] blocks."  Ex. 1008 at 2:55-57, 
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2:67-3:2.  Gennaro does not teach or disclose anything in this section regarding how 

the recipient may use the authenticated stream, including any suggestion that this 

process is initiated by receiving a request to use these "digital movies, digital sounds, 

[and] applets" in a predefined manner.  Some or all of the blocks of the stream may 

not be usable by the intended recipient because if a block is determined to be 

corrupted, "then tampering has been detected and processing halted."  Ex. 1008 at 

5:57-58.  Moreover, the MPEG software on the receiving device is not even made 

aware of this corrupted data block.  Ex. 1008 at 5:36-38. 

184. Contrary to Dr. Madisetti's opinion, Gennaro also does not disclose 

"rendering or playing" these internet applications.  See Ex. 1002 at ¶140.  Thus, Dr. 

Madisetti's conclusion that a "POSITA would have understood such [rendering or 

playing] as a user requesting to use a file in a predefined manner (e.g., play)" is 

unfounded and unsupported by the evidence. 

185. Third, Petitioner misleadingly argues that Gennaro at 1:28-29 

"discloses that, when a user requests to play a file, a receiver requests transmission 

of the digital stream comprising the video for that purpose."  Petition at 49.  But 

Gennaro makes no such disclosure.  Rather, Gennaro describes a prior art system 

where a "receiver asks for [an] authenticated stream."  Ex. 1008 at 1:23-33.   The 

cited portion (Gennaro at 1:28-29) relates to the description of a prior art system—

one that Gennaro identifies as having a "problem."  See Ex. 1008 at 1:7, 1:23-36.  
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Thus, the "receiver" that "asks for the authenticated stream" at issue there is 

unrelated to Gennaro’s system (e.g., described in Ex. 1008 at 3:46-5:67). 

186. Moreover, asking for an authenticated stream of data is not the same 

thing as "receiving a request to use [a] file in a predefined way" because asking for 

and receiving data is not a request to use that data in any particular way.  

Accordingly, does not matter whether "a POSITA would make similar requests for 

all file transmissions" (Petition at 49) because the end result would simply be an ask 

for different types of authenticated data streams (e.g., video, audio, etc.), not a 

request to actually "use" those file types "in a predefined manner." 

187. Fourth, Petitioner contends that it would have been obvious to a 

POSITA "to configure" the receiver in Gennaro "so that, when it passes the data to 

the authentication software, it is in the context of a request for the MPEG software 

to convert the data into video for playback."  Petition at 49.  But Gennaro explains 

that its system "requires additional authentication software to be added to any 

existing MPEG software or hardware."  Ex. 1008 (Gennaro) at 5:4-6.  The 

authentication software authenticates the incoming data blocks before passing them 

on to the MPEG software that converts the received blocks back into video.  Id. at 

5:7-11.  This authentication software is tasked with informing the MPEG software 

of incoming data that has been authenticated.  Id. at 5:15-20, 5:35-39. 
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188. Petitioner fails to explain what specifically about the addition of the 

authentication software to the front-end of a standard MPEG receiver would 

motivate a POSITA to "configure" the receiving system to operate in the context of 

receiving a request to use a file in a predefined manner.  In place of providing a 

cogent explanation, Petitioner puts forth a conclusory argument: because the 

authentication software passes data to the MPEG software, it would be in response 

to a request to use a file in a predefined way.  See Petition at 49.  There is no evidence 

to support this contention.   

2. The Petition Has Failed To Prove Gennaro Discloses 
Limitation 42[e]  

189. Limitation 42[e] recites "granting the request to use the file in the 

predefined manner."   

190. Gennaro does not expressly teach or disclose "granting the request to 

use the file in the predefined manner."  

191. I understand that the Petition alleges Gennaro discloses Limitation 

42[e].  However, to a POSITA, none of the three disclosures from Gennaro identified 

by Petitioner disclose Limitation 42[e].     

192. First, Petitioner contends that Gennaro at 2:54, 2:65-67 "disclose[] that 

the receiver plays a stream, thus granting the user’s request to play an internet 

application."  Petition at 56.  As discussed above with respect to Limitation 42[a], 
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the cited portion of Gennaro does not disclose that a receiver "plays" a stream, but 

instead explains that finite streams of data, such as "digital movies, digital sounds, 

[and] applets," can be processed according to Gennaro’s system.  See Ex. 1008 at 

2:64-3:4. 

193. Furthermore, even if the cited portion described the playback of a data 

stream, there is no disclosure that the system takes an affirmative step to grant any 

request to use a file in a predefined way.  This is evidenced by Gennaro itself, which, 

as explained below, merely allows the conversion of the data stream into video by 

the MPEG software to continue if no errors are detected.  See Ex. 1008 (Gennaro) at 

5:54-63 (if an error is detected the process is "halted," "[o]therwise" the processing 

of incoming data blocks continues.) 

194. Gennaro describes an iterative process that divides the stream into 

blocks, and authenticates each block individually.  Hence, like Hanna discussed 

above, Gennaro describes that some portions of the stream may be verified, while 

other are not.  If verified, the MPEG software is informed of the block and "it can 

proceed to process the incoming original block that was authenticated."  Ex. 1008 ar 

5:61-63.  This processing of authenticated blocks by the MPEG software (not further 

described in Gennaro) may include performing methods, such as those disclosed in 

the '815 patent, that process requests by the recipient to use the block in a predefined 
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manner, but there is no such suggestion or motivation in Gennaro regarding 

managing the use of the block, nor is a block a "file."         

195. Conversely, the MPEG software is not informed of any blocks that 

cannot be authenticated, and those corrupted portions of the stream are not further 

processed.  In such a system as Gennaro that verifies the stream in a block-by-block 

manner, it is unclear what it would even mean "to grant a request to use a file in a 

predefined way," as all of the file may not be further processed by the MPEG 

software for use.  Moreover, that Gennaro's processing of a block can be halted at 

any time tampering is detected shows that there is no single step performed that 

"grants" the use of the file in a predefined manner.   

196. Second, Petitioner contends that Limitation 42[e] is disclosed because 

a prior art receiver "asks for the authenticated stream" (Petition at 56 (citing Ex. 

1008 (Gennaro) at 1:28-29)).  However, Gennaro teaches away from this method of 

using the prior art device, which Gennaro criticizes as having a "problem." 

Moreover, simply asking for a data stream is also not the same thing as receiving a 

request to "use the file in a predefined manner."  No explicit or implicit disclosure 

is made that Gennaro’s receiver grants a request to use a file in a predefined manner 

simply because a receiver asks for a data stream. 

197. Third, Petitioner contends that Limitation 42[e] is disclosed because,  if 

tampering is detected, Gennaro’s authentication software "halt[s]" the MPEG 
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software/hardware’s processing of the data stream by not informing the MPEG 

software/hardware of the receipt of incoming data.  See Petition at 56-57 (citing Ex. 

1008 at 5:8-12, 5:35-39, 5:54-63).  Gennaro expressly discloses that if no tampering 

is detected then the authentication software simply continues informing the MPEG 

software/hardware of incoming data.  Thus, no affirmative granting step is 

performed in Gennaro. 

C. Petitioner Fails to Show Claim 43 is Obvious 

198. Claim 43 depends from independent claim 42 and, therefore, includes 

all of the features and limitations of claim 42.  Accordingly, Petitioner fails to show 

that claim 43 is unpatentable in Grounds 1 and 2 for at least the same reasons 

provided above with respect to claim 42, and for its own unique features and 

limitations.  

VIII. CONCLUSION 

199. In signing this declaration, I recognize that the declaration will be filed 

as evidence in a contested case before the Patent Trial and Appeal Board of the 

United States Patent and Trademark Office. I also recognize that I may be subject to 

cross-examination in the case and that cross-examination will take place within the 

United States. If cross-examination is required of me, I will appear for cross-

examination within the United States during the time allotted for cross-examination. 
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200. I hereby declare that all statements made herein of my own knowledge 

are true and that all statements made on the information and belief are believed to 

be true; and further that these statements were made with the knowledge that willful 

false statements and the like so made are punishable by fine or imprisonment, or 

both, under Section 1001 of Title 18 of the United States Code. 

Executed:  January 21, 2021 

 
 

 Markus Jakobsson, Ph.D.                                    
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CV and Research Statement

Markus Jakobsson
www.linkedin.com/in/markusjakobsson

www.markus-jakobsson.com

1 At a Glance

• Focus. Identification of security problems, trends and solution along four
axes – computational, structural, physical and social; quantitative and
qualitative fraud analysis; development of disruptive security technologies.

• Education. PhD (Computer Science/Cryptography, University of Cali-
fornia at San Diego, 1997); MSc (Computer Engineering, Lund Institute
of Technology, Sweden, 1994).

• Large research labs. San Diego Supercomputer Center (Researcher,
1996-1997); Bell Labs (Member of Technical Staff, 1997-2001); RSA Labs
(Principal Research Scientist, 2001-2004); Xerox PARC (Principal Scien-
tist, 2008-2010); PayPal (Principal Scientist of Consumer Security, Di-
rector, 2010-2013); Qualcomm (Senior Director, 2013-2015); Agari (Chief
Scientist, 2016–2018); Amber Solutions Inc (Chief of Security and Data
Analytics, 2018 – 2019); ByteDance (Principal Scientist, 2020-current)

• Academia. New York University (Adjunct Associate Professor, 2002-
2004); Indiana University (Associate Professor & Associate Director, 2004-
2008; Adjunct Associate Professor, 2008-2016).

• Entrepreneurial activity. ZapFraud (Anti-scam technology; CTO and
founder, 2012-current); RavenWhite Security (Authentication solutions;
CTO and founder, 2005-); RightQuestion (Consulting; Founder, 2007-
current); FatSkunk (Malware detection; CTO and founder, 2009-2013 –
FatSkunk was acquired by Qualcomm); LifeLock (Id theft protection;
Member of fraud advisory board, 2009-2013); CellFony (Mobile security;
Member of technical advisory board, 2009-2013); PopGiro (User Reputa-
tion; Member of technical advisory board, 2012-2013); MobiSocial (Social
networking, Member of technical advisory board, 2013); Cequence Security
(Anti-fraud, Member of technical advisory board, 2013–current)

• Anti-fraud consulting. KommuneData [Danish govt. entity] (1996);
J.P. Morgan Chase (2006-2007); PayPal (2007-2011); Boku (2009-2010);
Western Union (2009-2010).
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• Intellectual Property, Testifying Expert Witness. Inventor of 100+
patents; expert witness in 25+ patent litigation cases (McDermott, Will
& Emery; Bereskin & Parr; WilmerHale; Hunton & Williams; Quinn
Emanuel Urquhart & Sullivan; Freed & Weiss; Berry & Domer; Fish &
Richardson; DLA Piper; Cipher Law Group; Keker & Van Nest). Details
and references upon request.

• Publications. Books: Phishing and Countermeasures: Understanding
the Increasing Problem of Electronic Identity Theft (Wiley, 2006); Crime-
ware: Understanding New Attacks and Defenses (Symantec Press, 2008);
Towards Trustworthy Elections: New Directions in Electronic Voting (Springer
Verlag, 2010); Mobile Authentication: Problems and Solutions )Springer
Verlag, 2012); The Death of the Internet (Wiley, 2012); Understanding
Social Engineering (Springer Verlag, 2016); Security, Privacy and User
Interaction (Springer Verlag, 2020); 100+ peer-reviewed publications

2 Summary
I am one of the more prominent computer scientists studying fraud and fraud
prevention. I have performed and published novel research on fraud and authen-
tication since 1993, with a focus on the payments industry since 1995. In 1999, I
posited that what later became known as phishing would become a big problem.
As a Principal Scientist at RSA Laboratories in 2001, my mandate was to de-
termine the impact of future fraud scenarios on commerce and authentication,
and developing intellectual property to address such problems. In 2004, I built
a research group around online fraud and countermeasures, resulting in more
than 50 publications and two books (“Phishing and Countermeasures”, Wiley;
“Crimeware”, Symantec Press.) I co-founded the first company to address con-
sumer security education, and am a pioneer in that area. I also co-founded
an RSA Security spinoff (RavenWhite Security), and a company to address mo-
bile malware (FatSkunk), and have overseen their intellectual property creation.
FatSkunk was acquired by Qualcomm in 2013. I also founded ZapFraud, a com-
pany addressing Business Email Compromise. I am currently the Chief Scientist
at Agari, a company addressing email-based fraud.

I have recruited and supervised junior colleagues, developers and PhD/Masters
students for twenty years. I have been in charge with building research groups
at Bell Laboratories, RSA Laboratories and Indiana University. I was the most
senior security researcher at Indiana University, and was hired to Xerox PARC
to provide thought leadership to their security group. My former advisees have
prominent roles at RSA Laboratories, Mozilla, Google, and top universities such
as MIT and ETH Zurich MIT. I played a prominent role in defining the intel-
lectual property efforts at PayPal/eBay, and contributed significantly to their
portfolio. I founded and built FatSkunk, bringing a new security paradigm to
the marketplace. I am the most senior researcher at ByteDance.
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3 Work History (Highlights)

1. Member of Technical Staff, Bell Labs (1997-2001). Markus was
part of the security research group at Bell Labs. He formalized the notion
of proof of work, later an integral part of BitCoin.

2. Principal Scientist, RSA Labs (2001-2005). Markus posited that
phishing would become a mainstream problem, and developed ethical tech-
niques for identifying likely trends based on human subject experiments.

3. Associate Professor, Indiana University (2005-2008). Markus was
hired to lead the newly formed security group at Indiana University, and
created a research group comprising approximately 10 professors and 30
students, studying social engineering and fraud.

4. Principal Scientist, Xerox PARC (2008-2010). Markus was hired to
lead the research efforts of the Xerox PARC security group, and developed
the notion of implicit authentication, a technology that is now ubiquitous.

5. Principal Scientist, PayPal (2010-2013). Markus did research on
security and user interfaces, and developed techniques to reduce the losses
associated with liar buyer fraud.

6. Senior Director, Qualcomm (2013-2016). Qualcomm acquires FatSkunk,
a company founded by Markus. At FatSkunk, Markus developed retroac-
tive malware detection with provable security guarantees. A simplified
version of this is now deployed with almost all Qualcomm chipsets.

7. Chief Scientist, Agari (2016-2018). Markus developed a technique to
acquire fraudster intelligence by compromising scammer email accounts –
while staying within the law – resulting in the extradition of several African
scam lords to the U.S.

8. Chief of Security and Data Analytics, Amber Solutions (2018-
2020). Markus developed usable configuration methods supporting im-
proved security and privacy for IoT installations.
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4 Recent Focus

My work primarily involves identifying trends in fraud and computing before
they affect the market, and to develop and test countermeasures – whether
technical, or based on user interaction or education. I am the inventor of more
than 100 patents. At PayPal, I developed and tested a technology that allows
the automatic creation of PINs from passwords [57], with direct applications to
improved mobile security and simplified user experience. I also studied liar buyer
fraud [50] and developed improved authentication and fraud detection methods.
At FatSkunk, I developed a new Anti-Virus paradigm (see, e.g., [53]); protected
the intellectual property; built a team to build the technology; and worked
towards commercializing the technology. After the acquisition of FatSkunk,
this work was continued at Qualcomm, where I also worked on IoT, wearable
authentication methods [52], anti-theft technology and privacy technology aimed
at automatically detecting and block attempts to track users. My work at
ZapFraud focused on understanding and blocking email scams [51], with a focus
on business email compromise, and building a foundational patent portfolio.
My work at Agari addressed enterprise-facing scams such as Business Email
Compromise, Ransomware, and other abuse based on social engineering and
identity deception. My work at Amber Solutions has involved protocol design for
defending against attacks on consumer and enterprise sensor networks. My work
at ByteDance relates to anticipating future abuse and proactively addressing it.

My PhD is in theoretical computer science, but my later emphasis has been
on applied security, including authentication, click-fraud [40], mobile malware
detection [53], detection of business email compromise, and the development of
metrics to detect new types of fraud.

5 Publication List

Books (1-8); book chapters, journals, conference publications and other scientific
publications (9-147), issued /published U.S. patents (148-234). For an updated
list, and for international patents, please see www.markus-jakobsson.com/publications
and appropriate patent search engines.
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