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Electrical engineering education has undergone some radical changes during the past cou-
ple of decades and continues to do so. A modern undergraduate program in electrical
engineering includes the following two introductory courses:

& Signals and Systems, which provides a balanced and integrated treatment of contin-
uous-time and discrete-time forms of signals and systems. The Fourier transform (in
its different forms), Laplace transform, and z-transform are treated in detail. Typi-
cally, the course also includes an elementary treatment of communication systems.

¥ Probability and Random Processes, which develops an intuitive grasp of discrete and
continuous random variables and then introduces the notion of a random process
and its characteristics.

Typically, these two introductory courses lead to a senior-level course on communication
systems.

The fourth edition of this book has been written with this background and primary
objective in mind. Simply put, the book provides a modern treatment of communication
systems at a level suitable for a one- or two-semester senior undergraduate course. The
emphasis is on the statistical underpinnings of communication theory with applications.

The material is presented in a logical manner, and it is illustrated with examples,
with the overall aim being that of helping the student develop an intuitive grasp of the
theory under discussion. Except for the Background and Preview chapter, each chapter
ends with numerous problems designed not only to help the students test their understand-
ing of the material covered in the chapter but also to challenge them to extend this material.
Every chapter includes notes and references that provide suggestions for further reading.
Sections or subsections that can be bypassed without loss of continuity are identified with
a footnote. )

A distinctive feature of the book is the inclusion of eight computer experiments using
MATLAB. This set of experiments prpvides the basis of a “Software Laboratory”, with
each experiment being designed to exfend the material covered in the pertinent chapter.
Most important, the experiments expléit the unique capabilities of MATLAB in an instruc-
tive manner. The MATLAB codes for all these experiments are available on the Wiley Web
site: http://www.wiley.com/college/haykin/,

The Background and Preview chapter presents introductory and motivational ma-
terial, paving the way for detailed treatment of the many facets of communication systems
in the subsequent 10 chapters. The material in these chapters is organized as follows:

* Chapter 1 develops a detailed treatment of random, or stachastic, processes, with
particular emphasis on their partial characterization (i.e., second-order statistics). In
effect, the discussion is restricted to wide-sense stationary processes. The correlation
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properties and power spectra of random processes are described in detail. Gaussian
processes and narrowband noise feature prominently in the study of communication
systems, hence their treatment in the latter part of the chapter. This treatment nat-
urally leads to the consideration of the Rayleigh and Rician distributions that arise
in a communications environment.
Chapter 2 presents an integrated treatment of continuous-wave (CW) modulation
(i.e., analog communications) and their different types, as cutlined here:
(i) Amplitude modulation, which itself can assume one of the following forms (de-
pending on how the spectral characteristics of the modulated wave are specified):
& Full amplitude modulation
& Double sideband-suppressed carrier modulation
& Quadrature amplitude modulation
¥ Single sideband modulation
> Vestigial sideband modulation
(ii) Angle modulation, which itself can assume one of two interrelated forms:
» Phase modulation
# Frequency modulation
The time-domain and spectral characteristics of these modulated waves, methods for
their generation and detection, and the effects of channel noise on their performances
are discussed.
Chapter 3 covers pulse modulation and discusses the processes of sampling, quan-
tization, and coding that are fundamental to the digital transmission of analog sig-
nals. This chapter may be viewed as the transition from analog to digital commu-
nications. Specifically, the following types of pulse modulation are discussed:
(i) Analog pulse modulation, where only time is represented in discrete form; it
embodies the following special forms:
# Pulse amplitude modulation
& Pulse width (duration) modulation
+ Pule position modulation
The characteristics of pulse amplitude modulation are discussed in detail, as it is
basic to all forms of pulse modulation, be they of the analog or digital type.
(ii) Digital pulse modulation, in which both time and signal amplitude are repre-
sented in discrete form; it embodies the following special forms:
& Pulse-code modulation
& Delta modulation
# Differential pulse-code modulation
In delta modulation, the sampling rate is increased far in excess of that used in pulse-
code modulation so as to simplify implementation of the system. In contrast, in
differential pulse-code modulation, the sampling rate is reduced through the use of
a predictor that exploits the correlation properties of the information-bearing signal.
(iii) MPEG/audio coding standard, which includes a psychoacoustic model as a key
element in the design of the encoder.

Chapter 4 covers baseband pulse transmission, which deals with the transmission of
pulse-amplitude modulated signals in their baseband form. Two important issues are
discussed: the effects of channel noise and limited channel bandwidth on the perfor-
mance of a digital communication system. Assuming that the channel noise is additive - -



v

v

v

v

¥

PREFACE ix

and white, this effect is minimized by using a matched filter, which is basic to the

design of communication receivers. As for limited channel bandwidth, it manifests

itself in the form of a phenomenon known as intersymbol interference. To combat
the degrading effects of this signal-dependent interference, we may use either a pulse-
shaping filter or correlative encoder/decoder; both of these approaches are discussed.

The chapter includes a discussion of digital subscriber lines for direct communication

between a subscriber and an Internet service provider. This is followed by a deriva-

tion of the optimum linear receiver for combatting the combined effects of channel
noise and intersymbol interference, which, in turn, leads to an introductory treatment
of adaptive equalization.

Chapter § discusses signal-space analysis for an additive white Gaussian noise chan-

nel. In particular, the foundations for the geometric representation of signals with

finite energy are established. The correlation receiver is derived, and its equivalence
with the matched filter receiver is demonstrated. The chapter finishes with a discus-
sion of the probability of error and its approximate calculation.

Chapter 6 discusses passband data transmission, where a sinusoidal carrier wave is

employed to facilitate the transmission of the digitally modulated wave over a band-

pass channel. This chapter builds on the geometric interpretation of signals presented
in Chapter 5. In particular, the effect of channel noise on the performance of digital
communication systems is evaluated, using the following modulation techniques:
(i) Phase-shift keying, which is the digital counterpart to phase modulation with
the phase of the carrier wave taking on one of a prescribed set of discrete values.
(ii) Hybrid amplitude/phase modulation schemes including quadrature-amplitude
modulation (QAM), and carrierless amplitude/phase modulation (CAP).

(iii) Frequency-shift keying, which is the digital counterpart of frequency modulation
with the frequency of the carrier wave taking on one of a prescribed set of discrete
values.

(iv) Generic multichannel modulation, followed by discrete multitone, the use of
which has been standardized in asymmetric digital subscriber lines.

In a digital communication system, timing is everything, which means that the re-

ceiver must be synchronized to the transmitter. In this context, we speak of the

receiver being coherent or noncoherent. In a coberent receiver, provisions are made
for the recovery of both the carrier phase and symbol timing. In a #oncoberent
receiver the carrier phase is ignored and provision is only'made for symbol timing.

Such a strategy is dictated by the fact that the carrier phase may be random, making

phase recovery a costly proposition. Synchronization techniques are discussed in the

latter part of the chapter, with particular emphasis on discrete-time signal processing.

Chapter 7 introduces spread-spectrum modulation. Unlike traditional forms of mod-

ulation discussed in earlier chapters, channel bandwidth is purposely sacrificed in

spread-spectrum modulation for the sake of security or protection against interfering
signals. The direct-sequence and frequency-hop forms of spread-spectrum modula-
tion are discussed.

Chapter 8 deals with multiuser radio communications, where a multitude of users

have access to a common radio channel. This type of communication channel is well

represented in satellite and wireless communication systems, both of which are dis-
cussed. The chapter includes a presentation of link budget analysis, emphasizing the
related antenna and propagation concepts, and noise calculations.

Chapter 9 develops the fundamental limits in information theory, which are embod-

ied in Shannon’s theorems for data compaction, data compression, and data trans-
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mission. These theorems provide upper bounds on the performance of information
sources and communication channels. Two concepts, basic to formulation of the
theorems, are (1) the entropy of a source (whose definition is analogous to that of
entropy in thermodynamics), and (2) channel capacity.

Chapter 10 deals with error-control coding, which encompasses techniques for the
encoding and decoding of digital data streams for their reliable transmission over
noisy channels. Four types of error-control coding are discussed:

(i) Linear block codes, which are completely described by sets of linearly indepen-
dent code words, each of which consists of message bits and parity-check bits.
The parity-check bits are included for the purpose of error control.

(ii) Cyclic codes, which form a subclass of linear block codes.

(iii) Convolutional codes, which involve operating on the message sequence contin-
uously in a serial manner.

(iv) Turbo codes, which provide a novel method of constructing good codes that
approach Shannon’s channel capacity in a physically realizable manner.

Methods for the generation of these codes and their decoding are discussed.

v

The book also includes supplementary material in the form of six appendices as
follows:

> Appendix 1 reviews probability theory.

» Appendix 2, on the representation of signals and systems, reviews the Fourier trans-
form and its properties, the various definitions of bandwidth, the Hilbert transform,
and the low-pass equivalents of narrowband signals and systems.

+ Appendix 3 presents an introductory treatment of the Bessel function and its modified

~ form. Bessel functions arise in the study of frequency modulation, noncoherent de-
tection of signals in noise, and symbol timing synchronization.

» Appendix 4 introduces the confluent hypergeometric function, the need for which
arises in the envelope detection of amplitude-modulated signals in noise.

b Appendix S provides an introduction to cryptography, which is basic to secure
communications.

» Appendix 6 includes 12 useful tables of various kinds.

As mentioned previously, the primary purpose of this book is to provide a modern
treatment of communication systems suitable for use in a one- or two-semester under-
graduate course at the senior level. The make-up of the material for the course is naturally
determined by the background of the students and the interests of the teachers involved.
The material covered in the book is both broad and deep enough to satisfy a variety of
backgrounds and interests, thereby providing considerable flexibility in the choice of
course material. As an aid to the teacher of the course, a detailed solutions manual for all
the problems in the book is available from the publisher.
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2.5 Frequency-Division Multiplexing 105

The unshaded part of the spectrum in Figure 2.17b defines the wanted modulated
signal s,(2), and the shaded part of this spectrum defines the #nage signal associated
with s(t). For obvious reasons, the mixer in this case is referred to as a frequency-
up converter.

Down conversion. In this second case the translated carrier frequency £, is smaller
than the incoming carrier frequency f;, and the required oscillator frequency f; is
therefore defined by

L=f~-1

or

fi=fi—f

The picture we have this time is the reverse of that pertaining to up conversion. In
particular, the shaded part of the spectrum in Figure 2,175 defines the wanted mod-
ulated signal s,(t), and the unshaded part of this spectrum defines the associated
image signal. The mixer is now referred to as a frequency-down converter. Note that
in this case the translated carrier frequency £ has to be larger than W (i.e., one half
of the bandwidth of the modulated signal) to avoid sideband overlap.

The purpose of the band-pass filter in the mixer of Figure 2.16 is to pass the wanted
modulated signal s,(¢) and eliminate the associated image signal. This objective is achieved
by aligning the midband frequency of the filter with the translated carrier frequency f; and
assigning it a bandwidth equal to that of the incoming modulated signal s, (2).

It is important to note that mixing is a linear operation. Accordingly, the relation of
the sidebands of the incoming modulated wave to the carrier is completely preserved at
the mixer output.

i 2.5 Frequency-Division Multiplexing

Another important signal processing operation is multiplexing, whereby a number of in-
dependent signals can be combined into a composite signal suitable for transmission over
a common channel. Voice frequencies transmitted over telephone systems, for example,
range from 300 to 3100 Hz. To transmit a number of these signals over the same channel,
the signals must be kept apart so that they do not interfere with each other, and thus they
can be separated at the receiving end. This is accomplished by separating the signals either
in frequency or in time. The technique of separating the signals in frequency is referred to
as frequency-division multiplexing (FDM), whereas the technique of separating the signals
in time is called time-division multiplexing (TDM). In this section, we discuss FDM sys-
tems, and TDM systems are discussed in Chapter 3.

A block diagram of an FDM system is shown in Figure 2.18. The incoming message
signals are assumed to be of the low-pass type, but their spectra do not necessarily have
nonzero values all the way down to zero frequency. Following each signal input, we have
shown a low-pass filter, which is designed to remove high-frequency components that do
not contribute significantly to signal representation but are capable of disturbing other
message signals that share the common channel. These low-pass filters may be omitted
only if the input signals are sufficiently band limited initially. The filtered signals are applied

16
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FIGURE 2.18 Block diagram of FDM system.

to modulators that shift the frequency ranges of the signals so as to occupy mutually
exclusive frequency intervals. The necessary carrier frequencies needed to perform these
frequency translations are obtained from a carrier supply. For the modulation, we may
use any one of the methods described in previous sections of this chapter. However, the
most widely used method of modulation in frequency-division multiplexing is single side-
band modulation, which, in the case of voice signals, requires a bandwidth that is ap-
proximately equal to that of the original voice signal. In practice, each voice input is usually
assigned a bandwidth of 4 kHz. The band-pass filters following the modulators are used
to restrict the band of each modulated wave to its prescribed range. The resulting band-
pass filter outputs are next combined in parallel to form the input to the common channel.
At the receiving terminal, a bank of band-pass filters, with their inputs connected in par-
allel, is used to separate the message signals on a frequency-occupancy basis. Finally, the
original message signals are recovered by individual demodulators. Note that the FDM
system shown in Figure 2.18 operates in only one direction. To provide for two-way
transmission, as in telephony, for example, we have to completely duplicate the multi-
plexing facilities, with the components connected in reverse order and with the signal
waves proceeding from right to left.

» EXAMPLE 2.1

The practical implementation of an FDM system usually involves many steps of modulation
and demodulation, as illustrated in Figure 2.19. The first multiplexing step combines 12 voice
inputs into a basic group, which is formed by having the #th input modulate a carrier at
frequency f, = 60 + 4n kHz, where # = 1, 2, . .., 12. The lower sidebands are then selected
by band-pass filtering and combined to form a group of 12 lower sidebands {one for each
voice input). Thus the basic group occupies the frequency band 60 to 108 kHz. The next step
in the FDM hierarchy involves the combination of five basic groups into a supergroup. This
is accomplished by using the #th group to modulate a carrier of frequency f, = 372 + 48#
kHz, where n = 1,2,. . ., 5. Here again the lower sidebands are selected by filtering and then

17
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FIGURE 2.19 Hlustrating the modulation steps in an FDM system.

| 2.6 Angle Modulation

In the previous sections of this chapter, we investigated the effect of slowly varying the

carrying) signal. There is another way of modulating a sinusoidal carrier wave, namely,
angle modulation in which the angle of the carrier wave is varied according to the baseband
signal. In this method of modulation, the amplitude of the carrier wave is maintained
constant. An important feature of angle modulation is that it can Pprovide better discrim-
ination against noise and interference than amplitude modulation. As will be shown later
in Section 2.7, however, this improvement in performance is achieved at the expense of
increased transmission bandwidth; that is, angle modulation provides us with 2 practical
means of exchanging channel bandwidth for improved noise performance. Such a trade-
off is not possible with amplitude modulation, regardless of its form,

& BASIC DEFINITIONS

Let 0,(¢) denote the angle of a modulated sinusoidal carrier, assumed to be a function of
the message signal. We express the resulting angle-modulated wave as

s(t) = A, cos[6,(2)] (2.19)

18



3.9 Time-Division Multiplexing 211

L§l2~ Time-Division Multiplexing

Message

mputs

The sampling theorem provides the basis for transmitting the information contained in a
band-limited message signal #(¢) as a sequence of samples of ##(t) taken uniformly at a
rate that is usually slightly higher than the Nyquist rate. An important feature of the
sampling process is a conservation of time. That is, the transmission of the message samples
engages the communication channel for only a fraction of the sampling interval on a
periodic basis, and in this way some of the time interval between adjacent samples is cleared
for use by other independent message sources on a time-shared basis. We thereby obtain
a time-division multiplex (TDM) system, which enables the joint utilization of a common
communication channel by a plurality of independent message sources without mutual
interference among them.

The concept of TDM is illustrated by the block diagram shown in Figure 3.19. Each
input message signal is first restricted in bandwidth by a low-pass anti-aliasing filter to
remove the frequencies that are nonessential to an adequate signal representation. The
low-pass filter outputs are then applied to a commutator, which is usually implemented
using electronic switching circuitry. The function of the commutator is twofold: (1) to take
a narrow sample of each of the N input messages at a rate f; that is slightly higher than
2W, where W is the cutoff frequency of the anti-aliasing filter, and (2) to sequentially
interleave these N samples inside the sampling interval T;. Indeed, this latter function is
the essence of the time-division multiplexing operation. Following the commutation pro-
cess, the multiplexed signal is applied to a pulse modulator, the purpose of which is to
transform the multiplexed signal into a form suitable for transmission over the common
channel. It is clear that the use of time-division multiplexing introduces a bandwidth ex-
pansion factor N, because the scheme must squeeze N samples derived from N independent
message sources into a time slot equal to one sampling interval. At the receiving end of
the system, the received signal is applied to a pulse demodulator, which performs the
reverse operation of the pulse modulator. The narrow samples produced at the pulse de-
modulator output are distributed to the appropriate low-pass reconstruction filters by
means of a decommutator, which operates in synchronism with the commutator in the
transmitter. This synchronization is essential for a satisfactory operation of the system.
The way this synchronization is implemented depends naturally on the method of pulse
modulation used to transmit the multiplexed sequence of samples.

The TDM system is highly sensitive to dispersion in the common channel, that is, to
variations of amplitude with frequency or lack of proportionality of phase with frequency.
Accordingly, accurate equalization of both magnitude and phase responses of the channel
is necessary to ensure a satisfactory operation of the system; this issue is discussed in

Low-pass Low-pass
(anti-aliasing) (reconsruction)
filters filters Message

nutputs

N
Pulse Communication Pulse [ |
, modulator channel demodulator \
W{)ummutatﬂr T T Decomm uta‘( N

Clack pulses Clock pulses

FIGURE 3.19 Block diagram of TDM system.
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Chapter 4. However, unlike FDM, to a first-order approximation TDM is immune to
nonlinearities in the channel as a source of cross-talk. The reason for this behavior is that
different message signals are not simultaneously applied to the channel.

SYNCHRONIZATION

In applications using PCM, it is natural to multiplex different messages sources by time
division, whereby each source keeps its individuality throughout the journey from the
transmitter to the receiver. This individuality accounts for the comparative ease with which
message sources may be dropped or reinserted in a time-division multiplex system. As the
number of independent message sources is increased, the time interval that may be allotted
to each source has to be reduced, since all of them must be accommodated into a time
interval equal to the reciprocal of the sampling rate. This, in turn, means that the allowable
duration of a code word representing a single sample is reduced. However, pulses tend to
become more difficult to generate and to transmit as their duration is reduced. Further.
more, if the pulses become too short, impairments in the transmission medium begin to
interfere with the proper operation of the system. Accordingly, in practice, it is necessary
to restrict the number of independent message sources that can be included within a time-
division group.

In any event, for a PCM system with time-division multiplexing to operate satisfac-
torily, it is necessary that the timing operations at the receiver, except for the time lost in
transmission and regenerative repeating, follow closely the corresponding operations at
the transmitter. In a general way, this amounts to requiring a local clock at the receiver
to keep the same time as a distant standard clock at the transmitter, except that the local
clock is somewhat slower by an amount corresponding to the time required to transport
the message signals from the transmitter to the receiver. One possible procedure to syn-
chronize the transmitter and receiver clocks is to set aside a code element or pulse at the
end of a frame (consisting of a code word derived from each of the indepen dent message
sources in succession) and to transmit this pulse every other frame only. In such a case,
the receiver includes a circuit that would search for the pattern of 1s and 0s alternating at
half the frame rate, and thereby establish synchronization between the transmitter and
receiver.

When the transmission path is interrupted, it is highly unlikely that transmitter and
receiver clocks will continue to indicate the same time for long. Accordingly, in carrying
out a synchronization process, we must set up an orderly procedure for detecting the
synchronizing pulse. The procedure consists of observing the code elements one by one
until the synchronizing pulse is detected. That is, after observing a particular code element
long enough to establish the absence of the synchronizing pulse, the receiver clock is set
back by one code element and the next code element is observed. This searching process
is repeated until the synchronizing pulse is detected. Clearly, the time required for syn-
chronization depends on the epoch at which proper transmission is re-established.

# ExampLe 3.2 The T1 System

In this example, we describe the important characteristics of 2 PCM system known as the T
system,® which carries 24 voice channels over separate pairs of wires with regenerative 1
peaters spaced at approximately 2-km intervals. The T1 carrier system is basic to the North
American Digital Switching Hierarchy described in Section 3.10. .
A voice signal (male or female) is essentially limited to a band from 300 to 3100 Hz o
that frequencies outside this band do not contribute much to articulation cfficiency. Indeed,
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telephone circuits that respond to this range of frequencies give quite satisfactory service.
Accordingly, it is customary to pass the voice signal through a low-pass filter with a cutoff
frequency of about 3.1 kHz prior to sampling. Hence, with W = 3,1 kHz, the nominal value

rate, namely, 8 kHz, which is the standard sampling rate in telephone systems,

For companding, the T1 System uses a piecewise-linear characteristic (consisting of
15 linear segments) to approximate the logarithmic p-law of Equation (3.48) with the constant
= 255. This approximation is constructed in such a way that the segment end points lie on
the compression curve computed from Equation (3.48), and their projections onto the vertical
axis are spaced uniformly. Table 3.4 gives the projections of the segment end Ppoints onto the
horizontal axis and the step-sizes of the individual segments. The table s normalized to 8159,
so that all values are represented as integer numbers. Segment 0 of the approximation is a
colinear segment, passing through the origin; it contains a total of 30 uniform decision levels,
Linear segments 1a, 24, . .., 74 lie above the horizontal axis, whereas linear segments 1b,
2b, ..., 7b lie below the horizontal axis; each of these 14 segments contains 16 uniform
decision levels. For colinear segment Q. the decision levels at the quantizer input are +1,
*3,..., £31, and the corresponding representation levels at the quantizer output are 0,
*1,..., *15. For linear segments 14 and 1b, the decision levels at the quantizer input are
*+31, +35,..., 95, and the corresponding representation levels at the quantizer output are
*+16, =17,..., =31, and so on for the other linear segments.

There are a total of 31 + (14 x 16) = 255 representation levels associated with the
15-segment companding characteristic described above. To accommodate this number of rep-
resentation levels, each of the 24 voice channels uses a binary code with an 8-bit word. The
first bit indicates whether the input voice sample is positive or negative; this bit is a 1 if positive
and a 0 if negative. The next three bits of the code word identify the particular segment inside
which the amplitude of the input voice sample lies, and the last four bits identify the actual
representation level inside that segment.

With a sampling rate of § kHz, each frame of the multiplexed signal occupies a period
of 125 us. In particular, it consists of twenty-four 8-bit words, plus a single bit that is added
at the end of the frame for the purpose of synchronization. Hence, each frame consists ofa
total of (24 X 8) + 1 = 193 bits. Correspondingly, the duration of each bit equals 0.647 ps,
and the resulting transmission rate is 1.544 megabits per second (Mb/s).

In addition to the voice signal, a telephone system must also pass special supervisory
signals to the far end. This signaling information is needed to transmit dial pulses, as well as

f TABLE 3.4 The ] 5-segment companding characteristic (n =255)

Projections of Segment End Points

Linear Segment Number Step-Size ’ onto the Horizontal Axis

0 2 *31
1a,1b 4 ' +95
2a,2b 8 %223
3a, 3b 16 *479
4a,4b 32 +991
5a, 5b 64 +2015
64, 6b 128 +4063
7a, 7b 256 +8159
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§ 3.10

telephone off-hook/on-hook signals. In the T1 system, this requirement is accomplished ag
follows. Every sixth frame, the least significant (that is, the eighth) bit of each voice channe]
is deleted and a signaling bit is inserted in its place, thereby yielding an average 73-bit operation
for each voice input. The sequence of signaling bits is thus transmirtted at a rate equal to
sampling rate of 8 kHz divided by six, that is, 1.333 Kkb/s. This signaling rate applies to each
of the 24 input channels. <4

Digital Multiplexers

In Section 3.9 we introduced the idea of time-division multiplexing whereby a group of
analog signals (e.g., voice signals) are sampled sequentially in time at a common sampling
rate and then multiplexed for transmission over a common line. In this section we consider
the multiplexing of digital signals at different bit rates. This enables us to combine several
digital signals, such as computer outputs, digitized voice signals, digitized facsimile,
and television signals, into a single data stream {at a considerably higher bit rate than
any of the inputs). Figure 3.20 shows a conceptual diagram of the digital multiplexing-
demultiplexing operation.

The multiplexing of digital signals is accomplished by using a bit-by-bit interleaving
procedure with a selector switch that sequentially takes a bit from each incoming line and
then applies it to the high-speed common line. At the receiving end of the system the output
of this common line is separated out into its low-speed individual components and then
delivered to their respective destinations.

Digital multiplexers are categorized into two major groups. One group of multiplex-
ers is used to take relatively low bit-rate data streams originating from digital computers
and multiplex them for TDM transmission over the public switched telephone net-
work. The implementation of this first group of multiplexers requires the use of modems
(modulators—demodulators), which are discussed in Chapter 6.

The second group of digital multiplexers forms part of the data transmission service
provided by telecommunication carriers such as AT&T. In particular, these multiplexers
constitute a digital bierarchy that time-division multiplexes low-rate bit streams into much
higher-rate bit streams. The details of the bit rates that are accommodated in the hierarchy
vary from one country to another. However, a worldwide feature of the hierarchy is that
it starts at 64 kb/s, which corresponds to the standard PCM representation of a voice
signal. An incoming bit stream at this rate, irrespective of its origin, is called a digital signal
zero (DS0). In the United States, Canada, and Japan’ the hierarchy follows the North
American digital TDM hierarchy as described here:

v The first-level hierarchy combines twenty-four DSO bit streams to obtain a digital
signal one (DS1) at 1.544 Mb/s, which is carried on the T1 system described in

High-speed

Muitiplexer transmission Demultiplexer
line

Data sources Destinations

FiGuRe 3.20 Conceptual diagram of multiplexing-demultiplexing.

22



	Communication Systems 4th Edition Simon Haykin.pdf
	Communication Systems
	Preface
	Contents
	Background and Preview
	1. The Communication Process
	2. Primary Communication Resources
	3. Sources of Information
	4. Communication Networks
	5. Communication Channels
	6. Modulation Process
	7. Analog and Digital Types of Communication
	8. Shannon's Information Capacity Theorem
	9. A Digital Communication Problem
	10. Historical Notes
	Notes and References

	1. Random Process
	1.1 Introduction
	1.2 Mathematical Definition of a Random Process
	1.3 Stationary Processes
	1.4 Mean, Correlation, and Covariance Functions
	1.5 Ergodic Processes
	1.6 Transmission of a Random Process Through a Linear Time-Invariant Filter
	1.7 Power Spectral Density
	1.8 Gaussian Process
	1.9 Noise
	1.10 Narrowband Noise
	1.11 Representation of Narrowband Noise in Terms of In-phase and Quadrature Components
	1.12 Representation of Narrowband Noise in Terms of Envelope and Phase Components
	1.13 Sine Wave Plus Narrowband Noise
	1.14 Computer Experiments: Flat-Fading Channel
	1.15 Summary and Discussion 75
	Notes and References
	Problems

	2. Continuous-Wave Modulation
	2.1 Introduction
	2.2 Amplitude Modulation
	2.3 Linear Modulation Schemes
	2.4 Frequency Translation
	2.5 Frequency-Division Multiplexing
	2.6 Angle Modulation
	2.7 Frequency Modulation
	2.8 Nonlinear Effects in FM Systems
	2.9 Superheterodyne Receiver
	2.10 Noise in CW Modulation Systems
	2.11 Noise in Linear Receivers using Coherent Detection
	2.12 Noise in AM Receivers using Envelope Detection
	2.13 Noise in FM Receivers
	2.14 Computer Experiments: Phase-locked Loop
	2.15 Summary and Discussion
	Notes and References
	Problems

	3. Pulse Modulation
	3.1 Introduction
	3.2 Sampling Process
	3.3 Pulse-Amplitude Modulation
	3.4 Other Forms of Pulse Modulation
	3.5 Bandwidth-Noise Trade-off
	3.6 Quantization Process
	3.7 Pulse-Code Modulation
	3.8 Noise Considerations in PCM Systems
	3.9 Time-Division Multiplexing
	3.10 Digital Multiplexers
	3.11 Virtues, Limitations, and Modifications of PCM
	3.12 Delta Modulation
	3.13 Linear Prediction
	3.14 Differential Pulse-Code Modulation
	3.15 Adaptive Differential Pulse-Code Modulation
	3.16 Computer Experiment: Adaptive Delta Modulation
	3.17 MPEG Audio Coding Standard
	3.18 Summary and Discussion
	Notes and References
	Problems

	4. Baseband Pulse Transmission
	4.1 Introduction
	4.2 Matched Filter
	4.3 Error Rate Due to Noise
	4.4 Intersymbol Interference
	4.5 Nyquist's Criterion for Distortionless Baseband Binary Transmission
	4.6 Correlative-Level Coding
	4.7 Baseband M-ary PAM Transmission
	4.8 Digital Subscriber Lines
	4.9 Optimum Linear Receiver
	4.10 Adaptive Equalization
	4.11 Computer Experiments: Eye Patterns
	4.12 Summary and Discussion
	Notes and References
	Problems

	5. Signal-Space Analysis
	5.1 Introduction
	5.2 Geometric Representation of Signals
	5.3 Conversion of the Continuous AWGN Channel into a Vector Channel
	5.4 Likelihood Functions
	5.5 Coherent Detection of Signals in Noise: Maximum Likelihood Decoding
	5.6 Correlation Receiver
	5.7 Probability of Error
	5.8 Summary and Discussion
	Notes and References
	Problems

	6 Passband Digital Transmission
	6.1 Introduction
	6.2 Passband Transmission Model
	6.3 Coherent Phase-Shift Keying
	6.4 Hybrid Amplitude/Phase Modulation Schemes
	6.5 Coherent Frequency-Shift Keying
	6.6 Detection of Signals with Unknown Phase
	6.7 Noncoherent Orthogonal Modulation
	6.8 Noncoherent Binary Frequency-Shift Keying
	6.9 Differential Phase-Shift Keying
	6.10 Comparison of Digital Modulation Schemes Using a Single Carrier
	6.11 Voiceband Modems
	6.12 Multichannel Modulation
	6.13 Discrete Multitone
	6.14 Synchronization
	6.15 Computer Experiments: Carrier Recovery and Symbol Timing
	6.16 Summary and Discussion
	Notes and References
	Problems

	7. Spread-Spectrum Modulation
	7.1 Introduction
	7.2 Pseudo-Noise Sequences
	7.3 A Notion of Spread Spectrum
	7.4 Direct-Sequence Spread Spectrum with Coherent Binary Phase-Shift Keying
	7.5 Signal-Space Dimensionality and Processing Gain
	7.6 Probability of Error
	7.7 Frequency-Hop Spread Spectrum
	7.8 Computer Experiments: Maximal-Length and Gold Codes
	7.9 Summary and Discussion
	Notes and References
	Problems

	8. Multiuser Radio Communications
	8.1 Introduction
	8.2 Multiple-Access Techniques
	8.3 Satellite Communications
	8.4 Radio Link Analysis
	8.5 Wireless Communications
	8.6 Statistical Characterization of Multipath Channels
	8.7 Binary Signaling over a Rayleigh Fading Channel
	8.8 TDMA and CDMA Wireless Communication Systems
	8.9 Source Coding of Speech for Wireless Communications
	8.10 Adaptive Antenna Arrays for Wireless Communications
	8.11 Summary and Discussion
	Notes and References
	Problems

	9. Fundamental Limits of Information Theory
	9.1 Introduction
	9.2 Uncertainty, Information, and Entropy
	9.3 Source-Coding Theorem
	9.4 Data Compaction
	9.5 Discrete Memoryless Channels
	9.6 Mutual Information
	9.7 Channel Capacity
	9.8 Channel-Coding Theorem
	9.9 Differential Entropy and Mutual Information for Continuous Ensembles
	9.10 Information Capacity Theorem
	9.11 Implications of the Information Capacity Theorem
	9.12 Information Capacity of Colored Noise Channel
	9.13 Rate Distortion Theory
	9.14 Data Compression
	9.15 Summary and Discussion
	Notes and References
	Problems

	10. Error-Control Coding
	10.1 Introduction
	10.2 Discrete-Memoryless Channels
	10.3 Linear Block Codes
	10.4 Cyclic Codes
	10.5 Convolutional Codes
	10.6 Maximum Likelihood Decoding of Convolutional Codes
	10.7 Trellis-Coded Modulation
	10.8 Turbo Codes
	10.9 Computer Experiment: Turbo Decoding
	10.10 Low-Density Parity-Check Codes
	10.11 Irregular Codes
	10.12 Summary and Discussion
	Notes and References
	Problems

	App 1 - Probability Theory
	A1.1 Probabilistic Concept
	A1.2 Random Variables
	A1.3 Statistical Averages

	App 2 - Representation of Signals and Systems
	A2.1 Fourier Analysis
	A2.2 Bandwidth
	A2.3 Hilbert Transform
	A2.4 Complex Representation of Signals and Systems

	App 3 - Bessel Functions
	A3.1 Series Solution of Bessel's Equation
	A3.2 Properties of the Bessel Function
	A3.3 Modified Bessel Function
	Notes and References

	App 4 - Confluent Hypergeometric Functions
	A4.1 Kummer's Equation
	A4.2 Properties of the Confluent Hypergeometric Function
	Notes and References

	App 5 - Cryptography
	A5.1 Secret-Key Cryptography
	A5.2 Block and Stream Ciphers
	A5.3 Information-Theoretic Approach
	A5.4 Data Encryption Standard
	A5.5 Public-Key Cryptography
	A5.6 Rivest-Shamir-Adelman System
	A5.7 Summary and Discussion
	Notes and References

	App 6 - Tables
	A6.1 ASCII code
	A6.2 Summary of properties of the Fourier transform
	A6.3 Fourier-transform pairs
	A6.4 Hilbert transform pairs
	A6.5 Table of Bessel functions
	A6.6 The error function
	A6.7 Selection of ITU voiceband (telephone line) modem standards
	A6.8 Trigonometric identities
	A6.9 Series expansions
	A6.10 Integrals
	A6.11 Useful constants
	A6.12 Recommended unit prefixes

	Glossary
	Conventions and Notations
	Functions
	Abbreviations

	Bibliography
	Index

	Solution Manual for Communication Systems 4th Edition Simon Haykin.pdf
	Title Page
	Preface
	Chapter 1
	1.1 - 1.10
	1.1
	1.2
	1.3
	1.4
	1.5
	1.6
	1.7
	1.8
	1.9
	1.10

	1.11 - 1.20
	1.11
	1.12
	1.13
	1.14
	1.15
	1.16
	1.17
	1.18
	1.19
	1.20

	1.21 - 1.30
	1.21
	1.22
	1.23
	1.24
	1.25
	1.26
	1.27
	1.28
	1.29
	1.30

	1.31 - 1.33
	1.31
	1.32
	1.32a
	1.33


	Chapter 2
	2.1 - 2.10
	2.1
	2.2
	2.3
	2.4
	2.5
	2.6
	2.7
	2.8
	2.9
	2.10

	2.11 - 2.20
	2.11
	2.12
	2.13
	2.14
	2.15
	2.16
	2.17
	2.18
	2.19
	2.20

	2.21 - 2.30
	2.21
	2.22
	2.23
	2.24
	2.25
	2.26
	2.27
	2.28
	2.29
	2.30

	2.31 - 2.40
	2.31
	2.32
	2.33
	2.34
	2.35
	2.36
	2.37
	2.38
	2.39
	2.40

	2.41 - 2.50
	2.41
	2.42
	2.43
	2.44
	2.45
	2.46
	2.47
	2.48
	2.49
	2.50

	2.51 - 2.61
	2.51
	2.52
	2.53
	2.54
	2.55
	2.56
	2.57
	2.58
	2.59
	2.60
	2.61


	Chapter 3
	3.1 - 3.10
	3.1
	3.2
	3.3
	3.4
	3.5
	3.6
	3.7
	3.8
	3.9
	3.10

	3.11 - 3.20
	3.11
	3.12
	3.13
	3.14
	3.15a
	3.15b
	3.16
	3.17
	3.18
	3.19
	3.20

	3.21 - 3.30
	3.21
	3.22
	3.23
	3.24
	3.25
	3.26
	3.27
	3.28
	3.29
	3.30

	3.31 - 3.40
	3.31
	3.32
	3.33
	3.34
	3.35
	3.36
	3.37
	3.38
	3.39
	3.40


	Chapter 4
	4.1 - 4.10
	4.1
	4.2
	4.3
	4.4
	4.5
	4.6
	4.7
	4.8
	4.9
	4.10

	4.11 - 4.20
	4.11
	4.12
	4.13
	4.14
	4.15
	4.16
	4.17
	4.18
	4.19
	4.20

	4.21 - 4.30
	4.21
	4.22
	4.23
	4.24
	4.25
	4.26
	4.27
	4.28
	4.29
	4.30

	4.31 - 4.39
	4.31
	4.32
	4.33
	4.34
	4.35
	4.36
	4.37
	4.38
	4.39


	Chapter 5
	5.1 - 5.10
	5.1
	5.2
	5.3
	5.4
	5.5
	5.6
	5.7
	5.8
	5.9
	5.10

	5.11 - 5.20
	5.11
	5.12
	5.13
	5.14
	5.15
	5.16
	5.17
	5.18
	5.19
	5.20


	Chapter 6
	6.1 - 6.10
	6.1
	6.2
	6.3
	6.4
	6.5
	6.6
	6.7
	6.8
	6.9
	6.10

	6.11 - 6.20
	6.11
	6.12
	6.13
	6.14
	6.15
	6.16
	6.17
	6.18
	6.19
	6.20

	6.21 - 6.30
	6.21
	6.22
	6.23
	6.24
	6.25
	6.26
	6.27
	6.28
	6.29
	6.30

	6.31 - 6.40
	6.31
	6.32
	6.33
	6.34
	6.35
	6.36
	6.37
	6.38
	6.39
	6.40

	6.41 - 6.51
	6.41
	6.42
	6.43
	6.44
	6.45
	6.46
	6.47
	6.48
	6.49
	6.51


	Chapter 7
	7.1 - 7.10
	7.1
	7.2
	7.3
	7.4
	7.5
	7.6
	7.7
	7.8
	7.9
	7.10

	7.11 - 7.14
	7.11
	7.12
	7.13
	7.13a
	7.14


	Chapter 8
	8.1 - 8.10
	8.1
	8.2
	8.3
	8.4
	8.5
	8.6
	8.7
	8.8
	8.9
	8.10

	8.11 - 8.21
	8.11
	8.12
	8.13
	8.14
	8.15
	8.16
	8.17
	8.18
	8.19
	8.20
	8.21


	Chapter 9
	9.1 - 9.10
	9.1
	9.2
	9.3
	9.4
	9.5
	9.6
	9.7
	9.8
	9.9
	9.10

	9.11 - 9.20
	9.11
	9.12
	9.14
	9.15
	9.16
	9.17
	9.18
	9.19
	9.20

	9.21 - 9.30
	9.21
	9.22
	9.23
	9.24
	9.25
	9.26
	9.27
	9.28
	9.29
	9.30

	9.31- 9.36
	9.31
	9.32
	9.33
	9.34
	9.35
	9.36


	Chapter 10
	10.1 - 10.10
	10.1
	10.2
	10.3
	10.4
	10.5
	10.6
	10.7
	10.8
	10.9
	10.10

	10.11 - 10.20
	10.11
	10.12
	10.13
	10.14
	10.15
	10.16
	10.17
	10.18
	10.19
	10.20

	10.21 - 10.30
	10.21
	10.22
	10.23
	10.24
	10.25
	10.26
	10.27
	10.28
	10.29
	10.30

	10.31 - 10.37
	10.31
	10.32
	10.33
	10.34
	10.35
	10.36
	10.37






