
1 Comcast, Ex. 1017



2

Cover design: Curtis Tow Graphics 

Copyright© 1997 by Chapman & Hall 

Printed in the United States of America 

Chapman & Hall 
115 Fifth Avenue 
New York, NY 10003 

Thomas Nelson Australia 
102 Dodds Street 

. South Melbourne, 3205 
Victoria, Australia 

International Thomson Editores 
Campos Eliseos 385, Piso 7 
Col. Polanco 
11560 Mexico D.F 
Mexico 

International Thomson Publishing Asia 
221 Henderson Road #05-10 
Henderson Building 
Singapore 0315 

Chapman & Hall 
2-6 Boundary Row 
London SEl 8HN 
England '-

Chapman & Hall GmbH 
Postfach 100 263 
D-69442 Weinheim 
Germany 

International Thomson Publishing-Japan 
Hirakawacho-cho Kyowa Building, 3F 
1-2-1 Hirakawacho-cho 
Chiyoda-ku, 102 Tokyo 
Japan 

All rights reserved. No part of this book covered by the copyright hereon may be reproduced or 
used in any form or by any means-graphic, electronic, or mechanical, including photocopying, 
recording, taping, or information storage and retrieval systems-without the written permission of 
the publisher. . 

3 4 5·6 7 8 9 10 XXX 01 DO 99 98 97 

Library of Congress Cataloging-in-Publication Data 

Haskell, Barry G. · 
Digital video : an introduction to MPEG-2 / Barry G. Haskell, Atul 

Puri, and Arun N. Netravali. 
p. cm. 

Includes bibliographical references and index. 
ISBN 0-412-08411-2 
1. Digital video. 2. Video compression -- Standards. 3. Coding 

theory. I. Puri, Atul. II. Netravali, Arun N. III. Title. 
TK6680.5.H37 1996 
621.388'33-dc20 96-14018 

CIP 

British Lil;muy Cataloguing in Publication Data available 

"Digital Video: An Introduction to MPEG-2" is intended to present technically accurate and 
authoritative information from highly regarded sources. The publisher, editors, authors, advisors, 
and contributors have made every reasonable effort to ensure the accuracy of the information, but 
cannot assume responsibility for the accuracy of all information, or for the consequences of its use. 

To order this or any other Chapman & Hall book, please contact International Thomson 
Publishing, 7625 Empire Driv:e, Florence, KY 41042. Phone: (606) 525-6600 or 1-800-842-3636. 
Fax: (606) 525-7778. e-mail: order@chaphall.com. 

For a complete listing of Chapman & Hall titles, send your request to Chapman & Hall, Dept. BC, 
115 Fifth Avenue, New York, NY 10003. · 



3

1 
Introduction to Digital Multimedia,. 

Compression, and MPEG,,2 

l . l THE DIGITAL REVOLUTION 

It is practically a cliche these days to claim that all 
electronic ,communications is engaged in a digital 
revolution. Some communications media such as 
the telegraph and telegrams were always digital. 
However, almost all other electronic communica­
tions started and flourished as analog forms .. 

In an analog communication system, a trans­
mitter sends voltage variations, which a receiver 
then uses to control transducers such as loudspeak-· 
ers, fax printers, and TV cathode ray tubes (CRTs), 
as shown in Figure 1.1. With digital, on the other 
hand, the transmitter first converts the controlling 
voltage into a sequence of Os and ls (called bits), 
which _are then transmitted. The receiver then 
reconverts or decodes the bits back into a replica of 

· the original voltage variations. 
The main advantage of digital representation of 

information is the robustness of the bitstream. It 
can be stored and recovered, transmitted and 
received, processed and manipulated, all virtually 
without error. The only requirement is that a zero 
bit be distinguishable from a one bit, a task that is 
quite easy in all modern signal handling systems. 
Over the years, long and medium distance tele-

. phone transmissions have all become digital. Fax 
transmission changed to digital in the 1970s and 
80s. Digitized entertainment audio on compact 

disks (CDs) has completely displaced vinyl records 
and almost replaced cassette tape. Digital video 
satellite is available in several countries, and digital . 
video disks have just arrived in the market. Many 
other video delivery media are also about to 
become digital, including over-the-air, coaxial 
cable, video tape and even ordinary telephone 
wires. The pace of this conversion is impressive, 
even by modern standards of technological inno­
vation. 

Almost all sensory signals are analog at the 
point of origination or at the point of perception. 
Audio and video signals are no exception. As an 
example, television, which was invented and stan­
dardized over fifty years ago, has remained mostly 
analog from camera to display, and a plethora of 
products and services have been built around these 
analog standards, even though dramatic changes 
have occurred in technology. However, inexpensive 
integrated circ~its, high-speed communication net­
works, rapid access dense storage media, and com­
puting architectures that can easily handle video­
rate data are now rapidly making the analog 
standard obsolete. 

Digital. audio and video signals integrated with 
computers, telecommunication networks, and con­
sumer. products are poised to fuel the information 
revolution. At the heart of this revolution is the 
digital compression of audio and video signals. 
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Fig. 1.1 Analog communication systems send voltage variations that track in analogous fashion the waveforms produced by 
transducers such as microphones; fax scanners, and so forth. Digital systems first convert or encode the waveforms into a string of Os 
and ls called bits. The bits are then sent to a receiver, which decodes the bits back into an approximation of the original waveform. 

This chapter summarizes the benefits of digitiza­
tion as well as some of the requirements for the 
compression of the multimedia signals. 

1.1.1 Being Digital 

Even though most sensory signals are analog, 
the first step in processing, storage, or communica­
tion is usually to digitize the signals into a string of 
bits. Analog-to-digital converters that digitize such 
signals with required accuracy and speed have 
become inexpensive over the years. The cost or 
quality of digitization therefore is no longer an 
issue. However, simple digitization usually results 
in a bandwidth expansion, in the sense that transmit­
ting or storage· of these bits often takes up more 

. · "!Jandwidth or storage space than the original· ana­
log signal. In spite of this, digitization is becoming 

universal because of the relative ease· of handling 
the digital signal versus the analog. In particular, . 
signal processing for enhancement, removal of 
artifacts, transformation, compression, and so forth 
is much easier to do in the digital domain using a 
growing family of specialized integrated circuits. 
One example of this is the conversion from one 
video standard to another (e.g., NTSC to PAL*). 
Sophisticated adaptive algorithms required for 
good picture quality in standards conversion can 
be implemented only in the digital domain. Anoth­
er example is the editing of digitized signals. Edits 
that require transformation (e.g., rotation, dilation 
of pictures or time-warp for audio) are significantly 
more difficult in the analog domain. 

The density of today's digital storage media 
continues to increase, making storage of digital 
multimedia signals practical. With digital storage, 

*NTSC and PAL are analog composite color TV standards. Japan and North America use NTSC. Most of Europe, Australia 
etc. use PAL. 
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the quality of the retrieved signal does not degrade 
in an unpredictable manner with multiple, reads as 
it often doe~ with analog storage. Also, with today's 
database and user interface technology, a rich set 
of interactions is possible only with stored digital 
signals. For_ example, with medical images the 
quality can be improved by noise reduction and 
contrast enhancement algorithms. Through the 
use of pseudo color, the visibility of minute varia­
tions and patterns can be greatly increased. · 

Mapping the stored signal to displays with dif­
ferent resolutions in space (number of lines per 
screen and number of samples per line) and time 
(frame rates) can be done easily in the digital 
domain. A familiar example of this is the conver~ 
sion of film,* which is almost always at a different 
resolution and frame rate than. the televi~ion signal. 

Digital signals are also consistent with the evolv­
ing telecommunications infrastructure. Digital 
transmission allows much better control of the 
quality of the transmitted signal. In broadcast tele­
vision, for example, if the signal were digital, the 
reproduced picture in the home could be identical 
to the picture in the studio, unlike the present situ­
ation where the studio pictures look far better than 
pictures at home. Finally, analog systems dictate 
that the entire television system from camera to 
display operate at a common clock with a stan­
dardized display. In the digital domain consider- · 
able flexibility exists by which the transmitter and 
the receiver can negotiate the parameters for scan­
ning, resolution, and so forth, and thus create the 
best picture consistent with the capability of each 
sensor and display. 

1.2 . THE NEED FOR COMPRESSION 

With the advent of fax came the desire for faster 
transmission of documents. With a limited bitrate 
available on the PSTN,t the only means available 
to increase transmission speed was to reduce the 

· average number of bits per page, that is, compress 

the digital data. With the advent of video c,onfer­
encing, the need for· digital compressi!:m 1 was even 
more crucial. For video, simple sampling and bina­
ry coding of the camera voltage variations pro­
duces millions of bits per second, so much so that 
without digital compression, any video conferenc­
ing service would be prohibitively expensive. 

For entertainment TY, the shortage of over-the­
air bandwidth has led to coaxial cable (CATV~ 
connections directly to individual homes. But even 
today, there is much more programming available 
via satellite than can be carried on most analog 
cable systems. Thus, compression of entertainment 
TV would allow for more programming to be car­
ried over-the-air and through CATV transmission. 

For storage of digital video on small CD sized 
disks, compression is absolutely necessary. There is 
currently no other way of obtaining the quality 
demanded by the entertainment industry while at 
the same time storing feature length :films, which 
may last up to two hours or longer. 

Future low bitrate applications will also require 
compression before service becomes viable. For 
example, wireless cellular video telephony• must 
operate at bitrates of a few dozen kilobits per sec­
ond, which can only be achieved -through large 
compression of the data. Likewise, video retrieval 
on the InterNet or World Wide Web is only feasi­
ble with compressed video data. 

1.2.1 What Is Compression? 
Most sensory signals contain a substantial 

amount of redundant or superfluous information. 
For example, a television camera that captures 30 
frames per second from a stationary scene produces' 
very similar frames, one after the other. Compres­
sion attempts to remove the superfluous informa~ 
tion so that a single frame can be represented by a 
smaller amount of finite data, or in the case of 
audio or time varying images, by a lower data rate. 

Digitized audio and video signals contain a sig­
nificant amount of statirtical redundan<:)J. That is, 

*Most commercial movie film operates at 24 frames per second, whereas U.S. Broadcast TV operates at approximately 30 
frames per second. 

tPublic Switched Tdephone Network. 
!Community Antenna Television. 
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samples are similar to each other so that one sam­
ple can be predicted fairly accurately from another. 
By removing the predictable or similarity compo­
nent from a stream of samples, the data rate can 
be reduced. Such statistical redundancy can be 
removed without destroying any information what­
soever. That is, the original uncompressed data can 
be recovered exactly by various inverse operations. 
Unfortunately, the techniques for accomplishing 
this depend on the probabilistic characterization of 
the signal. Although many excellent probabilistic 
models of audio and video signals have been pro­
posed, serious limitations continue to exist because 
of the nonstationarity of the signal statistics. In 
addition, statistics may vary widely from applica­
tion to application. A football game captured by a 
video camera shows very different correlations of 
samples compared to the head and shoulders view 
of people engaged in video telephony. 

The second type of superfluous data is the 
information that a human audio-visual system can 
neither hear nor see. We call this perceptual redundan­
ry. If the primary receiver of the multimedia signal 
is a human (rather than a machine as in the case of 
some pattern recognition applications), then trans­
mission or storage of the information that humans 
cannot perceive is wasteful. Unlike statistical 
redundancy, the removal of information based on 
the limitations of the human perception is irre­
versible. The original data cannot be recovered fol­
lowing such a removal. Unfortunately, human per­
ception is very comp,ex, varies from person to 
person, and depends on the context and the appli­
cation. Therefore, the art and science of compres­
sion still has many frontiers to conquer even 
though substantial progress has been rriade in the 
last two decades. 

1.2.2 Advantages of 
Compression 

The biggest advantage of compression is in data 
rate reduction. Data rate reduction reduces trans- · 
mission costs, and where a fixed transmission 
capacity is available, results in a better quality of 
multimedia presentation. As an example, a single 6-

*NTSC uses 6-MHz analog bandwidth. PAL uses more. 

MHz analog>!' cable TV channel can carry between 
four and ten digitized, compressed, audio-visual 
programs, thereby increasing the overall capacity 
(in terms of the number of programs carried) of an 
existing cable television plant. Alternatively, a single 
6-MHz broadcast television channel can carry a 
digitized, compressed High-Definition Television 
(HDTV) signal to give a significantly better audio 
and picture quality without additional bandwidth. 
We shall discuss in detail the applications of com­
presseq. digital TV in Chapters 12 through 15. 

Data rate reduction also has a significant 
impact on reducing the storage requirements for a 
multimedia database. A CD-ROM will soon be 
able to carry a full length feature movie com­
pressed to about 4 Mbits/ s. Thus, compression not 
only reduces the storage requirement, but also 
makes stored multimedia programs portable in 
inexpensive packages. In addition, the reduction of 
data rate allows processing of video-rate data with­
out choking various resources (e.g., the main bus) 
of either a personal computer or a workstation. 

Another advantage of digital representation/ 
compression is for packet communication. Much 
of the data communication in the computer world 
is by self-addressed packets. Packetization of digi­
tized audio-video and the reduction of packet rate 
due to compression are important in sharing a 
transmission channel with other signals as well as 
maintaining consistency with telecom/ computing 
infrastructure. The desire to share transmission 

· and switching has created a new evolving standard, 
called Asynchronous Transfer Mode (ATM), which 
uses packets of small size, called cells. Packetization 
delay, which could otherwise hinder interactive 
multimedia, becomes less of an issue when packets 
are small. High compression and. large packets 
make interactive communication difficult, particu­
larly for voice. 

1.3 · CONSIDERATIONS FOR. 
COMPRESSION 

The algorithms used in a compression system 
depend on the available bandwidth or storage 
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capacity, the features required by the application, 
and the affordability of the hardware required for 
implementation of the compression algorithm 
(encoder as well as decoder). ':(his section describes 
some of the issues in designing the compressmn 
system. 

1.3. l Quality 
The quality of presentation that can be derived 

by decoding the compressed multimedia signal is 
the most important consideration in the choice of 
-the compression algorithm. The goal is to provide 
near-transparent coding for the class of multime­
dia signals that are typically used in a particular 
service. 

The two most important aspects of video quali­
ty are spatial resolution and temporal resolution. Spa­
tial resolution describes the clarity or lack of blur­
ring in the displayed image, while temporal 
resolution describes the smoothness of motion. 

Video Frame 

Motion video, like :ftlm, consists of a certain 
number of frames per second to adequately repre~ 
sent motion in the scene. The first step in digitizing 
video is to partition each frarrie into a large num­
ber of picture elements, or pelr' for short. The larger 
the number of pels, the higher the spatial resolu­
tion. Similarly, the more frames per second, the 
higher the temporal resolution.' 

Pels are usually arranged in rows and columns, 
as shown ~in Fig. 1.2. The next step is to measure 
the brightness of the red, green, and blue color 
components within each pel. These three color 
brightnesses are then represented by three binary 
numbers. 

1.3.2 Uncompressed versus 
Compressed Bitrates 

For entertainment television in North America 
and Japan, the NTSCt c·ol~r video image has 
29.97 frames per second; approximately 480 visi-

Fig, 1. 2 Frames to be digitized are first partitioned into a large number of picture efmnmts, or pels for short, which are typically 
arranged in rows and columns. A row of pels is called a scan line. 

*Some authors prefer the slightly longer term pixels. 
1National Television Systems Committee. It standardized composite color TV in 1953. 
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Table 1.1 Raw and compressed bitrates for film, NTSC, PAL, HDTY, videophone, stereo audio, and five-channel audio. 
Compressed bitrates are typically lower for slow moving drama than for fast live-action sports. 

Film (USA andJapan) 
NTSCvideo 
PAL video 
HDTV video 
HDTV video 
ISDN videophone (CIFJ 
PSTN videophone (QCIF) 
Two-channel stereo audio 
Five-channel stereo audio 

Video Resolution 
(pels X lines X frames/s) 

(480 X 480 X 24Hz) 
(480 X 480 X 29.97Hz) 

(576 X 576 X 25Hz) 
(1920 X 1080 X 30Hz) 
(1280 X 720 X 60Hz) 

(352 X 288 X 29.97Hz) 
(176 X 144 X 29.97Hz) 

ble scan lines per frame; and requires approxi­
mately 480 pels per scan line in the red, green, and 
blue color components. If each color component is 
coded using 8 bits (24 bits/pel total), the bitrate 
produced is = 168 Megabits per second (Mbits/ s). 
Table 1.1 shows the raw uncompressed bitrates for 
film, several video formats including PAL,* 
HDTV,t and videophone, as well as a few audio 
formats. 

We see from Table 1.1 that uncompressed 
bitrates are all very high and are not economical in 
many applications. However, using the MPEG 
compression algorithms these bitrates can be 
reduced considerably. We see that MPEG is capa­
ble of compressing NTSC or PAL video into 3 to 6 
Mbits/ s with a quality comparable to analog 
CATV and far superior to VHS videotape. 

1.3.3 Bitrates Available on 
Various Media 

A number of communication channels are 
available for multimedi.a transmission and storage. 
PSTN modems can operate up to about 30 kilo­
bits/ second (kbits/s), which is rather low for gener­
ic video, but is acceptable for personal videophone. 
ISDNt ranges from 64 kbits/ s to 2 Mbits/ s, which 
1S often acceptable for moderate quality video. 

*Phase Alternate Line, used in most of Europe and elsewhere. 
!High-Definition Television. Several formats are being used. 

Uncompressed Compressed 
Bitrate (RGB) Bitrate 

133 Mbits/s 3 to 6 Mbits/s 
168 Mbits/s 4 to 8 Ml:iits/ s 
199Mbits/s 4 to 9 Mbits/ s 

1493 Mbits/s 18 to 30 Mbits/s 
1327 Mbits/s 18 to 30 Mbits/s 

73 Mbits/s '-- 64 to 1920 kbits/ s 
18 Mbits/s 10 to 30 kbits/s 
1.4 Mbits/s 128 to 384 kbits/s 
3.5 Mbits/s 384 to 968 kbits/s 

Table 1.2 Various media and the bitrates they support. 

Medium 

PSTNmodems 
ISDN 
LAN 
ATM 
CD-ROM (normal speed) 
Digital video disk 
Over-the-air video 
CATV 

Bitrate 

Up to 30 kbits/s 
64 to 1920 kbits/ s 
10 to 100 Mbits/ s 

135 Mbits/ s or more 
1.4 Mbits/s 

9 to 10 Mbits/s 
18 to 20 'Mbits/ s 
20 to 40 Mbits/ s 

LANs§ range from 10 Mbits/s to 100 Mbits/s or 
more, and ATM** can be many hundreds of 
Mbits/s. First generation CD-ROMstt can handle 
1.4 Mbits/s at normal speed and often have dmi­
ble or triple speed options. Second generation digi­
tal video disks operate at 9 to 10 Mbits/ s depend­
ing on format. Over-the-air or CATV channels 
can carry 20 Mbits/s to 40 Mbits/s, depending oh 
distance arid interference from other transmitters. 
These options are summarized in Table l'.2. 

1.4 COMPRESSION TECHNOLOGY 

In picture coding, for example, compression tech­
niques have been classified according to the groups 

i1ntegrated Services Digital Network. User bitrates are multiples of 64 kbits/ s. 
§Local Area Networks such as Ethernet, FDDI, etc. 
**Asynchronous Transfer Mode. ATM networks are packetized. 
ttcompact Disk-Read Only Memory. 
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Introduction to Digital Multimedia, Compression, and MPEG-2 7 

Table 1.3 Picture coding primitive elements. Pulse code 
modulation (PCM) is simple binary coding of pels. 
Differential pulse code modulation (DPCM) sends 
differences of pels. 

Coded Element 

Picture element 
Block of elements 
Translated blocks 
Regipns 
Named content 

Encoding 

PCM,DPCM 
Spatial transform 

Motion compensation 
Object-based coders 
3-D scene elements 

Example 

Wirephoto 
JPEG, subband 

MPEG-1,-2 
MPEG-4 (1998) 
(Research only) 

of pels on which they operate. Table 1.3 shows a 
simplified view of this. Encoding using a few pels is 
considerably simpler than encoding that requires a 
complex spatial-temporal processing of groups of 
pels. However, performance is lower. 

Over the years, to gil,in· comp\ession efficiency 
(that is, picture quality for a given bitrate), the 
compression algorithms have become more and· 
more complex. Figure 1.3 shows a rough qualita­
tive comparison of the relative picture quality at 

. various. compression ratios for three different cod­
ing methods. 

, It is important to note that the less complex the 
algorithm, the more rapid the degradation of pic­
ture quality with only small changes in compression 
ratio. In general, entertainment applications using 
broadcast, cable, or satellite TV have tended to 
require a much higher quality of compressed signal 
than video telephony, video groupware, and video 
games. Since most entertainment signals have a sig­
nificantly larg~r amount of motion than video tele­
phone signals, a smaller compression ratio results 
for. the high quality that is required. In any case, 
both the compression algorithm and the compres­
sion ratio need to be tailored for the picture quality 
that is required for the application at hand. 

1.4. l Robustness 

As the redundancy from the multimedia signal 
is removed by compression, each compressed bit 
becomes more important in the sense that it affects 
a larger number of samples of the audio or picture 
signal. Therefore, an error either in transmission 
or storage of the compressed bit can have deleteri­
ous effects for either a large region of the picture 
or over an extended period of time. 

Picture Quality 

~01 t .1 

Fig~ 1.3 Approximate measure of picture quality versus 
bitrate in bits/pel of several video compression algorithms. 

10 

For noisy digital transm1ss10n channels, video 
compression algorithms that sacrifice efficiency to 
allow for graceful degradation of the images in the 
presence of channel errors are better candidates. 
Some of these are created by merging source and 
channel coding to optimiz~ the end-to-end service 
quality. A good example of this is portable multi­
media over a low-bandwidth wireless channel. 
Here, the requirements on compression efficiency 
are severe owing to the lack of available band­
width. Yet a compression algorithm that is overly 
sensitive to channel errors would be an improper 
choice. Of course, error correction is usually 
added to an encoded signal along with a variety of 
error concealment techniques, which are usually 
successful in reducing the effect:s of random isolat­
ed errors. Thus, the proper choice of the compres-· 
sion algorithm depends on the trans~ission error 
enviro;nment in which the application resides. 

1.4.2 Interactivity · 

Both consumer entertainment and business 
multimedia applications are characterized by pic­
ture scanning and browsing. In the home, viewers 
switch to the channels of their choice. In the busi­
ness environment, people get to the information of 
their choice 'by random access using, for example, 
on-screen menus. In the television of the future, a 
much richer interaction based on content rather 
than channel switching or accessing a different pic­
ture will be required. 

Many multimedia offerings and locally pro­
duced video programs often depend on the con-
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catenation of video streams from a variety of 
sources, sometimes in real time. Commercials are 
routinely inserted into nationwide broadcasts by 
network affiliates and cable headends. Thus, the 
compression algorithm must support a continuous 
(and seamless assembly of these streams for distrib­
ution and rapid switching of images at the point of 
final decoding. It is also desirable that these simple 
edits as well as richer interactions occur on com­
pressed data rather than reconstructed sequences. 

In general, a higher degree of interactivity 
requires a compression algorithm that operates on 
a smaller group of pels. MPEG, which operates on 
spatio-temporal groups of pels, is more difficult to 
interact with than JPEG,2 which operates only on 
spatial groups of pels. As an example, it is much 
easier to fast forward a compressed JPEG bit­
stream than a compressed MPEG bit~tream. In a 
cable/broadcast environment or in an application 
requiring browsing through a compressed multi­
media database, a viewer may change from pro­
grarp. to program with no opportunity for the 
encoder to adapt itsel£ It is important that the 
buildup of resolution following a program change 
take place quite rapidly so that the viewer can 
make a decision to either stay on the program or 
change to another depending on the content the 
viewer wishes to watch. 

1.4.3 Compression and 
Packetization Delay 

Advances in compression have come predomi­
·nantly through better analysis of the signal in 
question. For picture coding t,his is exemplified in 
Table 1.3. As· models have progressed from ele­
ment-based to picture blocks to interframe regions, 
efficiency has grown rapidly. Correspondingly, the 
co.µiplexity of the analysis phase of encoding has 
also grown, resulting in the encoding delay becom­
ing an important parameter. A compression algo­
rithm that looks at a large number of samples and 
performs very complex operations usually has a 
larger encoding delay. 

For many applications, such encoding delay at 
the source is tolerable, but for some it is not. 
Broadcast television, even in real time, can often 
admit a delay in the order of seconds. However, 

teleconferencing or multimedia groupware can tol­
erate a far smaller delay. In addition to the encod­
ing delay, modern data communications that pack­
etize the information also introduce delay. The 
more efficient the compression algorithm, the larg­
er is the delay that is introduced by packetization, 
since the same size packet carries information 
about many more samples of the multimedia sig­
nal. Thus, the compression algorithm must also 
take int9 consideration the delay that is tolerable 
for the application. 

1.4.4 Symmetry 

A cable, satellite, or broadcast environment has 
only a few transmitters that compress, but a large 
number of receivers that have to decompress. Sim­
ilarly, multimedia databases that store compressed 
infor·mation usually compress it only once. Howev­
er, the retrieval of this information may happen 
thousands of times by different viewers. Therefore, 
the overall economics of many multimedia appli­
cations is dictated to a large extent by the cost of 
decompression. The choice of the compression 
algorithm ought to make the decompression 
extremely simple by transferring much of the cost 
to the transmitter, thereby creating an asymmetrico,l 
algorithm. The analysis phase of a compression 
algorithm, which routinely includes motion analy­
sis (done only at the encoder), naturally makes the 
encoder more expensive. In a number of situa­
tions, the cost of the encoder is also important 
(e.g., camcorder, videotelephone). · Therefore, a 
modular design of the encoder that is able to 'trade 
off performance with complexity, but that creates 
data decodable by a simple decompressor, may be 
the appropriate solution. 

1.4.5 .Multiple Encoding 

In a number of instances, the original m~ltime­
dia signal may have to be compressed in stages or 
may have to be compressed and decompressed 
several times. In most television studios, for exam­
ple, it is necessary to store the compressed data 
and then decompress it for editing as · required. 
Such an edited signal is then compressed and 
stored again. Any multiple coding-decoding. cycle 
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of the signal is bound to reduce the quality of the 
multimedia signal, since artifacts are introduced 
every time the signal is coded. If the application 
requires such multiple codings, then a higher qual­
ity compression is required, at least in the several 
initial stages. 

1.4.6 Scalabjlity 

A compressed multimedia signal can be thought 
of as an alternative representation of the original 
uncompressed signal. From this alternative repre­
sentation, it is desirable to create presentations at 
different resolutions (in space, time, amplitude, 
etc.) consistent with the limitations of the equip­
ment used in a particular application. For ex'a~ple, 
u· a high-definition television signal compressed to 
24 Mbits/s can be simply prncessed to.produce a 
lower resolution and lower bitrate signal (e.g., 
NTSC at 6 Mbits/s), the compression is generally 
considered to be scalable .. Of course, the scalability 
can be achieved in a brute force manner by . 
decompressing, reducing the resolution, and com­
pressing agc\lll. However, this sequence of opera­
tions introduces delay and complexity, and results 
in a loss of quality. A common compressed repre­
sentation from which a variety of low-resolution or 
higher resolution presentations can be easily· 
derived is desirable. Such scalability of the com-. 
pressed signal puts a constraint on the compression 
efficiency in the sense that algorithms with the 
highest compression efficiency.usually are not very 
scalable. 

1.5 VIDEOPHONE AND 
COMPACT DISK STAN.DARDS­
H.320 AND MPEG-1 

Digital compression standards for video conferenc­
ing were developed in the 1980s by the CCITT, 
which is now known as the ITU-T. Specifically, the 
ISDN video conferencing standards are known 
collectively as H.320, or sometimes P*64 to indi­
cate that it operates at multiples of 64 kbits/ s. The 

· video coding portion of the standard is called 
H.261 and codes pictures at a Common Intermediate 
Format (CIF) of 352 pels by 288 lines. A lower reso-

lution of 176 pels by: 144 lines, called QCIF, is 
available for interoperating with PSTN video­
phones. 

In the late 1980s, a need arose to place motion 
video and its associated audio onto first generation 
CD-ROMs at l.4 Mbits/s. For this purpose, in the 
late 1980s and early 1990s, the ISO MPEG com­
mi~ee developed digital compression standards4 

for both video and two-channel stereo audio. The 
standard3:4,8 is known colloquially as MPEG-1 and 
officially ~s ISO 11172. The bitrate of 1.4 Mbits/s 
available on first generation CD-ROMs is not high 
enough to allow for full-resolution TV Thus, 
MPEG-1 was optimized for the reduced CIF reso­
lution of H.320 video conferencing. 

1.6 THE DIGITAL ENTERTAINMENT 
TV STANDARD-MPEG-2 

Following MPEG-1, the need arose to compress 
entertainment TV for such transmission i:nedia as 
satellite, cassette tape, over-the-air, a1:1,d ,CATV. 
Thus, to have available digital compression meth­
odsH,B,lO for full-resolution Standard Definition 
TV (SDTV) picture~ srich as shown in Fig. 1.4a or 
High Definition TV (HDTV) pictures such as 
shown in Fig. 1_.4b, ISO developed a second stan­
dard known colloquially as MPEG-2 and officially 

· as ISO 13818. Since the resolution of entertain­
ment TV is approximately four times that of 
videophone, the bitrate chosen for optimizing 
MPEG-2 was 4 Mbits/s. 

1.6. 1. Other Functionalities of 
MPEG-2 

In addition to simply compressing audio and 
video with high quality and low bitrate, a number 
of other capabilities 10 are needed for full multime­
dia service: 

Random Access: For stored multimedia or 
Interactive Television (ITV) applications such as 
shown in Fig. l.5 we often need quick access to the 
interior of the audiovisual. data without having tO' 
start decoding from the very beginning or waiting 
a long time for the decoder to start up. 
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(a) 

(b) 

Fig. 1.4 a) Example of a full resolution Standard Definition TV (SDTV) picture. b) Example of a High Definition TV (HDTV) 
picture. Courtesy of Richard Kollarits. 

Trick Modes: Users of stored multimedia want 
all of the features they now have on VCRs. These 
include fast-play forward and reverse, slow-play 
forward and reverse, and freeze-frame. 

Multicast to Many Terminal Types: Some 
applications Jnay need to simultaneously broadcast 
to many different terminal types over a variety of 
communication channels. Preparing and storing a 
different bitstream for each of them is impractical. 
Thus, a single bit stream is de•sired that is scalable to 

the various requirements of the channels and ter­
minals. 

Multiple Audio and Video: Multiple audios are 
needed, for example, if many languages are to be 
provided simultaneously. Multiple videos may also 
be required if closeups and wide area views are to 
be sent simultaneously in the same program. 

Compatible Stereoscopic 3D: Compatible- 3D 
for pictures such as shown in Fig. 1.6, is needed so 
that.viewers with 3D displays can see 3D program-
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Fig. 1.5 Example of an Interactive Television (ITV) picture. 

Fig. 1.6 Example of left and right eye views of a stereoscopic 3D picture. Courtesy of C.C.E.T.T., Rennes, France. 

ming, 9 while those with normal TVs can see the 
usual monocular-display. 

These features of MPEG-2 are summarized in 
Table 1.4. How all these features can be combined 
·into a single compression and multiplexing stan­
dard for utilization in a variety of applications is 
the subject of the following chapters. 

Table 1.4 Features offered by MPEG-2. 

MPEG2 Features 

Random access 
Trick modes 
Multicast to many terminal types 
Multiple audio and video 
Compatible stereoscopic 3D 
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Fig. 1. 7 Bits/pel versus complexity of video decoding for 
several video compression algorithms. 

1.7 COMPLEXITY /COST 

Since cost is directly linketi to cmrtplexity, this 
aspect of a compression algorithm is the most criti­
cal for the asymmetrical situations described previ­
ously. The decoder cost.is most critical. Figure 1.7 
represents an approximate tradeoff between the 
compression efficiency and the complexity under 
the condition that picture quality is held constant 
at an 8-bit PCM level. The compression efficiency 
is in terms of compressed bits per ~yquist sample. 
Therefore, pictures with different resolution and 
bandwidth can be compared .. simply by proper 
multiplication . to get the relevant bitrates. The 
complexity allocated to each codec should not be 
taken too literally. Ra!=her, it is an approximate esti­
mate relative to the cost of a PCM codec, which is 
given a value of 5. 

The relation of cost to complexity is controlled 
by an evolving technology, and codecs* with high 
complexity are quickly l;>ecoming inexpensive­
through the use of application-specific video DSPs 
and submicron device technology. In fact, very 
soon fast microprocessors will 9e able to decom­
press the video signal entirely in software. Figure 
1.8 shows the computational requirements in mil­
lions of instructions per second (MIPS) for encod­
ing and decoding of video at different resolutions. 
It is clear that in the near future a ·standard resolu­
tion (roughly 500 line by 500 pel TV signal) will be 

*Coder-decoder. 

200 MH• Alpha (30 Wllfl•J -

5 MH• MIPS R400 \ 

66 MHz Pentium (15 Wall•} ~ 

60 Mitt SPARC 10 / 

SO MHz DSP32 / 

68 MHz486 
10 

- MPEG2 CCIR601 30 Ua S Mb/a Encode 

- MPEG1 CIF 30 Us 1.2 Mb/1 Encode 

- P'64 CIF 15 Ua 100 l<b/I Encode 

- MPEG2 CC)R601 30 f/1 5 Mb/a Decade Only 

- MPEOI CIF 30 1/1 1.2 Mb/I Decode Only 

_/ P'64 CIF 151/o 100 l<b/I Decode _only 

_/ ~CTX (VI-phone 2500) 7.51/1 10 kb/a 

' P'64 CIF 7,51/o 100 l<bla Decode Only 

Fig. 1.8 Computational requirements in millions of 
instructions per second (MIPs) for video encoding and decoding 
at different image resolutions. 

decoded entirely in software for ·even the MPEG 
compression algorithm. 

On the other hand, the promise of object-based 
compression systems, in · which we recognize 
objects and code them a,s a whole instead of cod­
ing each pel, will increase the complexity by sever­
al orders of magnitude, thereby requiring special­
ized hardware support. Similarly, higher resolution 
images (e.g., HDTV7) will raise the processing 
speed requirement even higher. Some object-ori­
ented approaches are only marginally harder to 
decode, but may require far more. analysis at the 
compressor. Others envisage wholly new architec­
tures for picture reconstruction, thereby requiring 
a far more complex decoder. The real challenge is 
to combine the different compression techniques to 
engineer a cost-effective solution for the given 
application. 

In this chapter, we have examined the advan­
tages of digital representation of the multimedia 
signal that usually originates as analog signals. Dig­
ital representation is consistent with the evolving 
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computing/telecommunications infrastructure and 
to a large extent gives us media independence for 
sto~age, processing, and transmission. The band­
width expansion resulting from digitization can be 
more than compensated for by efficient compres-
sion that removes both the statistical and the per­
ceptual redundancy present in the multimedia sig­
nal. Digital compression has many advantages, 
most of which come as a result of reduced data 
rates. However, when digital compression is bun­
dled as a part of an application, many constraints 
need to be attended to. 
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2 
Anatomy of MPEG,2 

After many fits and starts, the era of Digital Televi­
sion27 is finally here. Although a variety of audio 
and video cocilng standards predate MPEG stan­
dardization achVIty, the MPEG-1 and the 
MPEG-2 standards are truly unique integrated 
audio-visual standards. 25,28 

Neither the MPEG-1 nor the MPEG-2 stan­
dards prescribe which encoding methods to use, 
the encoding process, or details of encoders. These 
standards only specify formats for representing 
data input to the decoder, and a set of rules for 
interpreting these data. These formats for repre­
senting data are referred to as syntax and can be 
used to construct various kinds of valid data 
streams ref erred to as bitstreams. The rules for inter­
preting the data are called decoding semantics; An 
ordered set of decoding semantics is referred to as 
a decoding process. Thus, we can say that MPEG 
standards specify a decoding process; However, 
this is · still different than specifying a decoder 
implementation. 

Given audio or video data to be compressed, an 
encoder must follow an ordered set of steps called 
the encoding process. This encoding process, however, 
is not standardized and typically varies, since 
encoders of different complexities may be used in 
different applications. Also, since the encoder is 
not standardized, continuing improvements in 
quality are still possible because of encoder opti-

mizations even after the standard is complete. The 
only constraint is that the output of the encoding 
process result in a syntactically correct bitstream 
that can be interpreted by following the decoding 
semantics by a. standards compliant decoder. 

2.1 MPEG-1 

Although we plan to discuss the anatomy of 
MPEG-2, we first need to understand the anatomy 
of MPEG-1. This will allow us to make compar­
isons between the standards to clearly show simi-. 
larities and differences, and wherever appropriate, 
compatibilities between the two standards. 

The MPEG-1 standard is formally referred to 
as ISO 11172 and consists of the following parts: 

• 11172-1: Systems 

• 11172-2: Video 

• U 172~3: Audio 

• 11172-4: Conformance 

• 11172-5: Software 

Initially, the MPEG-1 standard was intended 
for video coding at bitrates of about 1.2 Mbit/s 
with stereo audio coding at bitrates of around 250 
kbits/s. 
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2. 1. 1 MPEG-1 Systems 

The MPEG-1 Systems1 part specifies a system 
coding layer for combining coded audio and video 
data and to provide the capability for combining 
with it user-defined private data streams as well as 
streams that may be specified at a later time. To be 
more specific, 12 the MPEG-1 Systems standard 
defines a packet structure for multiplexing coded 
audio and video data into one stream and keeping 
it synchronized. It thus supports multiplexing of 

. multiple coded audio and video streams where 
each stream · is referred to as an elemenf;ary stream. 
The systems syntax includes data fields to assist in · 
parsing the multiplexed stream after random 
access and to allow synchronization of elementary 
streams, management of decoder buffers contain­
ing coded data, and id~ntification of timing infor­
mation of coded program. The MPEG-1 Systems 
thus specifies syntax to allow generation of systems 
bitstreams and semantics for decoding these bit­
streams. 

Since the basic concepts of timing employed in 
MPEG-1 Systems are also common to MPEG-2 
Systems, we briefly introduce the terminology 
employed. The Systems Time Clock (STC) is the 
reference time base, which operates at 90 kHz, and 
may or may not be phase locked to individual 
audio or video sample clocks. It produces 33-bit 
time representations that are incremented at 90 
kHz. In MPEG Systems, the mechanism for gener­
ating the timing information from decoded data is 
provided by the ·Systems Clock Reference (SCR) fields 
that indicate the current STC time and appear 
intermittently in the bitstream spaced no further 
than 700 ms apart. The presentation playback or 
display synchronization information is provided by 
Presenf;ation Time Stamps (PTSs), 'that represent the 
intended time of presentation of decoded video 
pictures or audio frames. The audio or video PTS. 
are sampled to an accuracy of 33 bits. 

To ensure guaranteed decoder buffer behavior, 
MPEG Systems employs a Systems Target 
Decoder (STD) and Decoding Time Stamp (DTS). 
The DTS differs from PTS only in the case of 
video pictures that require additional reordering 
delay during the decoding process. 

Anatomy ef MPEG-2 15 

2. 1.2 MPEG-1 Video 

The MPEG-1 Video2 standard was originally 
aimed at coding of video of SIF resolution (352 X 

240 at 30 noninterlaced frames/s or 352 X 288 at 
25 noninterlaced frames/ s) at bitrates of about 1.2 
Mbit/ s. In reality it also allows much larger picture 
sizes and correspondingly higher bitrates. Besides 
the issue of bitrates, the other significant issue is 
that MPEy includes functions to support interac­
tivity such as fast forward (FF), fast reverse (FR), 
and random access into the stored bitstream. 
These functions exist since MPEG-1 was originally 
aimed at digital storage media such as video com­
pact discs (CDs). 

The MPEG-1 Video standard basically specifies 
the video bitstream syntax and the corresponding 
video decoding process. The MPEG-1 syntax sup­
ports encoding methods13,14, 15 that exploit both the 
spatial redundancies and temporal redundancies. 
Spatial redundancies are exploited by using block­
based Discrete Cosine Transform (DCT) coding of 
8 X 8 pel blocks followed by quantization, zigzag 
scan, and variable length coding of runs of zero 
quantized indices and amplitudes of these indices. 
Moreover, quantization matrix allowing perceptu­
ally weighted quantization of DCT coefficients 
can be used to discard perceptually irrelevant 
information, thus increasing the coding efficiency 
further. Temporal redundancies are exploited by 
using motion compensated prediction, • which 
results in a significant reduction of interframe pre­
diction error. 

The MPEG-1 Video syntax supports three types 
of coded pictures, Intra (I) pictures, coded separate­
ly by themselves, Predictive (P) pictures, coded with 
respect to immediately previous I- or P-pictures, 
and Bidirectionally Predictive (B) pictures coded 
with respect to the immediate previous I- or P-pic­
ture, as well as the immediate next I- or P-picture. 
In terms of coding order, P-pictures are causal, 
whereas B-pictures are noncausal and use two sur­
rounding causally coded pictures for prediction. In 
terms of compression efficiency, I-pictures are least 
efficient, P-pictures are somewhat better, a~d B-pic­
tures are the most efficient. In typical MPEG-1 
encoding13,15 an input video sequence is divided 
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into units of group-of-pictures (GOPs), where each 
GOP consists of an arrangement of one I-picture, 
p:..pictures, and B-pictures. A GOP serves as a basic 
access unit, with the I-picture serving as the entry 
point to facilitate random access. Each picture is 
divided further into one or more slices that offer a 
mechanism for resynchronization and thus limit the 
propagation of errors. Each slice is composed of a 
number of macroblocks; each macroblock is basi­
cally a 16 X 16 block of luminance pels (or alterna­
tively, four 8 X 8 blocks) with corresponding 
chrominance blocks. MPEG-1 Video encoding is 
performed on a macroblock basis. In P-pictures 
each ·macroblock can have one motion vector, 
whereas in B-pictures each macroblock can have as 
many as two motion vectors. 

2.1.3 MPEG-1 Auclio 

The MPEG-1 Audio3 standard basically speci­
fies the audio bitstream syntax and the correspond­
ing audio decoding process. MPEG-1. Audio is a 
generic standard and does not make any assump­
tions about the nature of the audio source, unlike 
some vocal-tract-model coders that work well for 
speech only. The MPEG syntax permits exploita­
tion of perceptual limitations of the human audi­
tory system while encoding, and thus much of the 
compression comes from removal of perceptually 
irrelevant parts . of the audio signal. MPEG-1 
Audio coding16•23 allows a diverse assortment of 
compression modes and in addition supports fea­
tures such as random access, audio fast forwarding, 
and audio fast reverse. 

The MPEG-1 Audio standard consists of three 
Layers-I, II, and III. These Layers also represent 
increasing complexity, delay, and coding efficiency. 
In terms of coding methods, ilies~ Layers are some­
what related, since a higher Layer includes the 
building blocks used for a lower Laye1: The sam­
pling rates supported by MPEG-1 Audio are 32, 
44.2, and 48 kHz. Several fixed bitrates in the 
range of 32 to 224 kbits/s per channel can be used. 
In addition, Layer III also supports variable bitrate 
coding. Good quality 'is possible with Layer I above 
128 kbits/s, with Layer II around 128 kbit/s, and 
with Layer ill at 64 kbit/ s. MPEG-.1 Audio has 
four modes: mono, stereo, dual with two separate 

channels, and joint stereo. The optional joint stereo 
mode exploits interchannel redundancies. 

A polyphase filter bank is common to all Layers 
of MPEG-1 Audio coding. This filter bank subdi­
vides the sudio signal into 32 equal-width frequency 
subbands. The filters are relatively simple and pro-
vide good time-resolution with a reasonable fre­
quency-resolution. To achieve these characteristics, 
some exceptions had to be made. First, the equal 
widths of subbands do not precisely reflect the 
human ' auditory system's frequency-depenqent 
behavior. Second, the filter bank and its inverse are 
not completely lossless transformations. Third, 
adjacent filter bands have significant frequency 
overlap. However, these exceptions do not impose 
any noticeable limitations, and quite . good audio 
quality is possible. The Layer I algorithm codes 
audio in frames of 384 samples by grouping 12 
samples from each of the 32 subbands. The Layer 
II algorithm is a straightforward enhancement of 
Layer I; it codes audio data in larger groups (1 152 
samples per audio channel) and imposes some 
restrictions on possible bit allocations for values 
from the middle and higher subbands. The Layer II 
coder gets better quality by redistributing bits to 
better represent quantized subband values. The 
Layer III algorithm is more sophisticated and uses 
audio spectral perceptual entropy coding and opti-
mal coding in the frequency domain. Although 
based on the same filter bank as used in Layer I and · I 
Layer II it compensates for some deficiencies by 
processing the filter outputs with a modified DOT 

2.2 MPEG-2 

After this brief overview of the parts of the 
MPEG-1 standard, we are now well prepared to 
delve into a discussion of the various parts of the 
MPEG-2 standard. This standard is formally 
referred to as ISO 13818 and consists of the fol­
lowing parts: 

• 113818-1: Systems 

• 113818-2:Video 

• 113818-3: Audio 

• 113818-4: Conformance 

113818-5: Software 
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• 113818-6: Digital Storage Media-Command 
and Control (DSM-CC) 

• 113818-7: Non Backward Compatible (NBC) 
Audio 

• 113818-8: 10-Bit Video (This work item has 
been_dropped!) 

• 113818-9: Real Time Interface 

• 113818-10: Digital Storage Media-C9mmand 
and Control (DSM-CC) Conformance 

We now present a brief overview of the afore­
mentioned parts of the MPEG-2 standard. 

2.2. l MPEG-2 Systems 

Since the MPEG-1 standard was intended for 
audio-visual coding for Digital Storage Media 
(DSM) applications and since D~SMs typically have 
very low or negligible transmission bit error rates, 
the MPEG-1 Systems part was not designed to be 
highly robust to bit errors. Also, the MPEG-1 Sys­
tems was intended for software oriented process­
ing, and thus large variable length packets were 
preferred to minimize software overhead. 

The MPEG-2 standard on the other hand is 
more generic and thus intended for a variety of 
audio-visual coding 'applications. The MPEG-2 
Systems4 was mandated to improve error resilience 
plus the ability to carry multiple programs simulta­
neously without requiring them to have a common 
time base. Additionally, it was required that 
MPEG-2 Systems should support ATM networks. 
Furthermore, MPEG-2 Systems was required to 
solve the problems addressed by MPEQ--1 Systems 
and be somewhat compatible with it. 

The MPEG-2 Systems17,18 defines two types of 
streams: the Program Stream and the Transport 
Stream. The Program Stream is similar to the 
MPEG-1 Systems stream, but uses a modified syn­
tax and new functions to support advanced func­
tionalities. Further, it provides compatibility with 
MPEG-1 Systems streams. The requirements of 
MPEG-2 Program Stream decoders are similar to 
those of MPEG-1 System Stream decoders. Fur­
thermore, 'Program Stream decoders are expected 
to be forward compatible with MPEG-1 System 
Stream decoders, i.e., capable of decoding MPEG-
1 System Streams. Like MPEG-1 Systems 

Anatomy of MPEG-2 17 

decoders, Program streams decoders typically 
employ long and variable-length packets. Such 
packets are well suited for software based process­
ing and error-free environments, such as when the 
compressed data ~re stored on a disk. The packet 
sizes are usually in range of 1 to 2 kbytes chosen to 
match disk sector sizes (typically 2 kbytes); howev­
er, packet sizes as large as 64 kbytes are also sup­
ported. The Program Stream includes features not 
supported lily MPEG-1 Systems such as scrambling 
of data; assignment of different priorities to pack­
ets; information to assist alignment of elementary 
stream packets; indication of copyright; indication 
of fast forward, fast reverse, and other trick modes 
for storage devices; an optional field for network 
performance testing; and optional numbering of 
sequence of packets. 

The second . type of stream supported by 
MPEG-2 Systems is the Transport Stream, which 
differs significantly from MPEG-1 Systems as well 
as the Program Stream. The Transport Stream 
offers robustness necessary for noisy channels as 
well as the ability to include multiple programs in a 
single stream. The Transport Stream uses fixed 
length packets of size 188 bytes, with a new header 
syntax. It is therefore more suited for hardware 
processing and for error correction schemes. Thus 
the Transport Stream stream is well suited for 
delivering c9mpressed video and audio over error­
prone channels such as coaxial cable television net­
works and satellite transponders. Furthermore, 
multiple programs with independent time bases 
can be multiplexed in one Transport Stream. In 
fact the Transport Stream is designed to support 
many functions such as asynchronous multiplexing 
of programs, fast access to desired program for 
channel hopping, multiplex of programs with 
clocks unrelated to transport clock, and correct 
synchronization of elementary streams for play­
back. It also allows control of decoder buffers dur­
ing startup and playback for both constant bitrates 
and variable bitrate programs. 

A basic data structure that is common to the 
organization of both the Program Stream and 
Transport Stream data is called the Packetized Ele­
mentary Stream (PES) packet PES packets are 
generated by packetizing the continuous streams of 
compressed data generated by video and audio 
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Fig. 2.1 MPEG-2 Systems Multiplex showing Program and Transport Streams. 

(i.e., elementary stream) encoders. A Program 
Stream is generated simply by stringing together 
PES packets from the various encoders with other 
packets containing necessary data to generate a 
single bitstream. A Transport Stream consists of 
packets of fixed length consisting of 4 bytes of 
header followed by 184 bytes of data, where data is 
obtained by chopping up data in PES packets. 

In Fig. 2.1 we illustrate both types of MPEG-2 
Systems, the ones using Program Stream multiplex 
and the ones using Transport Stream multiplex. 
An MPEG-2 System is also capable of combining 
multiple sources of user data along with the 
MPEG encoded audio and video. The audio and 
video streams are packetized to form audio arid 
video PES packets that are then sent to either a 
Program Multiplexer or a Transport Multiplexer, 
resulting in a Program Stream or Transport 
Stream, respectively. As mentioned earlier, Pro­
gram Streams are intended for error-free environ­
ments such as DSMs, whereas Transport Streams 

· are intended for noisier environments such as ter­
restrial broadcast channels. 

Transport Streams are decoded by a Transport 
Demultiplexer (which includes a clock extraction 
mechanism), unpacketized by a DePacketizer, and 

sent for audio and video decoding to Audio and 
Video Decoders. The decoded signals are sent to 
respective Buffer and Presentation units thq.t out­
put them to a display device and speaker at the 
appropriate times. Similarly; if Program Streams 
are employed, they are decoded by a Program 
Stream Demultiplexer, DePacketizer, and sent for 
decoding to Audio and Video Decoders. The 
decoded signals are sent to respective Buffer and 
Present and await presentation. Also, as with 
MPEG-1 Systems, the information about systems 
timing is carried by Clock Reference fields in the 
bitstream that are used to synchronize the decoder 
Systems Time Clock (STC). The presentation of 
decoded output is controlled by Presentation Time 
Stamps _(PTSs) that are also carried by the bit­
stream. 

2.2.2 MPEG-2 Video 
This part of MPEG-2, part 2, addresses coding 

of video and is referred to as MPEG-2 Video. 
Originally the MPEG-2 Video5 standard was pri­
marily intended for coding of interlaced video of 
standard TV resolution with good quality in the 
bitrate range of 4 to 9 Mbit/ s. However, the scope 
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of MPEG-2 Video was cons1derably revised20 to 
include video of higher resolutions such as HDTV 
at higher bitrates as well as hierarchical video cod­
ing for a range of applications. Furthermore, it 
also supports coding of interlaced video of a vari­
ety of resolutions. 

Actually, MPEG-2 Video does not standardize 
video encoding; only the video bitstream syntax 
and decoding semantics are standardized. The 
standardization process for MPEG-2 Video con­
sisted of a competitive phase followed by a collabo­
rative phase. First an initial set of requirements for 
MPEG-2 video was defined and used as the basis 
for a "Call for Proposais" which invited candidate 
coding schemes for standardization. These 
schemes underwent formal subjective testing and 
analysis to determine if they met the listed require­
ments. During the collaborative phase, the"best ele­
ments of the top performing schemes in the com­
petitive phase were merged to form an initial Test 
Model. A Test Model contains a description of an 
encoder, bitstream syntax, and decoding seman­
tics. The encoder description is not to be standard- , 
ized,. but only needed for experimental evaluation 
of proposed techniques. 

Following this, · a set of Core Experiments were 
defined that underwent several iterations until con­
vergence was achieved. During the time that vari­
ous iterations on the Test Model19 were being per­
formed, the requirements for MPEG-2 Video also 
underwent further iterations. 

In Fig. 2.2 we show a simplified codec19,21 for 
MPEG-2 Nonscalable Video Coding. The MPEG-
2 Video Encoder shown for illustration purposes 
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DCTEncoder 
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Estimator and 
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consists of an Inter fram.e/field DCT Encoder, a 
Frame/field Motion Estimator and Compensator, 
and a Variable Length Encoder (VLE). Earlier we 
had mentioned that MPEG-2 Video is optimized 
for coding of interlaced video, which is why both 
the DCT coding and the motion estimation and 
compensation employed by the Video Encoder are 
frame/field adaptive. The Frame/field DCT 
Encoder exploits spatial redundancies, and the 
Frame/fiel~ Motion Compensator exploits tempo­
ral redundancies in interlaced video signal. The 
coded video bitstream is sent to a systems multi­
plexer, Sy~ Mux, which outputs either a Transport 
or a Program Stream. 

The MPEG-2 Decoder in this codec consists of 
a Variable Length Decoder (VLD), 'Inter frame/ 
field DCT Decoder, and the Frame/field Motion 
Compensator. Sys Demux performs the comple­
mentary function of Sys Mux and presents the 
video bitstream to VLD for decoding of motion 
vectors and DCT coefficients. The Frame/field 
Motion Compensator uses a motion vector decod­
ed by VLD to generate motion compensated pre­
diction that is added back to a decoded prediction 
error signal to generate decoded video out. This 
type of coding produces video bitstreams called 
nonscalable, since normally the full spatial and tem­
poral resolution coded is the one that is expected to 
be decoded. Actually, this is not quite true, since, if 
B-pictures are used in encoding, because they do 
not feedback into the interframe coding loop, it is 
always possible to decode some of them, thus 
achieving temporal resolution scaling even for non­
scalable. bitstreams. However, by nonscalable cod-
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Fig, 2,2 A generalized codec for MPEG-2 Nonscalable Video Coding. 
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Fig. 2.3 A generalized codec for MPEG-2 Scalable Video Coding. 

ing. we usually mean that we have not gone out of 
our way to facilitate scalability. 

As you may have guessed by this time, tlie 
MPEG-2 Video standard specifies the bitstream 
syntax and decoding process not only for single 
layer (MPEG-1 like) video coding but also for scal­
able video coding. Scalability is the property that 
allows decoders of various complexities to be able 
to decode video of resolution/ quality commensu­
rate with their complexity from the same bit­
stream. We will discuss a lot more about MPEG-2 
scalable video coding in Chapter 9, but for now we 
illustrate the general principle by introducing the 
generalized scalable codec structure shown in Fig. 
2.3. In MPEG-2 Video there are many different 
types of scalability and thus it is difficult to repre­
sent all of them with a single generalized codec. 
Our generalized codec structure basically implies 
spatial and temporal resolution scalability. 

Input video goes through a Pre-Processor that 
produces two video signals, one of which (the Base 
Layer) is input to an MPEG-1 or MPEG-2 Nonscal­
able Video Encoder and the other (the Enhancement 
Laye1J input to an MPEG-2 Enhancement Video 
Encoder. Some processing of decoded video from 
MPEG.:1 or MPEG-2 Nonscalable Video Encoder 
may be needed in the Mid-Processor depending on 
specific scalability. The two bitstreams, one from 
each encoder, are multiplexed in Sys Mux (along 
with coded audio and user data). Thus it becomes 
possible for two types of decoders to be able to 
decode a video signal of quality commensurate 
with their complexity, from the same encoded bit­
stream. For example, if an MPEG-1 or MPEG-2 
N onscalable Video Decoder is employed, a basic 

video signal can be decod~d. If in addition, an 
MPEG-2 Enhancement Video Decoder is 
employed, an enhanced video signal can be decod- . 
ed. The two decoded signals may undergo further 
processing in a Post-Processm: 

Since the MPEG-2 Video standard, to be truly 
generic, had to include a bitstream and semantics 
description for a variety of coding methods and 
tools, the implementation of all its features in every 
decoder was considered too complex and thus the 
standard was partitioned into Profiles. In MPEG-2 
Video, applications with somewhat related require­
ments are addressed via Profiles; a Profil~ typically 
contains a collection of coding techniques (or 
tools) designed to address a set of such applica­
tions. We will discuss a lot more about Require­
ments and Profiles in Chapter 11. 

The MPEG-2 Video standard is a syntactic 
superset of the MPEG-1 Video standard and is 
thus able to meet the requirement of forward com­
patibility, meaning that an MPEG-2 video decoder 
should be capable of decoding MPEG-1 video bit­
streams. The requirement of backward compatibil­
ity, meaning that subsets "of MPEG-2 bitstreams 
should be decodable· by existing MPEG-1 decoders, 
is achieved via the use of scalability and supported 
in specific profiles. To confirm that the MPEG-2 
Video standard inet its quality objective for various 
Profiles and for individual applications · within ,a 
profile, a series of verification tests have been con­
ducted in association with other international stan­
dardization bodies and a number of organizations. 
Thus far, these tests confirrµ that MPEG-2 Video 
does indeed meet or exceed the performance 
bounds of its target applications. MPEG-2 Video 
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quality has also been judged sufficient for HDTY.34 

Recently, newer applications of MPEG-2 Video 
have also emerged, necessitating combinations of 
coding tools requiring new Profiles. 

At the time of writing of this chapter in early 
1996, two new amendments in MPEG-2 video, 
each adding a new profile, are in progress. One of 
the two amendments is nearly complete, and the 
second one is expected to be completed by the end 
of 1996. Although MPEG-2 video already 
includes various coding techniques (decoding tech­
niques, really), in reality, these techniques must be 
included in one of the agreed Profiles also (these 
profiles can even be defined after completion of 
the standard). Next, we briefly introduce what 
application areas are being targeted by these two 
amendments. • • 

The first amendment to MPEG-2 Video 
involves a Profile that includes tools for coding of a 
higher resolution chrominance format called the· 
4:2:2 format. We wµl discuss more about this for­
mat in Chapter 5; for now, we need to understand 
why it was relevant for MPEG-2 video to address 
applications related to this format. When work on 
MPEG-2 Video was close to completion, it was felt 
that MPEG-2 video was capable of delivering fair­
ly high quality, and thus it could be used in profes­
sional video applications. In sorting out needs of 
such applications, besides higher bitrates, it was 
found that some professional applications require 

, higher than normal chrominance spatial (or spatio­
temporal) resolution, such as that provided by the 
4:2:2 format while another set of applications 
required higher amplitude resolution for lumi­
nance and chrominance signal. Although coding of 
the 4:2:2 format video is supported by existing 
tools in the MPEG-2 Video standard, it was neces­
sary to verify that its performance was equal to or 
better than that of other coding sc?emes while ful-· 
filling additional requirements such as coding qual'­
ity after multiple codings and decodings. 

The second amendment32 to MPEG-2 Video 
involves a Profile that includes tools for coding of a 
number of simultaneous video signals generated in 
-imaging a scene, each representing a slightly differ­
ent viewpqint; imaging of such scenes is said to 
constitute multiviewpoint video. An example of 
multi.viewpoint video is stereoscopic _video which 
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uses two slightly different views of a scene. Anoth­
er example is generalized 3D video where a large 
number of views of a scene may be used. We will 
discuss more about this profile in Chapter 5 and a 
lot more about 3D/stereoscopic video in Chapter 
15; for now, as in the case of'4:2:2 coding we need 
to understand why it was relevant to address multi­
viewpoint coding applications. As mentioned earli­
er, MPEG-2 Video already includes several Scala­
bility techniques that allow layered coding which 
exploits correlations between layers. As the result 
of a recent rise in applications in video games, 
movies, education, and entertainment, efficient 
coding of multiviewpoint video such as stereoscop­
ic video is becoming increasingly important. Not 
surprisingly, this involves exploiting correlations 
between different views, and since scalability tech­
niques of MPEG-2 Video already included su'ch 
techniques, it was considered relatively straightfor­
ward to enable use of such techniques via defini­
tion of a Profile (which is currently in·progress). 

2.2.3 MPEG-2 Audio 
Digital multichannel audio systems employ a 

combination of p front and q back channels; for 
example, three front channels_:_:_left, right, cen­
ter-and two back channels-surround left and 
surround right-to create surreal experiences. In 
addition, multichannel systems can also be used to 
provide multilingual programs, audio augmenta­
tion for visually impaired individuals, enhanced 
audio for hearing impaired individuals, and so 
forth. 

The MPEG-2 Audio6 stanq_ard consists of two 
parts, one that allows coqing of multichannel 
audio signals in a forward and backward compati- . 
ble manner with MPEG-1 and one that does not. 
Part 3 of the MPEG-2 standard is forward and 
backward compatible with MPE9"- l. Here for­
ward compatibility means that the MPEG-2 multi­
channel audio decoder can decode MPEG-.1 mono 
or stereo audio signals. Backward compatibility 
(BC) means tha~ an MPEG-1 stereo decoder can 
reproduce a meaningful downmix of the original 
five channels from the MPEG-2 audio bitstream. 

While forward compatibility is not as hard to 
achieve, backward compatibility is a much more 
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Fig. 2.4 A generalized codec for MPEG-2 Backward Compatible (BC) Multichannel Audio Coding. 

difficult and requires some compromise in coding 
efficiency. However, backward compatibility does 
offer the possibility of migration to multichannel 
audio without making existing MPEG-1 stereo 
decoders obsolete. . 

Initially, the primary requ~ements identified for 
MPEG-2 Audio were multichannel coding and 
compatibility with · MPEG-1 Audio. Candidate 
coding schemes were invited via a "Call for Pro­
posals." In response, the various proposed solutions 
were found to be very close to each other, and the 
collaborative phase was begun without the need 
for competitive tests. 

A generalized codec24 structure illustrating 
MPEG-2 Multichannel Audio coding is shown in 
Fig. 2.4. A Multichannel Audio consisting of five 
signals, left (L), center (C), right (R), left surround 
(Ls), and right surround (Rs) is shown undergoing 

. conversion by use of a Matrix operation ·resulting 
' in five converted signals, two of which are enc~ded 

by an MPEG-1 Audio Encoder to provide compat­
ibility with the MPEG-1 standard. Th~ remaining 
three signals are encoded by an MPEG-2 Audio 
Extension Encoder. rhe resulting bitstreams from 
the two encoders are multiplexed in Mux for stor­
age or transmission. 

Since it· is possible to have coded MPEG-2 
Audio without coded MPEG Video, a generalized, 
multiplexer Mux is shown. However, in an MPEG 
Audio-Nisual System, the specific Mux and 
Demux used would be MPEG-2 Sys Mux and 
MPEG-2 Sys Demux. At the decoder, an MPEG-1 
Audio Decoder decodes the bitstream input to it by 
Sys Demux and produces two decoded audio sig­
nals; the other three audio signals are decoded by 
an MPEG-2 Audio Extension Decoder. The 

decoded audio signals are reconverted back to 
original domain by using an Inverse Matrix and 
represent approximated values indicated by L", C", 
R", Ls", Rs". 

To verify the syntax two type of tests were con­
ducted: first, bitstreams prodm;:ed by software 
encoding were decoded in non~~eal-time by soft­
ware decoders, and second, bitstreams produced 
by software encoders were decoded in real-time. 
Tests were also conducted comparing the perfor­
mance of MPEG-2 Audio coders that maintain 
compatibility with MPEG-1 to that which are not 
backward compatible. It has been found that for 
the same bitrate, compatibility does impose a qual-
ity loss which may be difficult to justify in some 
applications. Hence; it has been found necessary to 
also include a nonbackward compatible coding 
solution, which is referred to as MPEG-2 Part 7-
NBC Audio; further elaboration regarding · this ' 
work, which is currently in progress, is provided in 
our discussion on part 7. 

Both the MPEG-1 and MPEG-2 Audio coding 
is discussed in much more detail in Chapter 4. 

2;2.4 MPEG-2 Conformance 
This part of MPEG-2, part 4, specifies Confor­

mance7 to the MPEG-2 standard; it is also called 
Compliance. It specifies how tests can be designed 
to verify whether bitstreams and decoders meet the­
requiremel).ts as specified in parts l, 2, and 3. 
These tests can be used for a variety of purposes, 
for example, manufacturers of encoders and their 
customers can ensure whether an encoder pro­
duces valid bitstreams, manufacturers of decoders 
and their customers can verify if decoders meet 
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requirements, and applications users can use tests 
to verify whether characteristics of a bitstream 
meet the application requirements. 

Since MPEG-2, like MPEG-1, does not specify 
an encoder, and for that matter not even a specific 
decoder implementation but only bitstream syntax 
and decoding semantics, it is essential to know 
numerical bounds that various interim computa­
tions in the decoding process must satisfy so that it 
can be assured 'that the same bitstream decoded on 
different decoders will provide nearly identical 
results. If certain numerical bounds in interim pro­
cessing calculations are not met, decoding on dif­
ferent decoders may produce not only slightly dif­
ferent results, but worse, certain errors in 
calculations may accumulate over time, eventually 
resulting in significant degradaij.on in qu~ty. This 
part of the standard therefore specifies bounds to 
be met in various steps of video and audio decod­
ing so that errors do not accumulate. Being able to 
identify_a range of numerical bounds on every cal­
culation that goes on in an audio and video decod­
ing process in real hardware is a challenging task 
since it implicitly requires a knowledge of types of 
error's and causes of such errors in terms of hard­
ware operations that occur. Furthermore, it is diffi­
·cult to be ever sure that all potential restrictions on 
error accumulations have been identified. Never­
theless, MPEG-2 technology has undertaken a sig:­
nificant effort to devise tonfOFmance bounds and 
to design a suite of test bitstreams that have been 
generated with great care· to illustrate potential clif­
ficulties in conformance of a decoder. These bit­
streams 'are referred to as "evil bitstreams," and as 
its name suggests are designed to test conformance 
of decoders to the MPEG-2 standard almost to the 
breaking· point. 

bitstream 

Fig, 2,5 Setup for testing Decoder Compliance. 

Reference 

Decoder 

Decoder 

under Test 
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Since part 4 is intended to provide conformance 
for all the three primary parts of MPEG-2-Sys­
tems, Video, and Audio-it provides bitstream char­
acteristics, bitstream tests, decoder characteristics, 
and decoder tests for these three parts. 

In Fig. 2.5 we show an example of a setup for, 
testing video decoder compliance. It is assumed 
that a Reference Decoder exists that satisfies the 
criterion for conformance to the MPEG-2 stan­
dard. Although ideally conformance testing should 
be possible on every type of decoder, MPEG-2 
specification concerns only the decoding process 
from a bitstream of a digital output. For example, 
in testing MPEG-2 Video conformance for 
decoders supporting MPEG-1 like chrominance 
resolution (4:2:0), it is expected that the digital out­
put from the Decoder under Test be 4:2:0 for com­

. parison with the Reference Decoder providing a 
4:2:0 digital output. In fact the proposed proce-
dure can also be used for decoder tests when the 
digital output is 4:2:2 (as may be the case when 
higher chroma resolution is obtained by upsam­
pling 4:2:0 for display); however, the results on the 
4:2:2 signal need to be carefully interpreted 
(assuming that 4:2:0 resolution is coded in the bit­
stream) since chroma conversion from 4:2:0 to 
4:2:2 is outside of the scope of the standard. 

The Statistical Analysis operation generates a 
report on the difference file for each conformance 
bitstream input. The report consists of first, a his­
togram of pel differences per field between Refer­
ence Decoder and Decoder under Test' and sec­
ond, the number and addresses of erroneous 
rriacroblocks and the erroneous component in each 
erroneous macroblock. Furtliermore, if more than 
90% of macroblocks are declared erroneous in a 
picture for a specific bitstream, a complete break-

I--_.., Statistical 
Analysis 

report 
~ 
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do-wn is said to have occurred. Other types of 
· breakdown are also identified such as a short 

breakdown (the decoder does not decode the end 
of picture and resynchronizes on the next picture) 
and long breakdown (the decoder loses the infor­
mation of a picture and resynchronizes on the next 
I-picture, next GOP, or next sequence startcode). 
In case of probable breakdown on a conformance 
bitstream a new stream is created by concatenation 
of an easy bitstream followed by the conformance 
bitstream followed by an easy bitstream. A visual 
test is then conducted to determine if concatenat­
ed parts are visually different and if the decoder 
restarts after a breakdown. 

Besides the tests for video decoders, a number 
of tests are also specified for audio decoders. A 
suite of audio test sequences has also been stan­

. dardized and covers various layer· decoders. Test­
ing can be done as for video by comparing the out­
put of a Decoder under Test with the output of a 
Reference Decoder. To be called an MPEG-2 
Audio decoder, the decoder shall provide an out­
put such that the root-mean-square level of differ­
ence signal between the output of the Decoder 
under Test and the supplied Reference Decoder 
output is less than a specified amount for a sup­
plied sine sweep signal. In addition, the difference 
signal magnitude must have less than a maximum 
absolute value. Further, to be called a limited accu­
racy MPEG-2 Audio decoder, a less strict limit is 
placed on the root-mean-square level of difference 
signal. 

This part is expected to achieve the final status 
of International Standard by the end of the fitst 
quarter of 1996. 

· 2.2.5 Software 

This part of MPEG-2, part 5, is referred to as 
·software Simulation.8 As the name suggests, it 
consists of software simulating Systems, Video, and 
Audio, the three principal parts of the MPEG-2 
standard. 

The MPEG-2 Systems Software consists of soft­
ware for encoding and decoding of both the Pro­
gram and the Transport Streams. 

The MPEG-2 Video Software mainly consists 
of software for encoding and decoding of nonscal-

able video. In addition, it also includes some soft­
ware for scalable encoding and decoding. 

The MPEG-2 Audio Software consists of soft­
ware for encoding and decoding. Two different 
psychoaccoustical models are included in the 
encoder. 

MPEG-2 Software has in early 1996 achieved 
the final status of International Standard. The 
source code included in this part of MPEG-2 is 
copyrighted by the ISO. 

2.2.6 DSM-CC 
Coded MPEG-2 bitstreams may typically be 

stored in a variety of digital storage media such as 
CD-ROM, magnetic tape and disks, optical disks, · 
magneto-optical disks, and others. This presents a 
problem for users wishing to access coded MPEG-
2 data stored on a Digital Storage Media (DSM), 
since each DSM usually. has its own control c~m­
mand language, requiring the user to know many 
such languages. Moreover; the DSM may be either 
local to the user or at a remote location. When 
remote, a common mechanism to access various 
DSM over a network is needed; otherwise the type 
of DSM being accessed has to be conveyed to the 
user. This, however, may not even be known in 
many cases. A solution to these two problems is 

. offered by MPEG-2 DSM-CC. 1,9,10 

MPEG-2 DSM-CC is a set of generic control 
commands independent of the type of DSM. The 
DSM-CC is intended for MPEG applications that 
need to access a variety of DSM without the need 
to know details of each DSM. Thus, to allow a set 
of basic functions specific to MPEG bitstreams on 
a DSM, control commands are defined ;:ts a specif­
ic application protocol. The resulting control com­
mands do not depend on the type of the DSM or 
whether a DSM is local or remote, the network 
transmission protocol, or the operating system with 
which it is interfacing. The control command func­
tions can be performed on MPEG-1 systems bit­
streams, MPEG-2 Program streams, or· MPEG-2 
Transport Streams. Some example functions are 
connection, playback, storage, editing, remultiplex­
ing etc. A basic set of control commands is also 
include1 as an informative (nohmandatory) annex 
in MPEG-2 Systems, part 1. 

" 
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Depending on the requirements of an applica­
tion and the complexity that can be handled, DSM 
control commands can be divided into two cate­
gories. In the first category are a set of very basic 
operations such as selection of stream, play, and 
store co~ands. The stream selection command is 
used to request a specific bitstream and a specific 
operation mode on that bitstream. The play com­
mand is used to request playing of a selected bit­
stream and involves specification of speed and 
direction of play to accommodate various trick 
modes such as fast forward, fast reverse, pause, 
resume, step through, or stop. The store command 
is used to request recording of a bitstream on DSM. 

The second category consists of a set of more 
advanced operations such as multiuser mode, ses­
sion reservation, server capability information, 
directory information, bitstrea~ editing, ind oth­
ers. With the multiuser mode command, more 
than one user is allowed to access the same server 
within a session. With the session reservation com­
mand, a user can request a server for a session at a 
later time. The server capability information com­
mand allows the user to be notified of the capabili­
ties of the server; example capabilities include 
playback, fast forward, fast reverse, slow motion, 
storage, demultiplex, remultiplex, and others. The 
directory information command allows user access 
to information about directory structure and spe­
cific attributes of a bitstream such as bitstream 
type, IDs, sizes, bitrate, entry points for random 
access, program descriptors, and others. Typically, 
all this information may not be available through 
an Applicati~n Program Interface (API). Bitstream 
editing functions allow creation of new bitstreams 
by insertion of a portion of one bitstream into 
another bitstream, deletion of a portion of a bit­
stream, and correctly concatenating portions of 
various bitstreams. 

In Fig. 2.6 we show a simplified relationship of 
DSM-CC with MHEG (Multimedia and Hyper­
media Experts Group standard) Scripting Lan­
guage, and DSM-CC. The MHEG standard is 
basically an :interchange format for multimedia 
qbjects between applications. MHEG specifies a 
class set that can be used to specify objects contain­
ing monomedia information, relationships between 
objects, dynamic behavior between objects, and 
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Fig. 2.6 DSM-CC centric View of MHEG, Scripting 
Language, and Network. 

information to optnmze real-time handling of 
objects. MHEG's classes include the content class, 
composite class, link class, action class, script class, 
descriptor class, container class, ,and result class. 
Furthermore, the MHEG standard does not define 
an API for handling of objects on its classes nor 
does it define methods on its classes. Finally, one of 
the important things to note is that MHEG explic­
itly supports scripting languages through the use of 
a Script Class; however, it does not specify a script-

. ing language of its own. 
Returning to our discussion on DSM-CC and 

its relationship to MHEG, applications may access 
DSM-CC either directly or through an MHEG 
layer. Moreover, scripting languages may be sup­
ported through an MHEG layer on top of DSM~ 
CC. DSM-CC protocols form a layer higher than 
Transport Protocols. Examples of Transport Pro­
·tocols are TCP, UDP, and MPEG-2 Transport 
Stream/Program Streams. 

DSM-CC provides access for general applica­
tions, MHEG applications, and scripting language!! 
to primitives for establishing or deleting network 
connections using User-Network (U-N) Primitives 
and communication between a Client and a Server 
across a network using User-User (U-U) Primi­
tives. U-U operations may use a Remote Proce­
dure Call (RPC) protocol. Both U-U and U-N 
operations may employ a message passing scheme 
that involves a sequence of bit-pattern exchanges. 

In Fig. 2. 7 we show such a stack of DSM proto­
cols consisting of primitives allowing communica­
tions between User'-User ~nd ~-Network. 
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Fig. 2, 7 DSM-CC protocol stack. 

Next in Fig. 2.8 we clarify DSM-CC User-Net­
work and User-User interaction. A Client can 
connect to a Server either directly via a Network or 
through a Resource Manager located within the 
Network. • 

A Client setup typically is expected to include a 
Session Gateway, which is a User-Network inter­
face point, and a library of DSM-CC routines, 
which is a "Qser-User interface point. A Server set­
up typically consists of a Session Gateway, which is 
a User-Network interface point, and a Service 
Gateway, which is a User-User interface point. 
Depending on the requirements of an application 
both a User-User connection and a User-Network 
connection can be established. 

DSM-CC may be carried as a stream within an 
MPEG-1 Systems Stream, an MPEG-2 Transport 
Stream, or an MPEG-2 Program Stream. Alterna­
tively, DSM-CC can also be carried over other 
transport networks such as TCP or UDP Internet 
Protocols. 

DSM-CC is. expected to achieve the final status 
of International Standard by mid 1996. 

2.2. 7 MPEG-2 NBC Audio 

Earlier, while discussing part 3 of MPEG-2, we 
mentioned that MPEG-2 audio comes in two 
parts, one that is backward compatible with 
MPEG-1 (part 3), and one that is not. As you m·ay 
have guessed, this part, part 7, is not backward 
compatible with MPEG-1 and is thus referred to as 
Non Backward Compatible (NBC) Audio. Thus 
this part of MPEG-2 is intended for applications 
that do not require compatibility with MPEG-1 
stereo and thus do not need to compromise on 
coding efficiency at all. 

MPEG-2 NBC Audio is expected to support the 
sampling rates, audio bandwidth, and channel 
configurations of MPEG-2 Audio, but will operate 
at bit:rates from 32 kbit/s to the bitrate 7equired for 
high-quality audio. This work item was started 
late, around the time when work for part 3 was in 
an advanced stage, and so this work item is cur­
rently still in progress. 26•30 It is expected to achieve 
a draft standard status by the end of 1996. 

The results from NBC Audio tests33 indicate 
that notably better quality is obtained by nonback­
ward compatible coding as compared to backward 
compatible coding. About 10 organizations partici­
pated m NBC Audio competitive tests. A collabo­
rative phase is currently in progress, including the 
definition of an initial Reference Model that is the 
framework for conducting core experiments. It is 
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Fig. 2.8 DSM-CC User-Network and User-User interaction. 
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Fig, 2,9 A generalized Codec for MPEG-2 Non Backward.Compatible (NBC) Multichannel Audio Coding. 

expected to undergo several iterations before fmal­
ly achieving convergence. 

In Fig. 2.9 we show a simplified Refer..ence 
Model configuration of the NBC Audio coder 
under consideration. We now briefly introduce the 
structure employed without going into specific 
details. 

Multichannel audio undergoes conversion of 
domain in Time-Frequency Mapping, whose out­
put is subject to various operations· currently being 
optimized· via experiments such as Joint Channel 
Coding, Quantization, Coding, and Bit Allocation. 
A psychoacoustical model is employed at the 
encoder. A Bitstream Formatter generates the bit­
stream for storage or transmission. At the decoder, 
an inverse operation is performed by a Bitstream 
Unpacker, which is followed by Dequantization, 
Decoding, and Joint Decoding. Finally, an Inverse 
Mapping is pe1formed to go back from frequency 
domain to time domain representation, resulting in 
the reconstructed multichannel audio output. · 

NBC Au:dio is expected to achieve the mature 
stage. of Committee Draft by mid 1996 and the 
final status of International Standard by the end of 
the first quarter of 1997. 

2.2.8 10-Bit Video (Cancelled!) 
Earlier, during ·the discussion of part 2, we had 

mentioned that when MPEG-2 video work was 
close to . completion, it was envisaged that the 
MPEG-2 video would be useful in professional 
applications because of its ability to achieve high 
quality. The two different types of requirements 
for these applications were found to be higher spa-

~ . 

ti.al resolution for chrominance (4:2:2 format) and 
higher amplitude resolution for luminance and 
chrominance, called the 10-bit video. In 10-bit 
video, as the name suggests, each video sample is 
digitized to 10-bit accuracy rather than the. normal 
8-bit accuracy. Specific applications of 10-bit video 
are production of high-quality video and motion 
picture material, archiving, specialized visual 
effects, and efficient transmission and distribution. 
Although there was sufficient initial interest29 · in 
this part of MPEG-2, the work on this part had to 
be abandoned. This was partly due to insufficient 
availability of systems for capture, 6torage, process­
ing, and display of 10-bit video. Another reason 
had to do with limitations in resources of organiza­
tions participating in MPEG-2 .owing to various 
continuing work items in parallel. Moreover, some 
organizations felt that at least for the near term, · 
applications of 10-bit video were too specialized 
and lacked a broad base in consumer markets. 

This work item has now officially been removed 
from the ~EG-2 progr-am of work. 

2.2.9 MPEG-2 RTI 

This part of MPEG-2,' part 9, 11 is related to 
• MPEG-2 Systems, part 1, and is primarily intend­
ed for applic~tions where the MPEG-2 System 
may be used for real-time interchange of data such 
as in telecommunications applications. It specifies 
a Real-Time Interface (RTI) between Channel 
Adapters and MPEG-2 Systems Transport Stream 
decoders. The RTI makes it possible to specify net­
work interconnects and to verify the performance 
of various products that include MPEG decoders. 
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Fig. 2.10 Configuration for illustrating Real-Time Interface (RTI). 

Such interconnects may be specified for networks 
such as LAN, ATM, and others by other organiza­
tions and standards bodies. 

Thus with the specification of an RTI, it will be 
possible to build network adaptation layers that 
guarantee required timing performance and also 
guarantee that decoders will have correct behavior 
in terms of buffers and timing recovery. The RTI is 
an optional supplement to the System's Transport 
Stream System Target Decoder (STD) model. In 
Fig. 2 .IO we show an example c0nfiguration for 
illustrating the real-time interface specification. 

In this example configuration, a transport 
stream generated by an MPEG encoder passes 
over a channel such as a network and through a 
channel adapter on its way to an RTI decoder. The 
transport stream in going through the network is 
assumed to suffer from some timing jitter. Then 
the reference point at which the RTI specification 
really applies is between the channel adapter and 
the RTI decoder. The exact value of acceptable jit­
ter depends on the application. 

It is expected that RTI will achieve the final 
stage of International Standard by the end of the 
first quarter of 1996. 

2.2. l O MPEG-2 DSM-CC 
Conformance 

This part of MPEG-2, part 10, is a relatively 
new part and is related to part 6, called DSM-CC. 

· Part l O of MPEG-2 was originally aimed to be an 
exchange format for ~ultimedia _ scripts; it was 
then referred to as Reference Scripting format 
(RSF) or more specifically the DSM-RSF, DSM­
RSF was expected to be closely linked to the Mul­
timedia and Hypermedia Experts Group (M:HEG) 
standard which mainly deals with presentation 
aspects of coded audio-visual data. The MHEG 
standard, although it does not explicitly include a 

scnptmg language, does implicitly support such 
language. 

With DSM-CC, it was envisaged31 to be possi­
ble to code a script controlling presentation aspect 
of the audio-visual data along with the coded rep-· 
resentation (MPEG bitstreams) of the audio-visual 
data. DSM-RSF was thus expected to play the role 
of a specialized multimedia scripting language. 
Although many such languages exist, it was felt 
that DSM-RSF was necessary to take advantage of 
sp_ecial features of MPEG Audio and Video coding 
as well as that of DSM-CC. 

The need for this part of the MPEG-2 standard 
arose during the DSM-CC work and thus this part 
of the standard was started late. During a recent 
(M:arch '96) MPEG meeting, 1this part was 
renamed from DSM-RSF to DSM-CC confor­
mance. Thus the original goal of this part has been 
revised and thus this part will mainly provide- a 
means to verify if a specific DSM-CC implementa­
tion is conformant to part 6 MPEG-2 or not. Part 
10 is expected to achieve the stage of Committee 
Draft by July 1996 and the final status of Interna­
tional Standard by March 1997. 

2.3 SUMMARY 

In this chapter we have presented a brief overview 
of the various parts of the MPEG-2 standard and 
shown the relationship of parts of MPEG-2 to 
parts of MPEG-1 where appropriate. As the read­
er may have guessed, from among the various parts 
of the MPEG-2 standard, this book primarily 
focuses on MPEG-2 Video. In the following chap­
ters we will certainly be discussing coding algo­
rithms, syntax, semantics, profiles, and implemen­
tation aspects of MPEG-2 Video. However, since 
we believe that any discussion. about an MPEG 
standard would be incomplete without a working 
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knowledge of MPEG Audio and MPEG Systems, 
we .include one chapter on MPEG-2 Audio and 
another on MPEG-2 Systems. We will then intro­
duce example applications of MPEG-2 and discuss 
characteristics of transmission channels and stor­
age media that may be used to transmit or store 
MPEG compressed audio and video. 

We now summarize a few key points discussed 
in this chapter. 

• Systems, Video, and Audio are three prima­
ry parts of the MPEG-1 and the MPEG-2 stan­
dards. Conformance and Software are two other 
parts of the MPEG-1 and MPEG-2 standards. 
The MPEG-2 standard has four 9ther parts: Digi­
tal Storage Media-Control and Comand (DSM­
CC), Non Backward Compatible Audio (NBC 
Audio), Real-Time _Interface (R'.fl), an_d J;?SM-CC 
Conformance. Another part of MPEG-2_ called 
10-bit video J;ias been drc?pped. 

• MPEG-2 Systems comes in two forms. The 
first one, called the Program Stream, is MPEG-1 
like and intended for error-free media. The second 
one, called the TraD;sport Stream, is intended for 
noisier environments such as terrestrial and satel­
lite channels. 

• MPEG-2 Video is a syntactic superset of 
MPEG-1 Video. It is based on motion compensat­
ed DCT coding, B-pictures, and a Group-of-Pic­
tures structure as in MPEG-1 Video. Furthermore, 
MPEG-2 Video supports tools for efficient coding 
of interlace. MPEG-2 Video also allows scalable 
video coding. Compatibility is a specific form of 
scalability that can allow interoperability with 
MPEG-1 Video. From an applications standpoint, 
MPEG-2 video is organized as profiles, where each 
profile contains a subset of all ·the coding tools of 
MPEG-2 Video. 

• MPEG-2 Audio coines as two parts. The 
first is_ Backward Compatible (BC) with MPEG-1, · 
and the second is Non Backward Compatible 
(NBC) with MPEG-1; MPEG-2 BC Audio allows 
coding of multichannel (such as five-channel) 
audio in a 'backward compatible manner so that 
from an MPEG-2 · bitstream an MPEG-1 stereo 
decoder can· reproduce a meaningful downmix of 
five channels to deliver correct sounding stereo. 
On the other hand, MPEG-2 NBC Audio achieves 
notably higher coding performance as it does not 
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impose the restriction · of compatibility with 
MPEG-1; this part of MPEG-2 was started late 
and is currently in progress. 

• MPEG-2 Conformance specifies tests to ver­
ify compliance of bitstreams and· decoders claim-

. ing to meet the requirements specified for MPEG-
2 Systems, Video,· and Audio. MPEG-2 Software, 
also referred to as Technical Report, is a C-pro­
gramming implementation of the· MPEG-2 Sys­
tems, Vided, and Audio standards. The implemen­
tation · includes a limited encoder and a full 
decoder for · all three parts. This software is copy­
righted by ISO. 

• MPEG-2 DSM-CC specifies protocols to 
. manage interaction of users with stored MPEG-1 

and MPEG-2 bitstreams. A very basic type of 
interaction c~msists of actions of DSM in response 
to commands by a user; Annex A in MPEG-2 Sys­
tems supports such single user, single DSM appli­
cations. The DSM-CC, however, includes more 
extensive protocols fo extend the basic idea of 
interaction to heterogeneous networked environ­
ments and interactive-video applications. Another 
part of MPEG-2 that is related to DSM isi current­
ly ongoing and is referred to as MPEG-2 DSM­
CC Conformance. This part was originally intend­
ed to specify formats for Reference Scripts and was 
expected to be related to Multimedia and Hyper-· 
media Experts Group Standard (MHEG) which 
deals with presentation aspects. However, it is now 
expected to deal mainly with compliance aspects of 
MPEG-2 DSM-CC. 

• MPEG-2 RTI imposes some restrictions on 
MPEG-2 Systems and in particular Transport 
Streams. It specifies timing'-of the real-time deliv­
ery of bytes of the Transport Stream as a Real­
Time Inte1face. This part does not override any of 
the requirements of MPEG-2 Systems, and com­
pliance to this part of the standard is optional. 
One of the important parameters for RTI specifi­
cation is the network induced timing jitter, which 
may depend on the application. 
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3 
MPEG..-2 Systems 

Part I of ISO 13818 is called Systems. As we shall 
see, this term has many meanings and applies to 
many different contexts. In fact, Systems is the 
framework that allows MPEG-2 to be used in an 
extraordinary number of applications. For exam­
ple, audio may be sent in several languages. Video 
may be sent at several resolutions and bitrates. 
Multiple views or 3D stereoscopic video may be 
sent that is completely compatible with ordinary 
MPEG-2 video. 

3.1 MULTIPLEXING 

The main function of MPEG-2 Systems is to pro­
vide a means of combining, or multiplexing, several 
types of multimedia information into one stream 
that can be either transmitted on a single commu­
nication channel or stored in one file of a DSM.* 
Since MPEG data are always byte aligned, the bit­
streams are actually bytestreams, and we refer to 
them simply as streams. 

There are two methods in wide use for multi­
plexing data from several sources into a single 
stream. One is called T ime Division Multiplexing 
(TDM), which basically assigns periodic time slots 
to each of the elementarv streams of audio. video. 

data, etc. H.320 uses TDM in its multiplexing 
standard, which is called H.221. 

MPEG-1 Systems1 and MPEG-2 Systems use 
the other common method of multiplexing, called 
packet multiplexing. With packet multiplexing, data 
packets from the several elementary streams of 
audio, video, data, etc. are interleavedt one after 
the other into a single MPEG-2 stream, as shown in 
Fig. 3.1. Elementary streams and MPEG-2 streams 
can be sent either at constant bitrate (CBR) or at 
variable bitrates (VBR) simply by varying the 
lengths or the frequency of the packets appropri­
ately. In particular, elementary streams can be sent 
as VBR, even though the multiplexed MPEG-2 
stream itself is transmitted as CBR. This enables 
some elementary streams that temporarily do not 
require very many bits to give up their proportion­
ate channel capacity in favor of other elementary 
streams that temporarily require more than their 
share of the overall channel capacity. This func­
tionality is called statistical multiplexing. 

3.2 SYNCHRONIZATION 

With multimedia information, there 1s a strong 
reauirement to maint;iin nrnnt>r svnrhrnniz::1ti0n 
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Fig. 3.1 Packet Multiplexing. At the multiplexer, packets from several elementary streams of audio, video, data, and so forth are 
multiplexed into a single MPEG-2 stream. 

between the elementary streams when they are 
decoded and passed to their various output dis­
plays or transducer devices. 

With TDM, the delay from encoder to decoder is 
usually fixed. However, in packetized systems the 
delay may vary owing both to the variation in pack­
et lengths and frequencies during multiplexing. 
Moreover, if audio and video are prepared and edit­
ed separately prior to multiplexing, some means for 
restoring proper synchronization must be provided. 
For both MPEG-1 and MPEG-2, synchronization is 
achieved through the use of Time Stamps and Cwck 
References. Time Stamps are 33-bit data fields indicat­
ing the appropriate time, according to a Systems Time 
Clock (STC) that a particular Presentation Unit (video 
pictures, audio frames, etc.) should be decoded by 
the decoder and presented to the output device. 
Clock References are 42-bit data fields indicating to 
the demultiplexer what the STC time should be 
when each clock reference is received. 

There are two types of time stamps. A Decoding 
Time Stamp (DTS) indicates when the associated 
Presentation Unit* is to be decoded. A Presentation 
Time Stamp (PTS) indicates when the decoded Pre­
sentation Unit is to be passed to the output device 
for display. If the decoding and presentation time 

are the samet for a particular Presentation Unit, 
then either no time stamp is sent or only the PTS is 
sent. If no time stamp is sent, then the presenta­
tion (and decoding) time is extrapolated based on 
the presentation time for the previous Presentation 
Unit and the known sampling rate for that source. 

Synchronization and decoding requires buffers 
at the decoder to temporarily store the compressed 
data until the correct time of decoding, as shown 
in Fig. 3.2. When the decoder STC advances to the 
time specified by the DTS, the corresponding Pre­
sentation Unit is removed from the buffer and 
passed to the decoder. If the PTS is later than the 
DTS, the decoded Presentation Unit waits inside 
the decoder until the STC advances to the PTS 
time.! Otherwise, the decoded Presentation Unit is 
presented to the display immediately. It is the 
responsibility of encoders and multiplexers to 
ensure that data are not lost due to buffer overflow 
at the receiver. 

3.3 ELEMENTARY STREAMS 

Elementary streams consist of compressed data 
from a single source (e.g., audio, video, data, etc.) 

*MPEG defines Access Units for DTS timing. Here we use the ter m Presentation Unit to apply to both Presentation and Access 
Units since the difference is minor. 

IPTS and DTS normally differ only in the case of video. 
!Practical MPEG receivers may add a delay to the DTS and PTS values for implementation purposes, in which case buffer sizes 
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Fig. 3.2 MPEG receiver. A demultiplexer switch separates the incoming MPEG-2 stream into its component elementary 
streams. Compressed elementary stream Presentation Units are stored in buffers, where they v1·a it until the proper time for 
decoding, as specified by a decoding time stamp (DTS) and the System Time Clock (STC). The STC generator is a simple phase 
locked loop (PLL) that tracks incoming Clock References (CRs). PLLs and CRs will be described later. 

plus ancillary data needed for synchronization, 
identification, and characterization of the source 
information. The elementary streams themselves 
are first packetized into either constant-length or 
variable-length packets to form a Packetized Elemen­
tary Stream (PES). Each PES packet* consists of a 
header followed by stream data called the payload. 

The PES header begins with one of 66 possible 
PES Start-Codes. MPEG-2 also has many other 
types of Start-Codes that are used for delineation 
of various other types of data. All MPEG-2 Start· 
Codes begin with a start_code_prefix (Psc), 
which is a string of 23 or moret binary Os, followed 
by a binary 1, followed by an 8-bit Start-Code ID 
that is usually specified in hexadecimaP Further­
more, the audio and video compressed data are 
designed to rarely if ever contain 23 consecutive 

zeros, thus easing random access to Start-Codes as 
well as speeding recovery after the occurrence of 
transmission errors. 

In PES Start-Codes, the 8-bit Start-Code ID is 
called the stream_id. It ranges in value from 
OxBD to OxFE and serves to label the stream, as well 
as to specify the type of the stream, as shown in 
Table 3.1. Different stream_ids may be used to dis­
tinguish between separate streams of the same type. 

Following the stream_id in the PES header are 
PES_packet_length, flags and indicators for 
various features and, finally, optional data whose 
presence is determined by the stream type as well 
as the values of the flags and indicators. The syn­
tax of the PES header is shown in Fig. 3.3. 

T he semantics of the PES header variables§ are 
as follows: 

*MPEG also defines other specialized streams for various purposes, as we shall see later. They are also packetized, but they are 
not usually called PESs. 

tMorc that 23 zeros may be used in video streams, if desired, for byte alignment or padding. 
!Hexadecimal numbers arc denoted by the prefix "Ox." For example, 0xBC = binary "1011 1100." Numbers without prefixes 

or quotes are decimal. 
§T-'1::HT r.nrl ; n rli rr.t1nr Vf.trilC! hJr., <"Irr I h ;t 11 nlr<o<: r,t h r.-v.,;<tr inrlirf.ttrrl 
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start_code_prefix 23 or more binary Os, fol­
lowed by a I . T his is the same for all MPEG Start­
Codes. 

stream_id (8 bits) Hexadecimal values ranging 
from OxBD to OxFE. Defines ID type according to 
Table 3.1. May also be used as an ID number for dif­
ferent streams of the same type. 

PES_packet_length (16 bits) The number of 
bytes that follow. For Transport Stream packets car­
rying video, a value of O indicates an unspecified 
length. 

padding_bytes Fixed 8-bit values equal to OxFF, 
which are discarded by the decoder. 

marker_bits Fixed valued bits usually equal to all 
binary ls. 

Table 3.1 i\lIPEG-2 Systems Start-Code IDs and stream_ids. 
Stream_ids range from OxBD to OxFE*. Program 
Streams (PS) will be described later. Entitlement 
Control Messages (ECM) and Entitlement 
Management Messages (EMM) are part of the 
Conditional Access, that is, scrambling control. 

Start-Code ID's 
and stream_id's 
(hexadecimal) Data or Stream Type 

B9 
BA 
BB 
BC 
BD 
BE 
BF 
CO to DF 
EO toEF 
FO 
Fl 
F2 
F4 
F5 
F6 
F7 
F8 
F9 
FA to FE 
FF 

PS End Code 
PS Pack Header 

PS System Header 
PS Program Map Table (PS-PMT) 

privatc_stream_ I 
padding__strearn 

private_stream_2 
MPEG I or MPEG2 audio 
l\lIPEG I or MPEG2 video 

ECMprivate 
EMMprivatc 

DSM Command & Control 
ITU-T type A (defined by ITU-T) 

ITU-Ttypc B 
ITU-Ttype C 
ITU-T typc D 
ITU-T type E 

ancillary _stream 
reserved streams 

PS Directory 

•MPEG's definition of elementary stream is somewhat looser than ours. 
MPEG includes values Ox.BC and OxFF as stream_ids, whereas we prefer 
to call them Stan-Code IDs, since they never occur in PES packets. 
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PES_scrambling_control 2 bits, indicates the 
scrambling mode, if any. 

PES_priority I indicates the priority of this PES 
packet. I indicates high priority. 

data_alignment_indicator I indicates the pay­
load begins with a video Start-Code or audio sync­
word. 

copyright I indicates the PES packet payload is 
copyrighted. 

original_or_copy I indicates the PES packet 
payload is an original. 

PTS_DTS_flags 2 bit field . Values of 2 and 3 
indicate a PTS is present. 3 indicates a DTS is pre­
sent. 0 means neither are present. 

ESCR_flag I indicates a clock reference ( called 
ESCR) is present in the PES packet header. 
ES_rate_flag I indicates a bitrate value is present 
in the PES packet header. 

DSM_trick_mode_flag I indicates the presence 
of an 8-bit trick mode field. 

additional_copy_info_flag I indicates the pres­
ence of copyright information. 

PES_CRC_flag I indicates a CRCt is present in 
the PES packet. 

PES_extension_flag I indicates an extension of 
the PES packet header. 

PES_header_data_length (8-bits) Specifies the 
total number of bytes following in the optional 
fields plus stuffing data, but not counting 
PES_packet_data. T he presence or absence of 
optional fields is indicated by the above indicators. 
PTS (presentation time stamp) Presentation times 
for presentation units. 

DTS (decoding time stamp) Decoding times for 
presentation units. PTS and DTS can differ only for 
video. 

ESCR Elementary stream clock reference for PES 
Streams (see below). 

ES_rate (elementary stream rate) T he bitrate of a 
PES Stream. Normally, ESCR and ES_rate are used 
only if a PES is transmitted all by itself, in which case 
it is called a PES Stream. 
trick_mode_control Indicates which trick mode 
(fast forward, rewind, pause, etc.) is applied to the 
video. 

!Cyclic Redundancy Check, a parity check for error detection purposes. 
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Start PES_packet() 

y 

start_code_prefix (Psc) 
stream_id 
PE~_packet_length 

stream_id = padding_stream?? 

n 

y 

stream_id =? private_stream_2, ECM, EMM, 
DSMCC_strearn or ITU-T type E_strearn?? 

ESCR_flag 
ES _rate_ flag 

n 

marker_bits (='10') 

DSM_ trick_ mode _flag 
additional_copy_info_flag 1◄ ... ----i 
PES_CRC_flag 

PES _ scrambling_ control 
PES _priority 
data_alignment_indicator 
copyright 

PES_extension_flag 
PES _header_ data_length 

PTS_DTS_flags = 2 or 3?? 

PTS_DTS_flags = 3?? 

ESCR _ flag = I?? y 

original_ or_ copy 
PTS_DTS_flags 

PTS and marker_bits 
(40-bits) 

DTS and marker_bits 
(40-bits) 

ESCR and marker_bits 
(48-bits) 

y 
ES_rate_flag= I?? r----..-, ES_rate and marker_bits 

DSM_trick_mode_flag = I?? 

PES_CRC_flag - I?? 

PES_extension_flag = I?? 

stuffing_ data 

PES_packet_data 

(24-bits) 

trick mode control and data 
(variable ;umber of bits) 

previous_PES _packet_ CRC 
(16-bits) 

private and other extension data 
(variable number of bits) 

padding_hytes 

End PES _packet() 
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additional_copy_info Contains private data for 
copyright information. 

previous_PES_packet_CRC (16 bits) Contains 
the CRC of the previous PES packet, exclusive of 
the PES packet header. 
extension_data May include buffer sizes, 
sequence counters, bitrates, etc. 

stuffing data Fixed 8-bit values equal to OxFF 
that may be inserted by the encoder. It is discarded 
by the decoder. No more than 32 stulfmg bytes are 
allowed in one PES header. 
PES_packet_data Contiguous bytes of data from 
the elementary stream. 

3.4 PROGRAMS AND 
NONELEMENTARY STREAMS 

PES packets from various elementary streams are 
combined to form a Program. A program has its 
own STC, and all elementary streams in that pro­
gram are synchronized using PTSs and DTSs ref­
erenced to that STC. 

MPEG has defined three nonelementary 
streams for transmitting or storing programs. The 
first is called a Program Stream and is aimed at appli­
cations having negligible transmission errors. The 
second is called a Transport Stream and is aimed at 
applications having nonnegligible transmission 
errors. The third has the strange appellation PES 
Stream* and is useful for certain operations in spe­
cific implementations; however, it is not recom­
mended for transmission or storage because of 
error resilience and random access limitations. 

3.4.1 Program Streams 
A Program Stream carries one Program and is 

made up of Pa£ks of multiplexed data. A Pack con­
sists of a pack header followed by a variable num­
ber of multiplexed PES packets from the various 
elementary streams plus other descriptive data to 
be described below. In a PS, each elementary 
stream must have its own unique stream_id. 

*Some members of MPEG deny the existence of PES Streams. 
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A Pack Header, shown in Fig. 3.4, consists of a 
Pack Start-Code, followed by a 42-bit Systems Clock 
Reference (SCR), which is used to reset the decoder 
STC, followed by the assumed PS bitrate (called 
program_mux_rate), followed finally by optional stuff­
ing bytes. 

Program Streams (PSs) are suitable for Digital 
Storage Media (DSM) or transmission networks 
that have either negligible or correctable transmis­
sion errors. 

It is the responsibility of the multiplexer to 
guarantee that Program Streams are decodable by 
all standard MPEG decoders. For this to be possi­
ble, MPEG specifies certain rules for multiplexers 
in the form of a Program Stream-System Target Decoder 
(PS-STD). The PS-STD is a hypothetical program 
decoder, shown in Fig. 3.5, that is synchronized 
exactly with the encoder. It consists of a demulti­
plexer, system control, STC, and elementary 
stream buffers and decoders. 

Bytes from the multiplexed Program Stream are 
fed to the PS-STD at the rate specified in the Pack 
header.t The demultiplexer switch then routes the 
PES packets to the appropriate decoder buffers or 
Systems control as indicated by the Start-Code IDs 
and stream_ids. 

The STC is a 42-bit counter incrementing at a 
rate of 27MHz.! Each received SCR specifies the 
desired value of the STC at the exact arrival time 
of that SCR at the PS-STD. However, in real sys­
tems the SCR may have a small error. Thus, most 
practical program receivers will use a Phase Locked 
Loop (PLL), as shown in Fig. 3.2, to control their 
STCs. PLLs will be covered later in this chapter. 

Time Stamps are used for PS-STD control. A 
coded Presentation Unit is removed from its buffer 
and passed to its decoder at the time specified by 
its DTS, which is either included in the stream or 
obtained from the PTS. The decoded Presentation 
Unit is then passed to the output device at the time 
specified by its PTS, which is either included in the 
stream or extrapolated from a past PTS. 

The multiplexer must construct the Program 
Stream so that PS-STD buffers never overflow. 

tfherc may be gaps between packs, during which no data is transferred. 
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Start Pac_k:;.O ...... ___ :..._ ___ .._ start_code_prefix (Psc) 
Start-Code ID (=OxBA) 

system_clock_refereoce (SCR) and marker_bits (48-bits) 

program_mux_rate (22-bits) 

marker_bits (2-bits) 

reserved_bits (5-bits) 

pack_stuffmg_leogtb (3-bits) 

stuffiog_bytes 

next startcode = system_header_start_code (PscBB)?? 

n 

y 
next startcode = Pack_start_code (PscBA)?? 

n 

next startcode = PS_PMT_code (PscBC)?? 

n 

next startcode = PS_Directory_code (PscFF)?? 

n 

next startcode = PS_end_code (PscB9)?? 

y 

End of 
Pro gram S tr earn 

Pack 
Header 

J 
System_ Header () 

PS-PMT() 

PS Directory() 

PES _packet() 

Fig. 3.4 Syntax of a Pack. A Program Stream (PS) is made up of Packs of multiplexed PES packets from the various elementary 
streams plus other descriptive data to be described later. Each pack begins with a pack header. The PS ends with Start-Code ID OxB9. 

Also, buffers are allowed to underflow only in cer­
tain prescribed situations. T he most straightfor­
ward way to guarantee this is for the encoder/ mul­
tiplexer to keep track of the timing and buffer 
fullness in each of the elementary stream decoders, 

In addition to PES packets, PS Packs also con­
tain other descriptive data called PS Program Specific 
Iriformation (PS-PSI), which defines the program 
and its cousLiLuent parts. O ne specialized type of 
PS-PSI is called the System Header, which if present 



41

MPEG-2 Systems 39 

STC 

PES 
Packers 

Butler I 

Coded 
Delay Presentation 

Units 

Decoded 
Presentation 

Units 

0 STC 

~PECi2 ~ 
~o 

Coded Decoded 
Presentation Presentation 

Units Decoder n Units 
Buffer n (non video) 

PS-PSI Data 
.__ _______ a_n_d_s_c_R_s _ _...isystem Time Clock (STC) 

Generator STC 

Fig. 3.5 Program Stream- System Target Decoder (PS-STD). 

tern Header certain specifications are provided 
such as bitrate bound, buffer sizes for the various 
elementary streams, and so forth. The syntax of 
the PS System Header is shown in Fig. 3.6. Note 
that it is different than the PES format of Fig. 3.3. 

The semantics of the PS System Header are as 
follows: 

header_length (16 bits) The length in bytes of 
the following data. 

rate_bound (22 bits) Upper bound on the pro­
gram_mux_rate field. 

audio_bound (6 bits) Upper bound on the num­
ber of active audio streams. 

fixed_flag I indicates fixed bitrate for the MPEG-
2 stream. 

CSPS_flag I indicates constrained parameters (a 
set of limitations on bitrate and picture size). 
system_audio_lock_flag Indicates the audio 
sampling is locked to the STC. 
system_video_lock_flag Indicates the video 
sampling is locked to the STC. 

video_bound (5 bits) Upper bound on the num­
ber of video streams. 

packet_rate_restriction_flag Indicates packet 
rate is restricted. 

stream_id Elementary stream ID for the follow­
ing data·. 

P-STD_buffer_bound (14 bits) Upper bound on 
the PS-STD buffer size specified in the PES packet 
extension_data. A practical decoder buffer size 
should exceed that specified by P-STD_bujfer_bound. 

Another specialized type of PS-PSI is called the 
PS Program Map Tabl.i" (PS-PMT), shown in Fig. 
3. 7, which contains information about the pro­
gram and its constituent elementary streams. The 
semantics for the PS-PMT are as follows: 

program_map_table_length (16 bits) The 
number of bytes that follow. 

current_next_indicator indicates this PS­
PMT is currently valid. (More correctly, it will be 
valid as soon as the final byte is received.) 0 indicates 
that it is not yet valid, but is about to be valid and is 
being sent for preparatory purposes only. 
program_map_table_version (5 bits) Version 
number, which increments with each change. 
program_stream_info_length (16 bits) Num­
ber of bytes in the program descriptors (to be 
described later). 

program_descriptors( ) Descriptive informa­
tion for this program (to be discussed later). 

*MPEG uses the term "Program Stream Map." We use "PS Program Map Table" for clarity later in the chapter. 
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Start PS tstem-Header () 

start_code_prefix (Psc) 
Start-Code ID (= OxBB ) 

header _length 
marker_bit 
rate_bound 
marker_bit 
audio_bound 
fixed_Oag 
CSPS_flag 
system_audio_lock_Oag 
system_ video_lock_Oag 
marker_bit 
video_bound 
packet_rate_restric1ion_Oag 
reserved (7-bits) 

, stream_id 
markerbits (2-bits) 
PS-STD_buffer _bound 

( 
... y 

nextbit = I?? 11--------~ 
n 

End PS Sysiem Header() 

Fig. 3 .6 The PS System Header provides parameters needed for the PS-STD. 

eleinentary_streain_inap_length (16 bits) Total 
number of bytes in all of the elementary stream (ES) 
data that follows, not including CRC. 

streain_type (8 bits) Type of the elementary 
stream according to Table 3.2. 

eleinentary streain_id (8 bits) Each PS Elemen­
tary Stream requires a unique stream_id (see Table 
3.1). 

eleinentary_streain_info_length (16 bits) Num­
ber of bytes in the ES descriptors for this ES. 

ES_descriptors( ) Descriptive information for 
this ES (to be discussed later). 

CRC_32 (32 bits) CRC for the entire program 
stream map. 

stored stream. Usually, it lists selected video !­
pictures, their locations and sizes, plus time stamps. 
However, it can also be used for audio. 

3.4.2 Transport Streams 

Transport Streams (TSs) are defined for trans­
mission networks that may suffer from occasional 
transmission errors. They are similar to Program 
Streams in that they consist of multiplexed data 
from Packetized Elementary Streams (PESs) plus 
other descriptive data. However, one more layer of 
packetization is added in the case of TS. In gener­
al, relatively long, variable-length PES packets are 
ti1rthPr -n-:lrl,-,o,.t;?Prl ;ntf'\ chAr tPr Tc;;::. n-::arl,-Ptc nf 
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Start PS Program Map Table 

PS-PMTO 

start_code_prefix (Psc) 

Start-Code ID ( ; OxBC ) 

program_map_table_lengtb 

current_next_indicator 

reserved (2-bits) 

program_map _table_ version 

reserved (7-bits) 

marker_blt 
program_stream_info_lengtb 

program_ descriptorsO 

elementary _stream_map _length 

-----,n 
Finished?? 

y 

End PS-PMT 
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stream_ type 
elementary stream_id 

elementary_stream_info_lengtb 

ES_ descriptorsO 

Fig. 3. 7 The PS Program Map Table (PS-PM1) describes the program and its constituent elementary streams. 

Table 3.2 Elementary stream types. 

stream_type 

OxOO 
OxOI 
Ox02 
Ox03 
Ox04 
Ox05 
Ox06 

Ox07 
Ox08 
Ox09 
OxOA 
OxOB 
OxOC 
OxOD 

Description 

Reserved 
MPEGI Video 

MPEG2 video 

MPEGI Audio 

MPEG2Audio 

private_secrions (see Fig. 3.11) 

PES packets containing a private stream 

(see Fig. 3.3) 

MHEG 
DSM CC 

ITU-T Rec. H.222. 1 

ISO/IEC l 38l8-6typeA 

ISO/ IEC 13818-6 type B 

ISO/IEC 13818-6 type C 

ISO/IEC 13818-6 type D 

tion between TS and PS is that TS can carry sever­

al programs, each with its own STC. Program 

Specific Information (TS-PSI) is also carried differ­

ently in TSs than in PSs. 

Each TS packet consists of a TS Header, fol­

lowed optionally by ancillary data called the Adap­

tation Field, followed typically by some or all of the 

data from one PES packet.* The TS Header con­

sists of a sync byte, flags and indicators, Packet 

Identifier (PID), plus other information for error 

detection, timing, etc., as shown in Fig. 3.8. PIDs 

are used to distinguish between elementary 

streams. Thus, in a Transport Stream, elementary 

streams need not have unique streani_id values. 

The sematics for the TS packet are as follows: 
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Start transport _packet 

sync_byte 
· transport_error _indicator 
payload_unit_start_indicator 
transport_priority 
PID 
transport_scrambling_control 
adaptation_field_control 
continuity_ counter 

PIO= 0xlFFF?? 

n 

adaptation_field_control = 2 or 3?? 

y 

y 

Discard all data 
in TS null packet 

adaptation_ field() 
n 1-11-----------~ 

adaptation_field_control = I or 3?? 
n 

y 

Is the PIO for this packet PES or PSI?? 

PES 

payload_unit_start_indicator = 1 ?? payload_unit_start_indicator = I?? 

y n y 

Start New 
PES_packet 

Continue 
PES_packet 

pointer_field 

End transport _packet 

Fig. 3.8 Transport Stream (TS) Packet Syntax. 

n 

Continue Old 
PSI Section 
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payload_unit_start_indicator Indicates the 
presence of a new PES packet or a new TS-PSI 
Section. 

transport_priority I Indicates a higher priority 
than other packets. 

PID 13-bit packet IDs. Values 0 and I are preas­
signed, while values 2 to 15 are reserved. Values 
0x00 l0 to 0xlFFE may be assigned by the Program 
Specific Information (PSI), which will be described 
later. Value Ox I FFF is for null packets. 

transport_scrambling_control (2 bits) Indi­
cates the scrambling mode of the packet payload. 

adaptation_field_control (2 bits) Indicates the 
presence of an adaptation field or payload. 

continuity_counter (4 bits) One continuity_counter 
per PID. It increments with each nonrepeated Trans­
port Stream packet having the corresponding PID. 

pointer_field (8 bits) Used only in TS-PSI pack­
ets that contain a new TS-PSI Section (to be 
described later). Indicates the number of bytes until 
the start of the new TS-PSI Section. 

The Adaptation Field contains flags and indica­
tors, STC timing information in the form of a Pro­
gram Clock Reference (PCR), which is used in exactly 
the same way as the SCR of the Program Stream, 
plus other data as shown in Fig. 3.9. 

Semantics of the adaptation field are as follows: 

adaptation_field_length (8 bits) T he number of 
bytes following. 

discontinuity _indicator I indicates a disconti­
nuity in the clock reference or the continuity counter 
or both. 

random_access_indicator I indicates the next 
PES packet is the start of a video sequence or an 
audio frame. 

elementary _stream_priority _indicator 
indicates a higher priority. 

PCR_flag I indicates the presence of a PCR. 

OPCR_flag I indicates the presence of an origi­
nal PCR. 

splicing_point_flag Indicates that a splice_count­
down is present. 

transport_private_data_flag Indicates the pres­
ence of private_data bytes. 

adaptation_field_extension_flag Indicates the 
presence of an adaptation field extension. 
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original_program_clock_reference (OPCR) 
This PCR may be used when extracting an original 
single program from a multiprogram TS (use with 
caution). 

splice_countdown (8 bits) Specifies the remain­
ing number of Transport Stream packets, of the 
same PID, until a splicing point is reached. Splice 
points mark the end of an audio frame or a video 
picture. 

transport_private_data_length (8 bits) The 
number of private_data bytes immediately following. 

private_data_bytes Private data. 

adaptation_field_extension_length (8 bits) The 
number of bytes of the extended adaptation field. 

stuffing_bytes Fixed 8-bit values equal to 0xF.F 
that may be inserted by the encoder. They are dis­
carded by the decoder. 

Within a TS, PIDs are used to distinguish 
between different streams and different PSI. Dif­
ferent streams may belong to different programs or 
the same program. In any event, they all have dif­
ferent PIDs. 

The program descriptions plus the assignments 
of PESs and PIDs to programs are contained in 
specialized TS streams called TS-Program Specific 
Information (TS-PSI). The specialized TS-PSI 
streams are shown in Table 3.3. 

For convenience as well as length limitations, 
some of the TS-PSI may be sent in Sections. If a TS 
packet contains the start of any TS-PSI Section, 
then the TS packet data starts with an 8-bit point­
er _field that tells how many bytes are contained 
in a partial section at the beginning of the TS 
packet data. If there is no such partial section, then 
pointer_field = 0. 

If the TS-PSI is spread over many TS packets 
and is sent periodically to assist random tuning to a 
broadcast TS, then the pointer_field enables rapid 
access to the very next TS-PSI Section. Again for 
convenience, after the end of any TS-PSI Section, 
stuffing bytes = 0xFF may be inserted until the 
end of the TS packet. 

The first TS-PSI stream is called the Program Asso­
ciation Table (TS-PAT). The TS-PAT, shown in Fig. 
3.10, is always carried in TS packets having PID = 
0, which are typically the first TS packets read by a 
rPrPluPr ~Ar P':'lrh -nrArr-r':'lm ;n thP T." thP TS.-PAT 
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Start · adaptation_field() 

• adaptation_field_length I 
+ 

y ( adaptation field length = 0?? ) 

n 

discontinuity _indicator 
random_access_indicator 
elementary_ stream_priorlty _ indicator 

PCR_flag 
OPCR_flag 
splicing_point_flag 
transport_private_data_flag 

adaptation_field_extension_flag 

' PCR_flag = 1 ?? ; y - program_clock_reference (PCR) 
and marker_bits (48-bits total) 

nf 
original_ 

l?? ) y OPCR flag = - program_clock_reference 

nf 
- and marker_bits (48-bits total) 

splicing_point_flag = l?? '\ y ., splice countdown 

nt 

. ,Y - transport_private_data_length 
transport _pnvate data flag = I?? ., - private_ data_ bytes 

n -
' 

y 
adaptation_field extension flag = 1 ?? ~ -- adaptation_field_extension_length 

n --
, . 

stuffing_ bytes I 

END 

Fig. 3.9 Transport Stream Adaptation Field. 

defines a unique nonzero prograni_number and 

an associated TS_PMT_PID* to be used later by 

packets that carry the Program Map Table (fS-

adaptation_field_extension data 

PMT) for that program. Several (or in fact all) pro­

grams may use the same TS_PMT_PID for carrying 

their TS_PMTs, or each program could use a differ-

... . n .f\fl I I'\ ~ - (\ • • 1 ,,;''t't;' 
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Table 3.3 Transport Stream-Program Specific Information (TS-PSI) is carried in specialized TS-PSI streams. Private data may 

be carried in Private_sections. 

PID Value table_id 

TS-PSI Type (13-bits) (8-bits) Function 

Program Association Table (TS-PA1) Ox00OO 0x00 Assigns Program Numbers and Program Map Table PID's 

Network Information Table (TS-NIT} Assigned in 0x40 to Specifies physical network parameters 

TS-PAT 0xFE 

Program Map Table (TS-PM1) Assigned in 0x02 Specifies PID values for program components 

TS-PAT 

Conditional Access Table (TS-CA1) 0x000l 0x0l Carries information and data for scrambling 

Private_section Assigned in 0x40 to Defined by application 

TS-PAT 0xFE 

Defined by DSM-CC Assigned in 0x38 to Defined by DSM-CC 

DSM-CC 0x3F 

TS Description 0x0003 0x03 

ent TS_PMT_PID. Programs may be added or 

deleted at any time* during the TS by retransmitting 

the entire TS-PAT with the version number 
increasedt by 1. If there are many programs, the TS­
PAT may be sent in several sections, with each sec­

tion typically defining one or more programs. 
T he semantics of the TS-PAT are as follows: 

table_id (8 bits} Set to 0x00 

section_syntax_indicator Set to I . 

section_length (12 bits) The number of bytes 

(='> l02 1) below in this section. 

transport_streani_id (16 bits} ID defined by the 

user. 

version_nUD'.lber (5 bits) Version number of the 

whole Program Association Table, that is, every sec­

tion of a given TS-PAT has the same version_num­

ber. A new TS-PAT with an incremented 

version_number becomes valid when the last section 

is received. 

current_next_indicator I indicates that this 

Program Association Table is currently valid. (More 

correctly, it will be valid as soon as the final section is 

received.) 0 indicates that it is not yet valid, but is 

about to be valid and is being sent for preparatory 

purposes only. 

section_nUD'.lber (8 bits} The number of this sec­

tion. It is incremented by I for each additional sec­
tion. 

Optional TS D escription (under study) 

last_section_nUD'.lber (8 bits} The number of 

the final section of the complete Program Associa­

tion Table. 

prograni_nwnber (16 bits) The program to 

which the following TS_PMT_PID is applicable. 

Program_number 0x0000 refers to the network PID. 

TS_PMT_PID (13 bits) The PID of packets that 

carry the Program Map Table (TS-PM1) for the 

above program_number. This PID may be used to 

carry TS-PMT's for several (or all) programs. It may 

also carry private data with the format of Fig. 3.11 . 

network_PID (13 bits} The PID of the Network 

Information Table. 

CRC_32 (32 bits) CRC for this TS-PAT section. 

stuffing_bytes Fixed 8-bit values equal to 0xFF 

that may be inserted by the encoder. They are dis­

carded by the decoder. 

The second TS-PSI stream, which is optional, is 

called the Network leformation Table (TS-NIT). Its TS 
packets use the network_PID defined in the TS­

PAT The Network Information Table carries net­
work-specific data describing characteristics and 

features of the transmission network carrying the 
TS. Such data are very dependent on network 

implementation and are therefore considered Pri­

vate. The TS-NIT is carried using the Private_section 

data structure shown in Fig. 3.11. 
Other private data may also be carried with 

the Private_section structure by indicating a 

*A programs TS_PMT_PIDis not allowed to change during the program. 
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Start TS Program Association Table (TS-PAT) Sect ion 

table_id ( = OxOO) 

section_syntax_indicator 

marker_bit 
reserved (2-bits) 

section_lengtb 

transport_stream_ld 

reserved (2-bits) 

version_ number 

current_next_indicator 

section_number 

last_sedion_number 

program_number 

reserved bits 3-bits 

program_number = 0?? 

n 

TS_program_map_table_PID 

stuffing_bytes 
to end of TS Packet 

( optio.nal) 

End of TS-PAT Section 

network_PID 

Fig. 3.10 One section of the T S Program Association Table (TS-PAT). The entire T S-PAT consists of one or more such 

sections. PID = OxOO is always assigned to the T S-PAT. 

stream_type = 0x05 (see Table 3.2) or by private 

definition of table_id values and then using a PID 

assigned for TS-PSI Sections. 

The semantics of the T S Private_section are as 

follows: 

table_id Values from 0x40 to 0xFE. Chosen by 

the user. 

section_syntax_indicator I indicates that this 

private section follows the generic section syntax. 

private_indicator User-definable flag. 

private_section_length (12 bits) The number of 

remaining bytes in this section (:54093). 

private_data_byte User-definable. 

table_ id_extension (16 bits) Defined by the user. 

version_number (5 bits) Version number only 

for th is section and table_id. A new version with an 

incremented version_number becomes valid when the 

last byte of the section is received. 

current_next_indicator I indicates that this 

section and table_id is currently valid. (More correct· 

ly, it will be valid as soon as the final byte is received.) 
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Start Private _section 

' table_id (0x40 to 0xFE) 
section_syntax_indicator 
private_ indicator 
reserved (2-bits) 
private_ section _ length 

' section syntax indicator I?? 'n _ 1 private_data_bytes I 
y+ 

table_id_extension 
reserved (2-bits) 
version_number 
current_next_indicator 
section_number 
last_section_number 
private_data_bytes 
CRC_32 

-

' stuffmg_bytes 
to end of TS Packet 

(optional) 

', 
End private_ section 

Fig. 3.11 A Transport Stream Private_section. It is used for carrying the Network Information Table (TS-NIT). It may also be 
used to carry other implementation data, network parameters or information outside the MPEG standard. 

0 indicates that it is not yet valid, but is about to be 
valid and is being sent for preparatory purposes only. 

section_nwnber Same as TS-PAT 

last_section_nwnber Same as TS-PAT 

CRC_32 Same as TS-PAT 

stuffing__bytes Fixed 8-bit values equal to OxFF 
that may be inserted by the encoder. They are dis­
carded by the decoder. 

The third TS-PSI stream is comprised of Pro­
gram MAP Tables (TS-PMT). Each TS-PMT, shown 
in Fig. 3.12, carries the defining information for 
one program as indicated by its program_number. 
T his includes assignment of unique PID values* 
called elementary _PIDs to each packetized ele­
mentary stream (PES) or other type of stream in 

the program along with the streain_type of each 
stream. It also carries descriptive and relational 
information about the program and the elemen­
tary streams therein. This information is carried in 
data structures called Descriptors. More will be said 
about Descriptors later. 

The semantics of the TS-PMT are as follows: 

table_id (8 bits) Set to Ox02 

section_syntax_indicator Set to I . 

section_length (12 bits) The number of bytes 
(:51021) following in this section. 

program_nwnbcr ( 16 bits) Same as TS-PAT 

version_nwnber (5 bits) Version number only 
for this TS-PMT Section and for this program. A 
new version with an incremented version_number 

*User-defined PIDs are restricted to the range 0x00I0 to 0x!FFE. 
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Start TS Program Ma Table (TS-PMT) 

table_id ( = Ox02 ) 
seclioo_syotax_iodicator 
marker_bit 'O' 
reserved_bits (2-bits) 
seclioo_leogtb 
program_oumber 
reserved_bits (2-bits) 
versioo_oumber 
curreot_oext_indicator 
seclioo_oumber (=O) 
last_sectioo_oumber(=O) 
reserved_bits (3-bits) 
PCR_PID 
reserved_bits (4-bits) 
program_info_leogtb 
program_ descriptors() 

stream_ type 
reserved_bits (3-bits) 
elemeotary_PID 
reserved_ bits ( 4-bits) 
ES_iofo_leogtb 
ES_ descriptors() 

n 

stuffiog_bytes 
to end of TS Packet 

(optional) 

End TS-PMT 

Fig. 3.12 Program Map Table (TS-PMT). Each program has a unique program_number and a corresponding TS-PMT that 

defines the constituent parts of the program. TS-PMTs are carried in TS packets having TS_PMT_PID identifiers defined in the 

TS-PAT 

becomes valid when the last byte of the new TS-PMT 
Section is received. 

current_next_indicator indicates that this 
section is currently valid. (More correctly, it will be 
valid as soon as the final byte is received.) 0 indicates 

that it is not yet valid, but is about to be valid and is 
being sent for preparatory purposes only. 

section_nwnber (8 bits) Set to 0x00. The entire 
TS-PMT for a program must fit in one PSI Section. 

last_section_nwnber (8 bits) Set to 0x00. 
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-
PCR_PID (13 hits) T he PTD that c.ontains the 
PCR for this program. 

program_info_length (12 bits) The number of 
bytes of the program_descriptors( ) immediately fol­
lowing. 

program_descriptors( ) Descriptive informa­
tion for this program (to be discussed later). 

stream_type (8 bits) Elementary stream (ES) type 
as specified in Table 3.2. 

elernentary_PID (13 bits) The PID that will car­
ry this ES. 

ES_info_length (12 bits) The number of bytes in 
the ES_descriptors() for this ES. 

ES_descriptors( ) Descriptive information for 
this ES (to be discussed later). 

CRC_32 Same as TS-PAT 

stuffing_bytes Same as TS-PAT 

TS-PMTs for programs that use the same 
TS_PMT _PID value may be concatenated* and 
sent in TS packets using that TS_PMT_PID. Also, 
private data may be sent in any TS_PMT_PID 
packets using the Private_section data structure of 
Fig. 3.14. Any program definition may be changed 
at any time during the TS by simply retransmitting 
its changed TS-PMT with its version number 
incremented by I. 

The fourth TS-PSI stream is called the Condi­
tional Access Table (TS-CAT). The TS-CAT, shown 
in Fig. 3. I 3, is always carried in TS packets having 
Pill = 1. The TS-CAT, which may be sent in Sec­
tions, carries entitlement and management infor­
mation to limit access to authorized recipients. 
This data may be changed at any time during the 
TS by retransmitting the entire TS-CAT with the 
version number increased by I . 

The semantics of the TS-CAT are as follows: 

table_id (8 bits) Set to 0x0 I. 

section_syntax_indicator Set to I . 

section_length (12 bits) The number of bytes 
(~ I 021) of this section that follow. 

version_nurnber (5 bits) Version number of the 
whole Conditional Access Table, that is, every section 
of a given TS-CAT has the same version_number. A 

"TS-PMTs are considered unnumbered PSI Sections. 
!However, unlike the PS, this rate is unspecified in the TS itself. 

MPEG-2 Systems 49 

Start Conditional Access section() 

table_id ( = OxOI ) 
section_syntax_indicator 
marker_bit 
reserved (2-bits) 
section_length 
reserved ( 18-bits) 
version_number 
current_ next _indicator 
section_number 
last_section_number 
descriptors() 
CRC 32 

stuffmg_bytes 
to end of TS Packet 

(optional) 

End CA_section 

Fig. 3.13 The Transport Stream Conditional Access Table 
(fS-CA1) is carried in TS packets having PID = I. It provides 
information on scrambling of the multimedia data. 

new TS-CAT with an incremented version_number 
becomes ualid when the last section is received. 

current_next_indicator I indicates that this 
Conditional Access Table is currently valid. (More 
correctly, it will be valid as soon as the final section is 
received.) 0 indicates that it is not yet valid, but is 
about to be valid and is being sent for preparatory 
purposes only. 

section_nurnber Same as TS-PAT. 

last_section_nurnber Same as TS-PAT 

CA_descriptors To be discussed later. 

CRC_32 Same as T S-PAT 

stuffing_bytes Same as TS-PAT 

As with the Program Stream, a Transport 
Stream- System Target Decoder (TS-STD) is 
defined to enable multiplexers to create data 
streams that are decodable by all receivers. Also as 
in the the PS-STD, the TS-STD inputs data at a 
piecewise constant ratet between PCRs. However, 
the TS-STD attempts to take into account several 
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Coded 
..-----Presentation..---~ 

Delay 

0 
System 

Transport 
Buffer 1 

Multiplex 
Buffer 1 

video onl 

Elementary 
Decoder 
Buffer 1 

Untts Decoder 1 
(video) 1--D.J.ec_o_d-ed ____ _,., 

'-----' Presentation 
Units 

Coded 
~o Presentation .-----~ 

Transport Elementary Untts 
Suffern,__ __ ---- Decoder 1---'==-- Decodern 

(non video) t---D-e_c_o-de-d---► 
Buffern 

Presentation 
Units 

.__----1~ Transport f-----1 EDlemendtary 1--------► System 
Buffer sys eco er 

Buffer sys Data and CRs 

Fig. 3.14 Transport Stream- System Target Decoder (TS-STD). Three buffer types are defined: Transport Buffers (TB), 
Multiplex Buffers (MB), and Elementary Stream Buffers (EB). Only video uses MBs. 

transmission impairments ignored by the PS-STD, 
as shown by Fig. 3.14. 

The main difference is the definition of three 
types of buffers. The first type is the Transport Buffer 
(TB) of size 512 bytes. It inputs data at the full rate 
of the TS, but outputs data (if present) at a rate Rx 
that depends on data type and specification. 

The second buffer type, used only for video, is 
the Multiplexing Buffer (MB), which is provided to 
alleviate the effects of TS packet multiplexing. Its 
output rate is specified in one of two ways. With 
the Leak Method the MB outputs data (if present 
and if EB is not full) at a rate Rbx that depends 
on the data type and specification. With the 
Vbv_delay Method the output rate is piecewise con­
stant for each picture and is specified by the 
encoder using parameters* in the video bit­
stream. 

The third buffer is the normal elementary 
stream decoder buffer (EB), whose size is fixed for 
audio and systems and specified in the video 
stream for video (see vbv_buffer_size). Several TS­
STD transfer rates and buffer sizes of interest are 
shown for Main Profile Video, Audio, and Systems 
in Tables 3.4 and 3.5. 

3_4_3 Descriptors 
As we have seen, the PS and TS Program Map 

Tables carry descriptive and relational information 
about the program and the PESs therein. This 
information is carried in data structures called 
Descriptors. 

For example, some programs may consist of mul­
tiple audios, in which several languages may be pre­
sent in a movie. Also, several videos may sometimes 
be desired, such as several views of a sports contest. 

Program_descriptors apply to programs, and 
ES_descriptors apply to elementary streams. Ini­
tially, a total of 256 possible descriptors are provid­
ed for, as shown in Table 3.6a. A few descriptors of 
interest are shown in Tables 3.6b to 3.6g. 

In certain implementations the ITU-T timing 
descriptor allows for much more rapid receiver 
clock acquisition than can be achieved by using 
Clock References alone. 

T he semantics of the ITU-T timing descriptor 
are as follows: 

SC_PESPktR (24 bits) If * OxFFFFFF, this para­
meter indicates that PES packets are generated by 
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Table 3.4 Transport Stream-System Target Decoder (TS-STD) transfer rates for Main Proftle Video,* Audio, and Systems 
streams. 

Elementary Stream 

Low Level Video 
Main Level Video 
High 1440 Level Video 
High Level Video 
Audio 
Systems data 

TB Rate (Rx) 

4.8 Mbits/s 
18 Mbits/s 
72 Mbits/s 
96 Mbits/s 
2 Mbits/s 
I Mbits/s 

4"fhe parameters bit_rate and vbv_buffer_size are given in Lhe video stream. 

MB Rate (Rbx) 

4 Mbits/s 
15 Mbits/s 

MIN[l.05xbit_rate, 60Mbs] 
MIN[J.05xbit_ ratc, 80Mbs] 

n.a. 

n.a. 

Table 3.5 Transport Stream-System Target Decoder (TS-STD) buffer sizes for Main Proftlc Video, Audio and Systems streams. 

Elementary Stream TB Size 

Low Level Video 4096 bits 
Main Level Video 4096 bits 
High 1440 Level Video 4096 bits 
High Level Video 4096 bits 
Audio 4096 bits 
Systems data 4096 bits 

Table 3.6a A total of 256 descriptors are provided. The 
ITU-T has defined additional descriptors using 
descriptor_tags 64 to 69. 

descriptor_tag (8-bits) 

0 and I 
2 
3 
4 

5 
6 

8 
9 

10 
II 
12 
13 
14 
15 
16 
17 
18 
19 to 22 
23 to 63 
64 to 255 

Descriptor Function 

Reserved 
video_descriptor 
audio_descriptor 
hierarchy _descriptor 
registration_descriptor 
data_alignment_descriptor 
target_background_grid_descriptor 
video_ window _descriptor 
CA_descriptor 
ISO_639_languagc_dcscriptor 
system_clock_descriptor 
multiplex_buffcr _ u tilization_descriptor 
copyright_descriptor 
maximum bitrate descriptor 

private data indicator descriptor 
smoothing buffer descriptor 
STD_descriptor 
IBP Picture descriptor 
DSM-CC 
Reserved 
User Private 

MB Size EB Size 

496 469 bits - EB size vbv_buffer_size 
I 915 008 bits - EB size vbv _buffer_size 

320 000 bits vbv_buffer_size 
426 667 bits vbv_buffer_size 

n .a. 28 672 bits 
n.a. 12 288 bits 

Table 3.6b Video descriptor syntax and semantics. 

video_descriptor( ) 
Syntax 

descriptor_tag (8-bits) 
descriptor_length (8-bits) 
multiple_frame_rate_flag 
frame_rate_code (4-bits) 
MPEG_ l_only_flag 
constrained_parameter_flag 

still_picture_flag 

MPEG_l_only_flag = I?? 
if yes, quit 

proftle_and_level (8-bits) 
chroma_format (2-bits) 
frame_rate_extension_flag 

reserved bits 

Semantics 

=2 
number of bytes following 
0 indicates a single frame-rate 
same as video stream 
I indicates only MPEG I 
l indicates constrained 

parameters 

I indicates only still pictures 

same as video stream 

same as video stream 
1 indicates frame-rate 

extensions 
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Table 3.6c Audio descriptor syntax and semantics. Table 3.6f IPB descriptor syntax and semantics. 

IPB_Picture_descriptor() 
audio_dcscriptor() 

Syntax Semantics Syntax Semantics 

descriptor_tag (R-bits) 

descriptor_lcngth (8-bits) 

free_format_flag 

= 3 descriptor_tag (8-bits) = 18 

number of bytes following descriptor_length (8-bits) number of bytes following 

same as audio stream closed_gop_flag I indicates GOP before each I 

frame, and no prediction 

outside the GOP. 
ID same as audio stream 

same as audio stream layer (2-bits) 

variable_rate_audio_indicator I indicates bit-rate may identical_gop_flag 1 indicates GOPs 2,3,4 .. . arc 

all the same size change 

reserved (3-bits) 

Table 3.6d Hierarchy descriptor syntax and semantics. 

hierarchy _descriptor( ) 

Syntax 

descriptor_tag (8-bits) 

descriptor_length (8-bits) 

reserved (4-bits) 
hierarchy_type (4-bits) 

reserved (2-bits) 

Semantics 

=4 
number of bytes following 

1 to 4 indicates video 

scalabilities 
5 indicates audio external 

stream 

6 indicates private stream 

15 indicates base layer 

hicrarchy_layer_index (6-bits) unjquc id for this layer 

reserved (2-bits) 

hicrarchy_cmbedded_laycr_indcx id for the next lower layer 

(6-bits) 
reserved (2-bits) 

hierarchy _channel (6-bits) transmission channel 

(optional) 

Table 3.6e Conditional Access descriptor syntax and 

semantics. 

CA_descriptor() 

Syntax 

descriptor_tag (8-bits) 

descriptor_length (8-bits) 

CA_system_ID (16-bits) 

reserved (3-bits) 

CA_PID (13-bits) 

privatc_data_bytes 

Semantics 

=9 
number of bytes following 

type of CA system 

PID to which CA applies 

the encoder at a constant rate. SC_PESPktR is the 

ratio of 27MHz to the PES packet rate. 

SC_TESPktR (24 bits) If# 0xFFFFFF, this para­

meter indicates that TS packets for the specified ele-

max_gop-length (14-bits) maximum number of pictures in 

a GOP 

Table 3.6g ITU-T Timing descriptor syntax. 

ITU-T_timing_descriptor() Syntax 

descriptor_tag (8-bits) (=69) 

descriptor_length (8-bits) 

SC_PESPktR 
SC_TESPktR 

SC_TSPktR 
SC_bytc_ratc 
vbv_delay_flag 

reserved (33-bits) 

mentary stream are generated by the encoder at a 

constant rate. SC_TESPktR is the ratio of 27MHz to 

the TES packet rate. 

SC_TSPktR (24 bits) If# 0xFFFFFF, this parame­

ter indicates a constant Transport Stream packet 

rate. SC_TSPktR is the ratio of 27MHz to the TS 

packet rate. 

SC_byterate (30 bits) If # 0x3FFFFFFF, this 

parameter indicates that PES bytes are generated by 

the encoder at a constant rate. SC_byterate is the 

ratio of 27MHz to (byte_rate/50), that is, SC_byter­

ate = I 350 000 000/byte_rate 

vbv _delay _flag "I" indicates that the video para­

meter vbv _delay may be used for timing recovery. 

3.5 PRACTICAL SYSTEMS 
DECODERS 

Practical Systems decoders must take into account 

several types of transmission and multiplexing 

impairments that are unknown at the time of 

encoding of the elementary streams. Aside from 
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Video 
Data Data 

Video Data Buffer t-------i 
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viaPTS, DTS 

Video 
Decoder 
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Data 
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PCR 

Systems Time Clock Generator 

Audio Data 
Audio 
Data 

Buffer 

Data 

Fig. 3.15 Timing recovery in an MPEG-2 Systems Decoder. 

transrruss1on errors and packet losses, which the 
PES decoders must deal with, the most debilitating 
transmission effect for System decoders is probably 
due to transmission delay variation, also called jit­
ter. This causes the received SCRs and PCRs to be 
in error by an amount dependent on the delay 
variation. 

To smooth the effects of the PCR errors, practi­
cal decoders commonly utilize Phase Locked 
Loops (PLL) to recover stable STC timing. A typi­
cal timing recovery system is shown in Fig. 3.15. 
Here, the differences between the decoder STCs 
and the received PCRs are averaged (filtered) and 
the result is used to either speed up or slow down a 
Voltage Controlled Oscillator (VCO) that clocks 
the STC counter. 

T his design can also deal with small as well as 
large transmission delay jitter by adapting to what­
ever jitter is present in the received data stream. In 
this system, the received jitter is estimated as the 
peak positive value of the difference (STC -

Decoder 
Control 
via PTS 

STC-D. 
J 

Audio Output 
Decoder 

PCR). Extra delay is then introduced to accommo­
date for the jitter by setting Dj equal to the peak jit­
ter value. Increased buffer sizes are also needed in 
the presence of jitter. 

3.6 PRACTICAL SYSTEMS 
ENCODERS 

Practical Systems multiplexers must ensure that 
conforming MPEG-2 decoders are able to decode 
the multiplexed data streams. One mechanism for 
achieving this is shown in Fig. 3.16. Here the Sys­
tems Multiplex Controller keeps track of the full­
ness of the decoder and encoder buffers2 and con­
trols the elementary stream encoders to ensure that 
buffers do not overflow or unexpectedly underflow. 
In some implementations the decoder feeds back 
an estimate of the jitter that is encountered during 
transmission. The encoder can then adapt its 
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Fig. 3.16 Example of a Systems multiplexer. 

SYSTEM 
TIME 

CLOCK 
(STC) 

buffer 
fullness 

to channel 

buffer control to minimize the occurrence of over- program to develop a strategy for appropriate dis-
flow or underflow due to jitter in transmission. play. 

3. 7 CONCLUSION 

In this chapter we have seen that a variety of 
mechanisms are provided in MPEG-2 for multi­
plexing Elementary Streams from one or more 
programs. Through the Program Map Tables, 
Program Descriptors, and Elementary Stream 
Descriptors, a decoder can discern the interrela­
tionships between the elementary treams of a 
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4 
Audio 

4. l INTRODUCTION 

Although this book deals mainly with video issues, 

we present this chapter to acquaint readers with 

the fascinating technology of audio coding. The 

methods• employed here exploit the properties of 

human hearing to a far greater extent than video 

coding researchers have been able to utilize the 

characteristics of human vision. 
The ITU has a plethora of speech compression 

and coding standards,1 as shown in Table 4.1, 

reflecting its various needs for efficient speech 

transmission over a variety of telecommunication 

networks. For example, ITU-T G.711 is simple 8,­

bit PCM, 64 kbits/ s coding 9f telephone quality 

audio with a nonlinearity introduced prior to A/D 

and following D/A. ITU-T G.722 utilizes DPCM 

coding of monaural AM radio quality audio to 

compress the data again into 64 kbits/ s. ITU-T 

G.728 employs even more compression technology, 

specifically Linear Predictive Coding and Vector 

Quantization, to squeeze telephone speech into 16 

kbits/s. And the now finished G.723 is able to 

obtain reasonable quality speech at rates as low as 

5.3 kbits/s. 
ISO has relatively few audio compression stan­

dards, compared with ITU-T ISO MPEG-1 

audio, 2 officially known as ISO 11172-3, is basical­

ly for two-channel stereo. ISO MPEG-2 audio,3 

officially known as ISO 13818-3, extends this 

capability to five-channel surround sound, with the 

option of a sixth low-frequency channel. MPEG-2 

audio comes in two flavors, one that is backward 

compatible* with MPEG-1, and one that is not. 

Wideband audio has a considerably larger 

bandwidth than telephone speech. This causes the 

Table 4.1 Commonly used ITU~ T Monaural Speech Coding Standards. 

ITU-T Designation Bandwidth (Hz) Sampling Rate (kHz) Bit Rate (kbits/ s) 

G.711 200 to 3200 8 64 

G.722 50 to 7000 16 64 

G.721 200 to 3200 8 92 

G.728 200 to 3200 8 16 

G.723 200 to 3200 8 5.3 and 6.3 

*Backward compatible means MPEG-1 can play MPEG-2-BC audio streams. Thls feature necessarily requires a tradeoff 

between MPEG-1 quality and MPEG-2 quality. 

55 
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Table 4.2 Audio bitrates and total bitrates for Compact Disk (CD), Digital Audio Tape (DAT), Digital Compact Cassette13 

(DCC), and MiniDisk 14 (MD). 

Digital Storage Medium Audio Bandwidth (kHz) Sampling Rate (kHz) Stereo Audio Bitrate (kbits/s) Coding 

CD 20 
DAT 16 
ProDAT 16 
DAT 16 
DCC 20 
MD 22 

uncompressed data rates to be also much larger, as 
shown in Table 4.2. Uncompressed audio typically 
comprises 16 bits per sample and two channels of 
stereo for a total bitrate of 32 times the sampling 
rate. However, optical and magnetic storage 
devices are fairly error prone and require 100% to 
200% of extra bits for error correcting redundan­
cy. Thus, the total bitrate is two to three times the 
audio bitrate. 

4.2 AUDIO COMPRESSION 
FUNDAMENTALS 

Most wideband audio encoding, and MPEG in 
particular, heavily exploit the subjective masking 

Audio 
Level 

0.05 0.1 0.2 

500Hz 
Masker 

0.5 

44.1 1411.2 PCM 
32.0 1024.0 PCM 
44.1 1411.2 PCM 
48.0 1536.0 PCM 
44.1 384 PASC 
44.1 292 ATRAC 

effects of the human ear to make any coding noise 
as inaudible as possible. More specifically, if a tone 
of a certain frequency and amplitude is present, 
then other tones or noise of similar frequency, but 
of much lower amplitude, cannot be heard by the 
human ear. Thus, the louder tone masks the softer 
tone, and there is no need to transmit the softer 
tone. 

The maximum nonperceptible amplitude · revel 
of the softer tone is called the Masking Threshold. It 
depends on the frequency, amplitude, and time his­
tory of the louder (masker) tone, and is usually 
plotted as a function of the softer (maskee) noise 
frequency, as shown in Fig. 4. 1. 

In addition to the frequency masking described 
above, the human ear is also affected by Temporal 

1.0 

Maskee 
Tirreshold 

2.0 5.0 10 20 kHz 
Maskee Frequency 

Fig. 4.1 With Frequency Masking, a louder tone masks softer tones of nearby frequency. The Masking Threshold is plotted as a 
function of the softer (Maskee) noise frequency. If the maskee amplitude is less than the Masking Threshold, the maskee is inaudible. 
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Audio 
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Fig. 4.2 The Absolutt Threshold. A single tone or noise by itself is inaudable if it is below the Absolute Threshold. 

Masking. That is, a loud tone of finite duration will 
mask a softer tone that follows it or very closely 
preceeds it in time.* Thus in Fig. 4 .1, if the masker 
tone suddenly disappears, the masking Threshold 
does not simultaneously disappear. Instead, it dies 
away over a period of up to 200 ms, depending on 
masker amplitude and frequency. t 

If the masker tone decreases in amplitude, then 
generally the Masking Threshold also decreases. 
However, there is a lower limit below which the 
Masking Threshold will not fall no matter how 
small the masker. This limit, shown in Fig. 4.2, is 
called the Absolute Threshold. A single tone or noise 
even with no masker is inaudible if it is below the 
Absolute Threshold. 

With normal audio signals, a multitude of 
· maskers are usually present at a variety of frequen­

cies. In this case, by taking into account the Fre­
quency Masking, Temporal Masking, and Absolute 
Threshold for all the maskers, the overall net Mask­
ing Threshold can be derived. Thus, the Masking 
Threshold is a ti.me varying function of frequency 
that indicates the maximum inaudible noise at each 
frequency at a given ti.me, as illustrated in Fig. 4.3. 

The Masking Threshold is used by the audio 
encoder to determine the maximum allowable 
quantization noise at each frequency to minimize 
noise perceptibility. 

Another technology used by wideband audio 
coders is called Subband Coding.6 With this approach, 
shown in Fig. 4.4, the incoming digital PCM signal 
is first decomposed into N digital bandpass signals 
by a parallel bank of_N digital bandpass Anafysis fil­
ters. Each bandpass signal is then subsampled (or 
decimated) by a factor of N so that the total number 
of samples in all the subbands is the same as the 
PCM input. After decimation, each of the band­
pass signals becomes, in fact, a low-frequency base­
band signal that can be coded and compressed 
using any baseband compression algorithm. 

Reconstruction of the original PCM signal is 
accomplished by first inserting N - 1 zero samples 
between each sample of the decimated subband 
signals, which increases the sampling rate of each 
bandpass signal to its original value. The upsampled 
bandpass signals are then fed to their respective 
bandpass Synthesis filters and finally summed to 
obtain the full bandwidth PCM output signal. 

*Maskee tones that follow the masker are masked significantly more than maskee tones that precede the masker. 
1Most of the decay is finished by.about 30 ms. 
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Audio 
Level 

0.05 0.1 
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Masker 

0.2 

500Hz 
Masker 

0.5 1.0 

2kHz 
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2.0 

5kHz 
Masker 

Masking 
Threshold 

2 kHz 
Maskee Frequency 

Fig. 4.3 With normal audio signals containing many maskers at a variety of frequencies, the overall net Masking Threshold is 

calculated from the Frequency Masking, Temporal Masking and Absolute Threshold for all the maskers. The Masking Threshold is 

a time varying function of frequency that indicates the maximum inaudible noise at each frequency. 

Since practical filters can only approximate the 
ideal bandpass characteristic, each subsarnpled 
bandpass signal will contain some alias compo­
nents that would normally prevent a distortion free 
reconstruction of the original PCM signal. It turns 
out, theoretically at least, ·that by using specially 
designed bandpass filters, the aliasing in the band­
pass signals can be made to cancel when they are 
summed at the final output. One such set of filters 
is called Qyadrature Mirror Filters (QMFs). A particu­
larly efficient QMF filter bank implementation is 
possible through the · use of Pol:)iphase Networks. 7 

Another such set of filters are called Lapped 
Orthogonal Transforms (LOTs) or Extended 
Lapped · Transforms (ELTs ). 8 These are basically 
block transforms with overlapping blocks. 

Even with QMFs and ELTs, ce:r:tain approxi­
mations and compromises are usually necessary, 
with the result that performance of the bandpass 
filters is never completely ideal. Also, with lossy 
compression coding, the bandpass signals them­
selves are rarely recovered with full accuracy at 

the decoder, which further contributes to non-ide­
al operation. 

4.3 MPEG-1 

In the first phase of MPEG, a compression stan­
dard for two-channel stereo audio was developed 
that gives near Compact Disk (CD) quality at a 
bitrate of 256 kbits/s. MPEG-1 is officially known 
as ISO/IEC 11172-3. 

In principle, the standard does not specify the 
encoder, thus allowing for an evolution as technol­
ogy progresses and costs decline. MPEG-1 only 
specifies the decoder, and even here the specifica­
tion ignores post processing and error recovery. 

The algorithm has three possible Layerst- of 
operation, namely I, II, or III. In principle, the 
encoder chooses the Layer depending on how 
much quality is needed or equival~ntly how much 
compression is desired. However, in some applica-

* Although MPEG i:i.es the term Layers, they are in no way hierarchical. Audio Layers I, II, and III are three different coding 

algorithms. . 
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Transmission 
Channel 
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Subband Upsample Decoder 

Filter 1 byN 1 
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Filter 2 byN 2 Demultiplexer 

PCM 
Output 

Subband Upsample Decoder 

FilterN byN N 

Fig. 4.4 .Subband Audio Coder (single channel). The incoming signal is fed to a parallel bank of N digital bandpass Ana/ysis 

filters to produce N digital bandpass signals. These are then decimated by a factor of N, coded and transmitted. Each coded 

bandpass signal thus consists of one sample for every N input PCM samples. At the decoder the bandpass signals are upsampled by 

a factor of Nby the insertion of zeros, then fed to a bank of digital bandpass SynthBsis filters and finally summed to produce the 

final PCM output. 

tions, decoders only implement the first one or two 

layers, which restricts the encoder choices. 

MPEG-1 can code a single channel, a stereo 

pair, or two independent (perhaps multilingual) 

channels. With a stereo pair, the two audio chan­

nels can be coded either separately or jointly. In 

the latter case, MPEG-1 provides rudimentary 

methods for exploiting the redundancies between 

the left and right channels for a modest bitrate 

reduction. 9 

MPEG-1 audio allows for initial sampling rates 

of 32, 44.1, and 48 kHz. A variety of fixed bitrates 

can be specified, ranging from 32 kbits/ s up to 448 

kbits/ s depending on the Layer, or alternatively a 

fixed unspecified bitrate is also possible. Pseudo­

variable-bitrate operation is possible in Layer III. 

An MPEG-1 audio encoder and decoder exam­

ple for Layers I and II is shown in Fig. 4.5. A 16-bit 

PCM input signal is first fed to a polyphase, 

approximately ELT, analysis filter bank consisting 

of 32 equally spaced bandpass filters. Thus, each 

band has a width of 1/s, of the PCM sampling rate. 

The bandpass analysis filters are of order 511 

and have fairly steep rolloff; providing more than 

96 dB of alias suppression. As mentioned previous­

ly, ELTs with no distortion would ordinarily cancel 

the alias components at the decoder. However, 

with coding and compression, the subbands suffer 
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Fig. 4.5 MPEG-1 audio encoder and decoder for Layers I and II (single channel). The standard does not specify the encoder in 
order t9 allow for evolution over time. Thus, this is only an example. 

from a certain level of quantization noise, and this 
can produce unwanted alias components if they 
are not attenuated as much as possible in the 
analysis filter bank. Following analysis, each of the 
32 bandpass outputs is subsampled (decimated) by 
a factor of 32. 

For each sub band n (n = 0 to 31 ), the decimated 
samples are assembled into blocks of 12 consecu­
tive samples, giving 32 parallel blocks Bn that cor­
respond to 32 X 12 = 384 input samples. 

For each block Bn, a Scale_Factor SFn is then 
chosen from a table of 63 allowable values, such 
that when the samples of the block are divided 
(i.e., normalized) by that Scale_Factor, they all 
have absolute value less than 1. This is typically 
done by first finding the sample with the largest 
absolute value, and then choosing the next higher 
value in the table for SFn. 

4.3. l Psychoacoustic Model 

In parallel with these operations, the Masking 
Threshold is computed for each group of 384 
input samples, that is, each group of 32 blocks Bn. 
Computation of the Masking Threshold, which is 
referred to as the Psychoacoustic Model, is an 
encoder-only operation and is not specified by the 
standard. However, MPEG does provide two 
examples of Psychoacoustic Models, the first of 
which we will now describe.* It consists of nine 
steps, as shown in Fig. 4.6: 

1. Calculation of the Frequency Spectrum via a 
windowed FFTt This generally uses a 512-point 
(Layer I) or 1024-point (Layer II) FFT with a 
raised cosine Hann window. The resultjng spectral 
resolution is much finer than the subbands, giving 
8 points per subband for Layer I and 16 points per 

*Psychoacoustic Model 1 is the simpler of the two. Psychoacoustic Model 2 performs better for Layers II and III. 

1Fast Fourier Transform. 
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Fig. 4.6 Psychoacoustic Model suitable for MPEG-1 Layers I and II. The standard does not specify the Psychoacoustic Model. 
Thus, !hi, is only an example. 

subband for Layer IL This increased resolution is 
needed to accurately estimate masking, especially 
at the lower frequencies. 

2. Computation of Sound Pressure Level (Sn) with­
in each block Bn. Either the maximum FFT value 
in the block subband is used or a normalized value 
of Scale_Factor SFn is used, whichever is larger. 
For pure tones within the block subband the FFT 
value will be larger, whereas for noiselike sounds 
the normalized SFn may be larger. 

3. Determination of the Absolute Threshold for 
each FFT component. These values are simply 
taken from empirically derived tables. For higher 
quality coding, that is, bitrates ;?;96 kbits/ s, the vai­
ue is reduced by 12 dB. 

4. Detecting the tonal (more sinusoidlike) and 
nontonal (more noiselike) components. A tone is 
basically an FFT component that is a local maxi­
~um surrounded by at most one or two other signif­
icant components within a predefined bandwidth of 
nearby frequencies.* The predefined bandwidths 

are smaller than a subband for low-frequency tones 
and larger than a subband for high-frequency tones. 
Tonal components are identified, their frequencies 
noted, and their signal powers measured. 

Each tonal component and its nearby frequen­
cies in the predefined bandwidths are then removed 
from the set of FFT components to obtain the non­
tonal or noiselike components. These are then 
characterized by measuring the remaining signal 
power within each band of a contiguous set of Crit­
ical Bands, which are specified m empirically derived 
tables. Nontonal components are then assigned a 
representative frequency within each Critical Band. 

5. Detecting only the relevant tonal and non­
tonal maskers. First, tonal or nontonal components 
less than the Absolute Threshold are discarded. 
Next, if two tonal components are closer in fre­
quency than a specified amount, then the smaller 
component is discarded. 

6. Computing the thresholds for each masker. 
For each relevant tonal masker, a masking threshold 

*This is a signal .processing definition of tones. It is not necessarily a good definition of tones as perceived by the human ear. 
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function is computed that is an empirically derived 

nonlinear function of masker signal power and 

masker frequency. For each relevant nontonal 

masker, a masking threshold function is also com­

puted that is a different nonlinear function of 

masker power and frequency. A given amount of 

tonal masker power generally provides less masking 

than the same amount of nontonal masker power. 

7. The Masking Threshold at each maskee fre­

quency is then computed as a sum in the signal 

power domain* of the Absolute Threshold, the 

tonal masker thresholds, and the nontonal masker 

thresholds. Typically, Masking Thresholds are 

computed separately for each channel of a stereo 

pair. Howeve~, in some applications it may be pos­

sible to exploit further masking of one stereo chan­

nel by the other. 
8. Calculating the minimum masking threshold 

value Mn in each block Bn. The minimum value of 

the . Masking Threshold is computed for frequen­

cies within the block Bn subband. Mn is then set to 

this value. 
9. Computing the signal-to..:minimum_mask 

ratio in each block. 

SMRn = Sn - Mn (in dB). 

Following the calculation of the SMR values, 

we then carry out bit assignments, quantization, 

and coding for each block Bn. In the case of 

stereo, this is done simultaneously for both chan­

nels, which allows for adaptive bit assignment 

between channels. Subband samples of each block 

Bn are then quantized by a uniform midstep quan­

tizert having the assigned number of levels. How­

ever, bit assignment and choice of the number of 

quantization levels in each block is done differently 

in Layers I and II, as we shall see later. 

4.3.2 MPEG-1 Syntax and 
Semantics 

Data from all blocks from both channels, 

including bit assignments Rn, Scale_Factors SFn, 

Start Frame 

syncword 
ID 
layer_code 
protection_bit 
bitrate_index 
samplinLfrequency 
paddlng_bit 
private_bit 
mode 
mode_extenslon 
copyright 
original/copy 
emphasis 

read in audio_data() 

n 

i-;...Y __ .,. crc_check 

1---.,....,~ ancillary_bits --....--
End of Frame 

Fig. 4. 7 Syntax of an MPEG-1 Audio Frame and Header. 

Two channels (one if single_channel) are carried in one Frame. 

A boldface variable by itself means simply read in the value of 

the variable. 

coded samples, and so forth are then assembled 

into a Frame of data,+ preceded by a 32-bit Frame 

Header. The syntax of the MPEG-1 Frame and 

Header is shown in Fig. 4. 7. 

The semantics of the MPEG-1 Frame and 

Header are as follows: 

syncword 12 bits, all l s. 

ID 1 bit, indicates the algorithm. ID = 1 for 

MPEG-1 audio. ID = 0 for low rate extension of 

MPEG-1 as defined in MPEG-2. 

layer_code 2 bits, indicates the Layer. 

layer_code = 4 - Layer, where Layer= 1, 2, or 3. 

protection_bit 1 bit. 0 indicates crc_check is 

present. 1 indicates it is not. 

*Individual masker and Absolute Thresholds are usually specified in dB = 10 log(power). 

t A uniform midstep quantizer has an odd number N of levels and contains the zero level. The set of levels is { i X Q., for i = 0, 

± 1, ±2, ±3, ... ± 1)/ - 1)/2}, where Q.is the step size. If samples to be quantized have a range of -1 to + 1, then Q. = 2/ Jv. 

1N at to be confused with a video frame. · 
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channel assignment 

stereo 
joint_stereo (intensity _stereo for Layers. I and II, 

ms_stereo for Layer III) 
dual_channel 
single_channel monophonic 

bit-rate_index 4 bits, indicates the bitrate. 0 indi­
cates a nonstandard bitrate. 14 standard values 
depend on Layer and ID. 

sainpling_frequency 2 bits, indicates the sam­
pling frequency, which depends on ID. 

padding_bit 1 bit; I indicates the frame contains 
additional bytes to control the mean bitrate. 

private_bit bit for private use. This bit will not be 
used in the future by ISO. 

mode 2 bits, according to Table 4.3. In stereo 
modes, channel O is the left channel. 

mode_extension 2 bits, used in joint_stereo 
mode. In Layers I and II they indic<!,te which sub­
bands are in intensity_stereo and which are coded in 
normal stereo. In Layer III they indicate which type 
of joint stereo coding method is applied. 

copyright 1 bit, 1 indicates copyright protected. 

original/ copy 1 bit; l indicates an original. 

emphasis 2 bits, indicates the type of deem­
phasis. 

crc_check 16-bit Cyclic Redundancy Code com­
puted for Header. Used for optional error detection. 

audio_data.( ) Contains coded data for audio 
samples. 

ancillary _data Contains ancillary data, if any. 

4.3.3 Layer I Coding 
Layer I is capable of compressing stereo audio 

to approximately 384 kbits/s with near CD quali­
ty. It utilizes 15 possible quantizers, with a new 
quantizer being selected for each block. Layer I 
assigns Rn bits per sample to be assigned to each 
block Bn, where either Rn= 0 or Rn= 2 to 15. If 
Rn > 0 bits per sample are assigned to a block, 
then the samples of that block (normalized by 
SFn) are quantized by a uniform mid.step quantiz-
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er having 2Rn - 1 levels . and step size Qn = 
2/(2Rn - 1). If zero bits are assigned, all samples 
are set to zero. 

For the optimization of subjective quality versus 
bitrate, we first note that, to a very good approxi­
mation, the ratio of signal power to quantization 
noise (SNR) depends only on the number of quan­
tization levels.* In fact, MPEG provides tables of 
assumed SNR versus number of quantization lev­
els for audio waveforms. For zero bits per sample 
(all samples set to the zero level), SNR = 0 dB, 
whereas for 15 bits per sample (32,767 leve.ls), SNR 
= 92 dB. 

For optimum quality within the constraints of 
available bitrate, we would like the ratio of noise 
power to masking__tlu:eshold (NMRn) to pe fairly 
uniform over the subbands. If the bitrate is high 
enough to allow for NMRn < 0 dB for all blocks, 
then the quantization noise will be imperceptible. 
However, this cannot always be achieved, especial­
ly for low bitrates. 

The quantization bit assignment Rn . for each 
block may be accomplished through an iterative 
procedure that starts out with zero bits per block, 
that is, Rn = 0 and SNRn = 0. For each block Bn, 
we compute NMRn from 

NMRn = SMRn - SNRn dB 

We then look for the block having maximum 
NMRn, and increase its bit assignment Rn. If the 
old Rn was zero, then 6 bits for the Scale_Factor 
SFn must also be take into account. We then 
recompute NMRn and repeat the process iterative­
ly until all bits available for coding are used up. 
The normalized samples of all blocks assigned Rn 
> 0 are then quantized and coded using a fixed 
length code t of Rn bits per sample. 

The Layer I decoder is much simpler than the 
encoder, since it does not need the Psychoacoustic 
Mode or the bit assignment decision process. The 
decoder basically processes the received stream 
according to the syntax below, and then repro­
duces subband samples and PCM audio samples as 
described previously. 

"For Rn > 2, SNR = Rn X 6 dB is not a bad approximation. For Rn = 2, SNR = 7 dB. 

!Binary values O to 2Rn - 2 are used. The value 2Rn - 1 is reserved for synchronization. 
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4.3.4 Intensity _Stereo Mode 

With the Stereo mode, the left and right chan­

nels are normally coded separately. However, in 

case there are not enough bits to achieve high 

quality in certain Frames, the Intensity_Stereo 

mode may be used. This mode exploits a charac­

teristic of human stereo perception in which the 

stereo effect of middle and upper frequencies 

depends not so much on the different content of the 

left and right channels, but instead on the differing 

amplitudes of the two channels. Thus, to save bits in 

Intensity_Stereo mode, the middle and upper sub­

bands of the left and right channel are added 

together, and only the resulting summed samples 

are quantized, coded, and sent as a single channel. 

However, to maintain the stereo effect, Scale_Fac­

tors are sent for both channels so that amplitudes 

may be controlled independently during play­

back.* The subband number sb_bound at which 

Intensity_Stereo coding begins is determined by 

the Frame Header :mode_extensfon variable. 

The syntax of the MPEG-1 Layer I audio_data() 

is shown in Fig. 4.8. 
The semantics of the MPEG-1 Layer I 

audio_data() are as follows: 

nch Specifies the number of channels. nch = l for 

monophonic mode, and 2 for all other modes. 

ch Channel number, which ranges from O to nch-1. 

sb_bound Starting subband number for 

intensity _stereo. 

allocation[ch][sb] (4 bits) Indicates the number 

of bits used to quantize and code the samples in sub­

band sb of ,,channel ch. For subbands in 

intensity_stereo mode the bitstream contains only 

one allocation per subband. 

scalefactor[ch][sb] (6 bits) Indicates the 

Scale_Factor of subband sb of channel ch. Actual 

values are found from tables. 

sam.ple[ch][sb][s] Coded data for samples in 

subband sb of channel ch. 

4.3.5 layer II Coding 

Layer II is capable of compr.essing audio to 256 

kbits/ s with near CD quality. It utilizes all the com-

pression methods of Layer I, but further reduce 

overhead redundancy by exploiting similarities i 

Scale_Factors of successive blocks in a subband, a 

well as by reducing the number of quantizer choic 

es for higher frequency subbands. Layer II is some 

what more complex and has more delay than Lal 

er I, however. 
Unlike Layer I, which codes 32 blocks at a tirn 

(one block from each analysis filter), Layer II code 

96 blocks at a time (three blocks from each analys 

filter). The first step is to check the three conseet 

tive Scale_Factors that occur in the three blocks ( 

= 0, 1, 2) of each subband. If all three Scale_Fac 

tors are nearly identical, then only one value : 

sent. If two out of the three Scale_Factors are sin 

ilar in value, then two Scale_Factor values are sen 

Also, if large temporal masking is present, the 

either one or two Scale~Factor values may be sen 

Otherwise, all three Scale_Factors must be sen 

Scale_Factor selection side-information (scfs 
must also be sent to tell the decoder whic 

Scale_Factors were sent. 
The next redundancy to be reduced lies in tb 

number of quantization levels that are allowed i 

the middle and upper subbands. Since the sampl 

values in these bands are almost always small, coar: 

er quantization rarely has an audible effect, and 

saving in bit allocation side information is possible 

only a few choices of quantization are allowed. I 

case a high level tone occurs, 16-bit quantization 

always an option (7 bits for the lower bitrates). Tb 

bit allocation and quantization apply to all thrc 

blocks (36 samples) of each subband. 
The next compression feature of Layer II is t 

allow two new quantizations, namely 5-level and 1 

level. In addition, for these new quantizations ph 

the former 3-level quantization, sample grouped codi1 

is used. With sample grouping, three consecuti, 

quantized samples in a block form one triplet an 

are coded together using one code word. For 3-, 5 

and 9-level quantization, a triplett is coded using 

5-, 7-, or 10-bit code word, respectively. 

The quantization bit assignment for Layer 

may be derived iteratively as with Layer I. Howe' 

er, for Layer II we also need to take into accoru 

*The rate at which Scale_Factors are sent (once per block) is not high enough to reproduce excellent quality stereo. Thus, inte 

sity_stereo is useful only for medium quality audio, for example, at bitrates well below 384 kbits/s. 

tMPEG calls this triplet a granule. However, granule has another mearung in Layer III. Thus, we avoid its usage here. 
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Start audio_data() 

mode = joint_stereo?? 

y 

1--n __ _,.,... sb_bound=32 

sb_bound = 4 * (l+mode_extension) 

for the first sb_bound subbands and 
for all channels 

allocation[ch][sb] 

for the remaining subbands if any 
allocalion[O][sb] 

allocation[l][sb]=allocation[OJ[sb] 

n y 
'-----1 allocation[ch][sb]>O?? 1----"" scalefactor[ch][sb] 

for the first sb_bound subbands and 
for all channels 

n-----'---- y 
1----1\:'.al~loc~ati~· o~n~[c~h]!!:[s~b'.!.::]>~0:_:?~?,r---t~ sample[ch][sb][s] 

any 

allocation[ORsb]>O?? J-'-Y ___ ►I sample[O][sb][s] 

End of audio_data() 

Audio 65 

Fig. 4.8 Syntax for MPEG-1 audio_data() for Layer I. Each Frame represents 384 samples of input PCM audio. 

the variable number of bits due to Scale_Factor 
coding, bit allocation, side information, and sam­
ple grouping. 
. The Layer II decoder is much simpler than the 
encoder. The decoder basically processes the 
received stream according to the syntax below, and 
then reproduces subband samples and PCM audio 
samples as described previously. 

The syntax of the MPEG-1 Layer II 
audio_data() is shown in Fig. 4.9. 

The semantics of the MPEG-1 Layer II 
audio_data() are as follows: 

nch Specifies· the number of channels. nch = 1 for 
monophonic mode, and 2 for all other modes. 

ch Channel number, which ranges from Oto nch-1. 
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Start audio_data (get sb_limit, the nwnber of coded subbands, from tables) 

sb_bound=sb_limit n mode= joint_stereo?? Y sb_bound = 4 * (1 +mode_extension) 

for the first sb_bound subbands and for the remaining subbands if any 
allocation[O][sh] 

allocation[!] [ sb ]=allocation[O] [ sb] 

i-..i1----------I for all channels 
allocation[ ch][ sh] 

for the first sb_limit subbands and 
for all channels scfsi[ch][sb] 

for the first sb_limit 
subbands and for all scfsi[ch][sb] = 0, I, 2 or 3?? 

channels 0 

n scalefactor[ch][sb][O] 
scalefactor[ ch][sb][l] 
scalefactor[ch][sb][2] 

y 

for the first sb_bound subbands 
and for all channels, see if 
triplet grouping is used from 
tables 

n 

for the remaining subbands if 
any, see if triplet grouping is 
used from tables 

trpl = 0 

y 

y 

allocation[OJ[sb ]>0 ?? 

n 

I or 3 2 

scalefactor[ ch][sb][O] 
scalefactor[ ch][sb][2] 

scalefactor[ch][sb][O] 

triplet grouping?? 

y 

read 3-sample triplet as 
I codeword 
samplecode[ch][sb][trpl] 

n 

read 3 samples as 
3 codewords 
sample[ch][sb][s] 

triplet grouping?? 

y 

read 3-sample triplet as 
1 codeword 
samplecode[O] [sh][ trip!] 

n 

read 3 samples as 
3 codewords 
sampie[O][sb][s] 

increment trpl; trpl < 12 ?? n End of audio_data 

Fig. 4.9 Syntax for l\llPEG-1 audio_data() for Layer II. Each Frame represents 1152 samples of input PCM audio. Boldfac, 

means read in the data from the stream. 

sb_limit Number of subbands to be coded. 

Depends on bit and sampling rates. 

sb_bound Starting subband number for 
intensity _stereo. 

trpl 3-sample triplet number. 

allocation[ch][sb] 2 to 4 bits (from tables) Spec­
ifies the quantizers used in subband sb in channel ch, 

whether three consecutive samples have been 

grouped, and the number of bits per sample. A 
values are taken from tables. · 

scfsi[ch][sb] (2 bits) Specifies the numbe 
Scale_Factors for subband sb in channel ch ar 
which blocks they are valid. 

scalefactor[ ch][ sh] [b] (6 bits) Indicates 
Scale_Factor for block b of subband sb of ch, 

ch. Actual values are found from tables. 
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Scale_Factors Scale Factor 
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Quantized 
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Side 
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Fig. 4.10 MPEG-1 audio encoder and decoder for Layer III (single channel). The standard does not specify the encoder in order 
to allow for evolution over time. Thus, this is only an example. 

sani.plecode [ch][ sh][ trpl] Coded data for 
three consecutive samples in triplet trpl in subband 
sb of channel ch. 

sample[ch][sb][s] Coded data for sample s in 
subband sb of channel ch. 

4.3.6 Layer m 
Layer III is considerably more complex and uti­

lizes many more features than Layers I and II. It is 
capable of compressing stereo audio to 128 kbits/s 
with adequate entertainment quality, but usually 
not CD quality. An example of an MPEG-1 Layer 
ID coder and decoder is shown in Fig. 4.10. 

The first improvement over Layer II is to 
increase the frequency resolution. This is achieved 

by further processing each subband analysis filter 
output using a Modified Discrete Cosine Trans­
form (MDCT). We call the MDCT outputs sub­
subbands. The increased sub-subband resolution 
allows for better perceptual coding, especially at 
lower frequencies where the Masking Threshold 
may have considerable variation within a subband. 
It also allows for some cancellation of aliasing 
caused by the polyphase analysis subband filters 
within a subband. 

The MDCTs can be switched to generate for 
each subband either 6 sub-subbands (called short­
window MDCTs) or 18 sub-subbands* (called long­
windowt MDCTs). Long-windows give better fre­
quency resolution, while short-windows give better 
time resolution. Also, during large transients, the 

*The MDCT is a 50% overlapped transform. Thus, it is actually a 12-point or a 36-point transform, respectively. 
tin MPEG Layer III, the terms window and block are used interchangeably. To avoid confusion with earlier terminology, we use 

only the term window. 
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lower two subband MDCTs can be switched to 
long-windows, while the upper 30 subband 
MDCTs are switched to short-windows. This 
assists dynamic adaptation of the coding while 
maintaining the higher frequency resolution for 
the low frequencies. 

Adaptation to the transition of an MDCT 
between long- and short-windows is also possible. 
This is implemented by two special long-window 
lvIDCTs, one for the long-to-short transition and 
one for the short-to-long transition. 

After formation of the sub-subbands, the sam­
ples are then assembled in frequency order into 
Granules. A Granule consists of one sample from 
each long-window sub-subband and three succes­
sive time samples from each short-window sub­
subband, for a total of 576 samples. Because of the 
frequency ordering, the quantized sample ampli­
tudes on the average decrease from beginning to 
end of the Granule. Two Granules make up each 
audio Frame, which corresponds to 1152 input 
PCM samples. 

There are not enough bits to allqw for a sepa­
rate Scale_Factor for each sub-subband. Thus, the 
samples of each Granule are adaptively grouped 
into Scale_Factor_Bands, and one Scale_Factor is 
computed for all the samples in the associated 
Scale_Factor_Band. If for a particular Scale~Fac­
tor_Band, the Scale_Factors in both Granules of a 
Frame are identical, then the second Scale_Factor 
need not be transmitted. In this case, the corre­
sponding Scale_Factor of the first Granule is used 
for both Granules. A further partitioning of scale 
factor bands into four Classes facilitates the trans­
mission of this latter side information. 

The Granule samples are then nonuniforrnly 
quantized. This is implemented by raising the 
absolute value of the samples to the power 0.75 
before passing to a uniform quantizer. The quan­
tized samples are then coded using variable-length 
codewords. For this purpose the samples are parti­
tioned into five variable sized Regions, each Region 
using its own set of Huffman code tables especially 
designed for the statistics expected in that Region. 
The first three Regions are called Big Values 

*MPEG calls this the count] region. Don't ask. 

Regions. Within these Regions the quantized sam 
ples are coded in pairs, that is, two samples pe1 
Huffman codeword. The fourth Region of quan­
tized samples (called the Small Valuer Region) con­
sists entirely of zeros and ± 1 s. Samples in tlru 
Region are coded four at a time, that is, four sam­
ples per codeword. The fifth Region, correspond­
ing to the highest frequencies, consists entirely ol 
zeros and is not transmitted. 

The Huffman coding process may generate a 

variable number of bits per Frame, thus requiring 
a buffert to connect to a constant rate digital chan­
nel. In this case, feedback from the buffer is used to 
control the quantization to avoid emptying or over­
flowing the buffer. However, a more important use 
of the buffer concerns large temporal changes in 
the audio signal. In case of a sudden increase in 
audio amplitude, the buffer allows for a higher 
quality of coding just before the transient when 
noise is more audible, at the expense of lower qual­
ity coding during the transient when noise is less 
audible. This is called Pre-echo correction and 
results in a significant improvement in overall cod­
ing quality: 

To improve error resilience, the Frame Header 
and some of the side information of Layer III are 
not necessarily placed at the beginning of the vari­
able length audio data of each Frame. Instead the 
Header and partial side information may occur 
later. Specifically, they are placed exactly at the 
locations they would appear if the Frames were all 

of constant length. For this to . work correctly, a 
pointer called main_data_begin is included 
after each Frame Header to indicate where the 
audio main_data for the corresponding Frame 
actually begins. 

The Layer III decoder is much simpler than the 
encoder. In fact, the Layer III decoder is only 
slightly more complex that a Layer II decoder. The 
main increase in complexity is due to the over­
lapped MDCTs. Because of the overlap, samples 
from two successive inverse transforms must be 
added together to produce samples for a subband. 

The decoder basically processes the received 
stream according to the syntax below, and then 

t Alternatively, a rate controller may be used to achieve a constant number of bits per frame. 
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Start audio_data() I main_data_begin I 
I private bits 

' I for all channels and for the four <II !i1o I scfsi[ch][sfuc] I 
scale_factor_band_classes (stbc) I 

+ 
for both granules and all channels • part2_3_iength[gran][ch] 

nr_blg_ values[gran][ch] 
global_gain[g,-an][ch] 
scalefac_compress[gran][ch] 
window _switching_flag[gran ][ch] 

lwindow _type[gran] [ ch J 
mixed_window_Oag[gran][ch] 

y window _switching_flag[gran][ch~ 
= l?? 

for the first two big_ val regions 
table_select[gran][ch][region]. · 

' regionO_count[gran][ch] 

for the first two big_ val regions regionl_count[gran][ch] 

table_select[gran][ ch][region] 

for the 3 short window samples 
shortwin_gain[gran][ch][sw_samp] 

preDag[gran][ ch] 
scalefac_scale[gran] [ch] 
small_ values_tab le_select[gran] [ch] 

I next gran,ch 

To 
main_data() 

Fig. 4. Ua Syntax for MPEG-1 audio_data( ). Each Frame represents 1152 samples of input PCM audio. 

reproduces subband samples and PCM audio sam­
ples as described previously. 

4.3.7 MS_Stereo mode 

In addition to Intensity_Stereo Mode, Layer III 
supports an additional stereo mode called Middle­
Side (MS) stereo. Witb tbis technique, tbe frequen­
cy ranges tbat would normally be coded as left and 
right are instead coded as Middle ~eft + right) and 
Side ~eft - right). This metbod exploits tbe fact 
that tbe Side channel can be coded witb fewer bits, 
thus reducing tbe overall bitrate. If MS_Stereo 
and Intensity_Stereo are both used, tben 

MS_Stereo applies only to tbe lower bands where 
Intensity _Stereo is not used. 

The syntax of tbe MPEG-1 Layer III 
audio_data() is shown in Fig. 4.11. 

The semantics of tbe MPEG-1 Layer III 
audio_data() are as follows: 

nch Specifies the number of channels. nch = I for 

monophonic mode, and 2 for all other modes. 

ch Channel number, which ranges from O to nch-1. 

sfb Scale_Factor_Band. Ranges from O to 20. 

sfbc Scale Factor Band Class. The first 6 scale fac­
tor bands are in class 0. Classes 1, 2, 3 contain five 

scale factor bands each. 
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Start main_data() 

Fo both granules and all channels r 

I 
• ~ window _switcbing_flag[gran][ch]=l?? \ y 

and window _type[gran][ch]=2?? t 
~ mixed_window_flag[gran][ch] =I?? 

y 
tn 

for scale factor bands O to 11, 

for scale factor bands O to 7 I and short window samples O to 2 

scalefac_I[gran ][ ch][sfb] 
scalefac_s[gran][ch][sfh][sw_samp] 

t 
· for scale factor bands 3 to 11 
and short window samples O to 2 -

I sfbc=O I scalefac_s(gran][ch][sfb](sw_samp] 

Hscfsi[ch]~:fbc]=O??.,. 
For each scale_factor_band sfb in 

gran=O?? the Scale Factor Band Class sfbc 
scalefac_l[gran][ch][sfh] 

n 

,, 
- V ~increment sfbc; sfbc < 4?? 

n 

1 

Next channel, granule 
Huffmancodebits() I 

ancillary _bits 

Fig. 4. llb Syntax for MPEG-1 main.:._data() for Layer Ill 

gran Granule number O or 1. 

m.am_data_begin (9 bits) Specifies the location 
of the audio main_data of a frame as a negative off­
set in bytes from the first byte of the audio sync word. 
0 indicates the main data starts after the Header and 
side-information. 

private_bits 3 or 5 bits depending on mode, for 
private use. 

1--------► End of main_data() 

scfsi[ch][stbc] (1 bit) Scalefactor selection info 
mation, as in Layers I and IL But here it is for class 
of Scale_Factor_Bands, instead of subbands. 

part2_3_length[gran][ch] (12 bits) Specifi 
the number of main_data bits used for Scale_Facto 
and Huffinan code data. 

nr_big_values[gran][ch] (9 bits) The numb 
of sample pairs in the lowest frequency region 
values region). 
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nr_small_values The number of sample quadru­

ples in the mid frequency region (Small Values 

region). It is equal to the remaining samples in the 

granule, and is found from part2_3_length and 

nr_big__values. 

global_gain[gran][ch] (8 bits) Specifies quan­

tizer step size for the granule and channel. 

scalefac_conipress[gran][ch] (4 bits) Specifies 

the number of bits used for_ Scale_Factors. Actual 

values are taken from a Table. 

window_switching__flag[gran][ch] (1 bit) 

Specifies a window other than the normal long win­

dow. 

table_select[gran][ch][region] (5 bits) Speci­

fies Huffman code tables for the first two big values 

regions. 

regionO_count (4 bits) Specifies number of sam­

ples in subregion O of the big_values region. 

Depends on window_type and :nrixed_win­

dow_flag. 

regionl_count (3 bits) Specifies number of sam­

ples in subregion 1 of the big_ values region. 

Depends on window_type and :nrixed_win­

dow_flag. 

region2_count The remaining samples of the 

big_values region. It is found from nr_big__values, 

regionO_count, and regionlcount. 

window_type[gran][ch] (2 bits) Specifies win­

dow type for the granule. 

mixed_window_flag[gran)[ch] (1 bit) Speci­

fies that the two lowest subbands have a long window 

type, which may be different than the higher 30 sub­

bands. 

shortwin_gain[gran][ch][sw_sanip] (3 bits) 

Specifies a gain offset from the global_gain for short 

window samples (sw_samp· = 0 to 2) of short win­

dows. 

preflag[gran][ch) (1 bit) Specifies additional 

high.frequency amplification. 

scalefac_scale[gran][ch] (1 bit) Specifies quan­

tization of Scale_Factors. 

small_values_table_select[gran] [ ch] (1 
bit) Specifies Huffman code tables for the Small 

Values region. 

scalefac_l[gran][ch][sfb] (0 to 4 bits) Scale_Fac­

tors for long windows. 
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scalefac_s[gran][ch][sfb][sw_samp) (0 to 4 

bits) Scale_Factors for each sample (sw_samp = 0 

to 2) of a short window. 

huffinancodebits( ) Huffman encoded data 

4.4 MPEG-2 AUDIO 

For two-channel stereo, the differences between 

MPEG-1 and MPEG-2 are minor. The initial 

PCM sampling rate choices are extended down­

ward to include 16, 22.05, and 24 kHz. Also, the 

preassigned bitrates are extended to as low as 8 

kbits/ s. The lower sampling, 'and bitrates are sig­

nalled by setting ID = 0 in the Header. 
For the lower rates, MPEG-2 provides better 

quantization tables. Also, in Layer III, the coding 

of Scale_faciors and intensity _mode stereo are 

improved. 

4.4.1 MPEG-2 Backward 
Compatible (BC) 

The most substantial change in MPEG-2 is the 

definition of a compression standard for five-chan­

nel surround-sound that is backward compatible 

(BC) with MPEG-J audio. Thus, MPEG-1 audio 

players can receive and decode two channels of 

MPEG-2-BC audio, namely the left (L) and right 

(R) front speaker signals. However, MPEG-2-BC 

allows for up to four additional channels, namely 

front center (C), side/rear left surround (LS), 

side/rear right surround (RS), plus an optional 

low~frequency enhancement (LFE). channel.* 

MPEG-2-BC achieves Backward Compatibility by 

coding the L and R channels as MPEG-1, while 

the additional channels are coded as ancillary data 

in the MPEG-1 audio stream. 
The L, C, R, LS, RS arrangement is often 

referred to as 'h stereo, that is, 3 front and 2 rear 

channels. If LFE is included, it is called 5.1 chan­

nel stereo. The compressed data for these channels 

is called the Multichannel or me coded data. 
Other possible channel arrangements are 3/1, 'lo, 

21., and 2/1, in addition to 2/o (MPEG-1 stereo) and 

"The LFE frequencies typically range from 15 Hz to 120 Hz. One or more loudspeakers are positioned fur LFE, which usually 

reproduces loud sound effects. 
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'lo (MPEG-1 monaural). For the cases having three 
or less channels, it is possible to define a Second Stereo 
Program, perhaps for bilingual, consisting of a sec­
ond left-right pair (L2, R2) that is carried on two of 
the unused channels. For example, 'lo + 2/o and 'lo 
+ 'lo designate dual (perhaps bilingual) stereo pro­
gramming on one MPEG-2-BC audio stream. 

In the following, we will concentrate mainly on 
Layers I and II. Many of the concepts also carry 
over to Layer III, where they are coded more effi­
ciently. 

4.4.2 Subband Groups 
Some of the adaptive and dynamic features of 

MPEG-2 are specified for Subband Groups instead 
of individual subbands or sub-subbands. Subband 
Groups for Layers I and II are defined in Table 4.4. 
Layer III has a similar definition, except that in 
Layer III they are called Scalefactorband_Groups. 

4.4.2. 1 Matrixing for Backward 
Compatibility and Downward 
Compatibility* 

In many cases, it is advantageous to transmit 
linear combinations of the five input audio chan­
nels instead of the input signals themselves. This is 
called Matrbring, 10 as shown in the matrix equation 

Table 4.4 Subband Groups for MPEG-2 Layers I and II. 

Subband Group for Subbandsin 
Layers I and II Subband Group 

0 0 
1 1 

2 2 
3 3 
4 4 
5 5 
6 6 
7 7 
8 8 to 9 

9 10 to 11 

10 12 to 15 

11 16 to 31 

[Lo Ro T2 T3 T4] = [L C R LS RS] x M 

where M is a 5 X 5 numerical matrix. The matrix 
converts the Audio Multi.channels (L C R LS RS) into 
Transmission Channels (Lo Ro T2 T3 T4). Lo and 
Rot are sent as normal MPEG-1 stereo channels, 
while T2, T3, T4, and LFE,t if present, are sent as 
ancilliary data in the MPEG-1 stream. Matrixing 
can produce Lo and Ro that are better renditions 
of two-channel stereo, and therefore give better 
quality with MPEG-1 decoders. Also, transmission 
channels T2, T3, and T4 are often easier to com­
press by exploiting the subjective redundancies and 
correlations with Lo and Ro. However, better 
MPEG-1 quality can sometimes mean worse 
MPEG-2-BC quality when five-channel audio 
must be compressed. 

For downward compatibility or other reasons, 
we may wish to code fewer than five transmission 
channels. For example, 'I, stereo could be pro­
duced by the matrixing: 

[LoRoT2T3] = [LCRLSRS] XM 

where M is a 5 X 4 numerical matrix. 

4.4.3 Dynamic Transmission 
Channel Switching 

The matrix may be defined for all subbands, or 
individually for each subband group. The matrix 
definitions may, also be changed dynamically for 
each new Frame. 

4.4.4 Dynamic Crosstalk 

Dynamic Crosstalk is the MPEG-2 implemen­
tation of intensity_stereo. It allows for dynamic 
deletion of sample bits in specified subband groups 
of specified Transmission Channels. As in MPEG-
1, the missing samples are copied from another 
specified Transmission Channel. However, scale 
Factors are transmitted for the missing samples to 

*Downward Compatibility is for decoders that cannot handle the full 'I, audio channel. 
tMPEG sometimes uses TO and Tl instead of Lo and Ro. However, the meaning is the same. 
tTue optional LFE channel is never matrixed with other channels. 
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w for independent amplitude control, as m 
EG-1 intensity _stereo. 

Adaptive Multichannel 
Prediction 

Layers I and II, further compression of 
els T2, T3, and T4 is allowed using predic­

coding. The first eight subband groups may be 
ed predictively using up to three samples from 
plus up to three samples from Tl. Up to six 
dictors may be specified, depending on channel 
· ent and dynamic crosstalk modes. Layer 
· allows predictive coding of more channels 
g more samples. 

Phantom Coding of the 
Center Channel 

This refers to a compression method for the 
· ter channel, wherein the subbands above sub­
d 11 are not transmitted. These are set to zero 
e decoder, and the listener perceives high fre­
cies only from the other channels. In this 
the encoder may choose to matrix some of 

center channel into the side channels prior to 
g. 

Multilingual Channels 

MPEG-2-BC allows for up to seven so called 
lti.lingual or ml channels. These are monophonic 

d would typically contain speech in different lan­
.. ges, commentary for the visually impaired, 

;,£1:ean speech for the hearing impaired, educational 
t:;~de comments, and so forth. A multilingual chan­
. {nel might be self contained, . or it might contain 
;speech or singing that is to be added to the multi­

· .. ,;fhannel program signal. For example, the multi­
·•· \channel signal might be in 2/2 format, while one of 

;the multilingual channels is passed to the center 
channel speaker. 

A maximum of seven multilingual channels can 
be carried on a single MPEG-2-BC stream. In 
addition, MPEG Systems allows up to 32 audio 
streams per program. Thus, in principle up to 224 
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multilingual channels · could be carried in an 
MPEG-2 program. 

4.4.8 Syntax and Semantics of 
MPEG-2-BC Audio 

Space does not permit the inclusion of all 
details of the MPEG-2-BC audio stream. Thus, 
we will only describe the main structure and 
arrangement of data for the three Layers. As 
stated above, the Lo and Ro channels are sent as 
normal MPEG-1 data. The additional channels 
plus descriptive · data, which is called the 
m.cml_extensione}, replaces the ancillary data 
in the MPEG-1 stream. If there is insufficient 
capacity in the MPEG-1 stream for all of the 
m.cml_extension( ), then the remainder may 
be carried in an external stream* having a simple 
header and packet structure defined by MPEG-
2. The external stream is treated by MPEG Sys­
tems as a separate audio stream, and normally 
requires the hierarchy descriptor in the 
Systems PSI. 

In Layer I, three MPEG-1 Frames plus a packet 
from the external stream, if present, are required 
to carry the mcml_extension( ). In Layers II and III, 
only one MPEG-1 Frame is needed, plus a packet 
from the external stream, if present. The syntax of 
the MPEG-2-BC mcml_extension () for Layers 
I, II and ill is shown in Fig. 4 .12. 

The semantics of the MPEG-2-BC m.cml_ 

extension( ) for Layers I, II and ill are as follows: 

mpeg-l_a.ncillary_data( ) Data for MPEG-1 
decoders, which may be defined in the future. 

ext_stream_present (1 bit) 1 indicates that an 

external stream exists, which contains the remainder 

of the data in case it does not all fit in one MPEG-1 

compatible stream. This bit is redundant if Systems 

PSI is present. 

n_ad_bytes 8 bits, indicating how many bytes are 

in the MPEG-1 compatible ancillary data in the 

external stream. 

center 2 bits, indicating if a center channel exists 

and If' phantom center coding is used. 

center_lirnited[mch][sb] 1 indicates center channel 

subbands 12 and above are not sent. 

*MPEG calls this the extension stream, which we believe is confusing. 
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Start multichannel-multilingual extention 

y 
mpegl_ancillary _dataQ 

nJ,1111------1 

ext_bit_stream_present 

ext_bit_stream_present=l?? 

n--------~ 
center 
surronnd 
lfe 
audio_mix 
dematrix_procedure 
no_of_multi_lingual_ch 
multiJingual_fs 
multi_lingual_layer 
copyright_identification_bit 
copyright_identification_start 

y 

n..,.. _______ --1 

mc_erc_check 
mc_composite_status_infoO 
mc_audio_data 

n_ad_bytes 

for subbands 12 and above 
centerJjmited[center][sb] = 1 

Layer< 37? J-<-Y _ __.-.i nmlch = no_multi_lingual_ch 
ml_audlo_dataQ 

n mpegl_ancillary_dataO 

End multichannel-multilingual extentioh 

Fig. 4.12 Syntax of the MPEG-2-BC mcml_extension( ). Two channels Lo and Ro (one if single_channel) are carried in the 

MPEG-1 portion of the Frame. The additional channels plus descriptive data is called the mcml_extension( ) and replaces the 

ancillary data in the MPEG-i' stream. An external stream _may be required to carry excess data. A boldface variable by itself me 

simply read in the value of the variable 

surround 2 bits, indicating the presence of sur­
round channels or the second stereo program. 

lfe (1 bit) 1 indicates a low frequency enhancement 
channel is present. 

audio_m.ix (1 bit) Indicates whether mixing for a 
large listening room, like a theatre, or for· a small !is-· 
tening room. 1 indicates a small listening room. 

dematrix_procedure 2 bits, indicating the 
dernatrix procedure to be applied in the decoder. 

no_of_multi._lingual_ch 3 bits, indicating the 
number of multilingual or commentary channels. 

multi.-lingual_fs (1 bit) 1 indicates the samp · 
frequency of the multilingual channels is half that 
the main audio channels. 0 indicates both samp ·. 
frequencies are the same. 

multi_lingual_layer (1 bit) Indicates whe 
Layer II multilingual or Layer III multilingual 
used. 

copyright_identi.ficati.on_start (1 bit) 
cates that a 72-bit copyright identification field st 
in this frame to identify copyrighted material. 

mc_crc_check (16 bits) Check word for err. 
detection. 
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for subband groups O to 11 
tc_allocation[sbgr] 

Audio 75 

Start mc_composite_status_info() 

tc_allocation 
for subband groups O to 11 

1------~-------ltc_allocation[sbgr] = tc_allocation 

dyn_cross_on = 1 ?? \!Y~ _ _.,..r;d;r,yn;;;-_;;cr;:;os;;s;-_"iL"iR1-7 

_n 
for all subband groups 

dyn_cross_mode[sbgr] 

for all mch and subbands using 
dynamic crosstalk 
dyn_cross[mch][ sb ]= 1 

______ _::n'l'mc_prediction.:_on = 1 ?? 

y 

for subband groups O to 7 

n mc_prediction[sbgr] = 1?? 
for all predictor coefficients 
predsi[sbgr][px] 

End mc_composite_status_info() 

Fig: 4.13 Syntax for MPEG-2-BC mc_composite_status_info() for Layers I and II. Each Frame represents 1152 samples of 

input PCM audio. 

mc_composite_status_info ( ) Specifies infor-

. mation on the multichannel coding mode. 

mc_audio_data( ) Coded audio data for multi­

channel audio. 

ml_audio_data( ) Coded audio data for multilin­

gual audio. 

The syntax of the MPEG-2-BC Multichannel 

Layers I and II nic_composite_status_info( ) 

is shown in Fig. 4 .13. 
The semantics of the MPEG-2-BC Multichannel 

Layers I and II mc_composite_status_Jnfo(. ) 

are as follows: 
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tc transmission channel. 

sbgr subband group number. 

dyn_cross_on 1 bit, indicating whether dynamic 

crosstalk is used. 

m.c_prediction_on l bit, indicating whether 

mc_prediction is used. 

tc_sbgr_select l bit, to indicate if the tc_alloca­
tion below is valid for all subbands or for individual 

subband groups. 

tc_allocation, tc_allocation[sbgr] (1 bit) Con­
tains information on the multichannel allocation of 

the additional channels that are not in the MPEG-1 

portion of the stream. 

dyn_cross_LR 1 bit, indicating whether dynamic 
crosstalk copying shall be from Lo or Ro. 

dyn_cross_:mode[sbgr] (1 to 4 bits) Indicates 

between which transmission channels dynamic 
crosstalk is active. 

dyn_cross[mch][sb] l indicates no samples sent for 
multichannel mch and subband sb. 

dyn_second_stereo[sbgr] (1 bit) Indicates 

whether dynamic crosstalk is used in the second 
stereo program. 

:mc_prediction[sbgr] (I bit) Indicates whether 
multichannel prediction is used in subband group 

sbgr. 

predsi[sbgr] [px] 2 bits, predictor select infor­
mation. Indicates whether the predictor indexed by 
px in subband group sbgr is used, and if so, how 

many predictor coefficients are transferred. 

The syntax of.the MPEG-2-BC Multichannel 
Layers I and II m.c_audio_data( ) is shown in 
Fig. 4.14. 

The semantics of the MPEG-2-BC Multichan­
nel Layers I and II :mc_audio_data( ) are as fol­

lows: 

mch Multichannel (me) number. 

trpl Three-sample triplet number. 

lfe_allocation (4 bits) Specifies the quantiser used 

for the low-frequency enhancement channel. 

allocation[:mch][sb] (2 to 4 bits) Specifies the 

quantiser used for the samples in subband sb of the 
multichannel mch. 

scfsi[mch][sb] (2 bits) Scale_Factor select infc 
mation. Indicates the number of Scale_Factors trar 

ferred for subband sb of the multichannel mch. As 
MPEG-1 Layer II, the frame is divided into thr, 

equal blocks (b) of 12 samples each. 

delay_co:mp[sbgr][px] (3 bits) Specifies a sh 
of subband samples for delay compensation in su 
band group sbgr and predictor index px. 

pred_coef[sbgr] [px] [pci] (8 bits) Coefficient 
predictor with up to second order in subband grm 
sbgr and predictor index px. 

Lf_Scale_Factor (6 bits) Scale_Factor for the 101 
frequency enhancement channel. 

Scale_Faci:or[ mch] [ sb] [b] (6 bits) Scale_Fact, 
for block b of subband sb of multjchannel mch. 

Lf_sam.ple[trpl] (2 to 15 bits) Coded single sar 
ple of the low frequency . enhancement chann, 
There are three normal samples for each Ll 
sample. 

sa:mplecode[inch][sb][trpl] (5 to l0bits) Co 
ed three consecutive samples in triplet trpl of su 
band sb of multichannel extension channel mch. 

sa:mple[:m.ch][sb][s] (2 to 16 bits) Coded sar 
ple s of subband sb of multichannel extension cha 

nel mch. 

The syntax of the MPEG-2-BC Multi.charm 
Layers I and II :ml_audio_data( ) is shown : 
Fig.4.15. 

The semantics of the MPEG-2-BC Multicha1 
nel Layers I and II ml_audio_data are as fc 
lows: 

ntrip Number of sample triplets. It is 12 or 
depending on whether sampling is at full rate (mt 
ti_lingual_fs = 0) or half rate (multi_lingual_fs = l 
respectively. 

mlch Multilingual (ml) channel number. 

allocation[m.lch][sb] (2 to 4 bits) Specifies l:l 
quantiser used for subband sb of multilingual chaJ 
nel mlch. The number of levels is taken from tabli 

depending on sampling and bitrates. 

scfsi[mlch][sb] (2 bits) Specifies the number 
scalefactors for subband sb of multilingual rnanI! 
mlch. As in MPEG-1 Layer II, the frame is divided in: 
three equal blocks (b) of 12 or 6 samples each depern 
ing on whether sampling is at full or half rate, respe 

tively. One, two, or three scalefactors may be sent. 
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Start mc_audio_data() ______ ..,._, lfe = 1 ?? lfe_allocation 
n 

for the coded subbands, and for all multichannels 

allocation[mch][sb]=011----.--------♦±""1lll---------------, 

y n 
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center_limited[mch][sb] = 1?? 

center_limited[mch][sb] = 07? 
and 

dyn_cross[mch][sb] = 07? 
allocation[mch][sb] 

for the coded subbands, and for all multichannels 

allocation[mch][sb] > 07? scfsi[mch][sb] 

mc_prediction_on = 1 ?? y 
for the first 8 subband groups, read delay compensations 

and predictor coefficients, if any 

ny delay _comp[sbgr ][px] pred_coef[sbgr ](px][pci] 

lfe = 177µ.Y ___ .,r-~---, 

n l<>lili---------1 lf_scalefactor 

for the coded subban .. d-:::,s, __ a-i 
and for all - ____ s_cf..:s'-'i[m_ch-']"'[s...;b,_] _=...;0;_, ::..el,..:2:..oc:.r..:3.;..??:..· ------../ 

multichannels 0 1 or 3 2 

y scalefactor[mch][sb][0] 
scalefactor[mch ][sb ][1] 
scalefactor[mch][s b ](2] 

n 

for all coded subbands and for 
all me channels, see if triplet 
grouping is used from tables 

trpl = 0 

lf_sample[trpl] 

scalefactor[ cmh ][sb ][OJ scalefactor[mch ][sb ][0] 
scalefactor[mch][sb ][2] 

triplet grouping?? 

y n 

allocation[mch] [sb ]>0 ?? 
and 

dyn_cross[mch][sb]=0? 

y 
read 3-sarnple triplet as read 3 samples as 
1 codeword 
samplecoo.e[mch][sb][trpl] 

3 codewords 
sample[mch][sb][s] 

n 

'---------~Y_/-1-.n-cr_e_m_en_t_trp_l;~trp-l_<_l_2_? __ ?--1-=n'----► End of mc_audio_data 

Fig. 4.14 · Syntax for MPEG-2-BC mc_audio_data() for Layers I and IL Each Frame represents 1152 samples of input PCM 

audio. 

scalefactor[mlch][sb][b] (6 bits) Scale factor 

index for block b of subband sb of multilingual chan­

nel mlch. The actual scale factor is taken from tables. 

sainplecode[:mlch][sb][trpl] (5 to 10 bits) 

Code word for three samples in triplet trpl of sub­

band sb of multilingual channel mlch. 

sainple[:mlch][sb][s] (2 to 16 bits) Coded rep­

resentation of the sample s of subband sb of multi­

lingual extension channel mlch. 

This ends the description of MPEG-2 Layers I 

and II. 
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Start ml_audio_dataO 

for all coded subbands, and for all multicbannels 

+· I allocation[mlch][sb] I • I 

for allcoded subbands, and for all multichannels 

scfsi[mlch][sb] 

for the coded subbands, 

and for all multilingu.,._ __ ~ ...... --~s~cfs~i~[ml~ch~][g[S~b:L] =~0,!..!l~. !_2~oE._r 3~?~? _____ _) 
channels 1 

o lor3 2 

y scalefactor[mlcb][sb][O) scalefactor[mlch][sb][O] scalefactor[mlch][sb][O] 
scalefactor[mlcb][sb][l] scalefactor[mlch][sb ][2] ,.._ __ __,~----' 

allocation[mlch][sb] 
>()?? 

n 

scalefactor[mlch][sb ](2] 

~-----~-------+ trpl = 0 

for all coded subbands and for 
all ml channels, see if triplet 
grouping is used from tables 

triplet grouping?? 

y n 
y 

read 3 -sample triplet as read 3 samples as 
allocation[mlch][sb]>O?? 1 codeword 

samplecode[mlch][sb ][trpl] 
3 codewords 
sample[mlch][sb][s] 

n 

-----,------'-1-in-c-re_m_e_n_t trp-1~; _trp_l_<_ntr_i_p?-. ?---.._n __ ,_ End of me audio data 

Fig. 4.15 Syntax for MPEG-2-BC ml_audio_data{ ) for Layers I and IL Each Frame represents 1152 samples of input PCM 

audio. 

The syntax and semantics of Layer ill is more 
complex, reflecting its greater coding efficiency. 
Space does not permit its description here. 

4.4.9 MPEG-2 Non Backward 
Compatible (NBC) 

Providing backward compatibility with 
MPEG-1 necessarily places a constraint on the 
quality that can be achieved in the compression 

of five-channel audio. Moreover, the quality ma 
not be easily improved by increasing the bitrate 
For this reason, there is currently underway 
effort to standardize a Non Backward Compati­
ble audio compression algorithm that can· 
achieve state-of-the-art audio quality with five 
channels. We designate it as MPEG-2-NB 
audio. 

Two algorithms have already been found t 
have better quality than MPEG-2-BC. They ·87 
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the AC-3 system11 from Dolby and the PAC algo­

rithm12 from AT&T. 
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5 
Video Basics 

Before we actually discuss video compression, and 

in particular, MPEG video compression, we need 

to understand the various aspects of the video sig­

nal itself and several related issues. Simply speak­

ing, to understand how to compress video, we must 

have some understanding of how a video signal is 

generated, how the human visual system processes 

visual information, how a video signal is represent­

ed for storage8 or transmission, 6 and how it can be 

converted between the various representations. We 

will certainly provide answers to these questions 

and much more. Before you begin wondering what 

this has to do with MPEG, remember that MPEG 

video compression is performed on color video sig­

nals represented in digital format. As explained in 

earlier chapters, digital . -format allows case of 

manipulation as well as robust storage8•9 and trans­

mission. Also, depending on the needs of an appli­

cation and the bandwidth available, one of many 

video representations may be used in MPEG com­

pression, which may be different from the repre­

sentations made available by the camera used for 

imaging the scene. Furthermore, the video com­

pressed by MPEG is eventually decoded for dis­

play, and if the decoded video uses a different rep­

resentation than the display can handle, then again 

conversion is needed. 
First we discuss the process of video imaging 

with emphasis on video scanning methods used for 

TV and film; image aspect ratio (IAR), which con-

trols display shape; and gamma, which controls 

relationship between voltage and intensity. 

we discuss the human visual system, properties 

colored light such as hue and saturation, the coclfdJ- ,i 

nate system used for representation of color 

signals, and the composite and component svs:tt>rm·.•.,,,. 

used in various TV systems. Third, since 

compression uses digital video signals, we 

discuss the generation of digital video from anal 

video signals. Fourth, we discuss specific digital 

component formats that MPEG coding uses. Fiftl{ 

and sixth, we describe the various conversions10•11 

between the video formats used by MPEG; typic 

ly these conversions are needed in preprocess· 

prior to MPEG encoding or postprocessing 

MPEG decoding. The last section discusses 

unique form of conversion called mixing of vide 

which has potential for use in MPEG-1 '· an 

MPEG-2 applications involving overlaid text an 
graphics, as well as future MPEG based coding. 

5.1 VIDEO IMAGING 

To begin with, imaging is a process by which a r~ 

resentation of an actual scene is generated. ID1 

ing can be of various types, such as normal JJ 
tography, X-rays, electronic documents, electr 

still pictures, motion pictures, and TV · Vve · 

obviously interested in the kind of imaging tl;r 
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· g as it can adequately represent the 
in a scene. Video can be thought of as 
d of a sequence of still pictures of a scene 
various subsequent intervals in time. Each 

cture represents the distribution of light 
and wavelengths over .a finite size area and 

cted to be seen by a human viewer. hnaging 
s such as cameras allow the viewer to look at 
ne through a finite size rectangular window. 

very point on this rectangular window, the 
energy has a value that a viewer perceives 
is called its intensity. This perceived intensity 

ht is a weighted sum of energies · at different 
engths it contains. 

'.The lens of a camera focuses the image of a 
~he onto a photosensitive surface of the imager, 
'.M'liich converts optical signals into electrical signals. 
'lrhere are basically two types of video imagers: (1) 
.:tube-based imagers such as vidicons, plurnbicons, 
:or orthicons, and (2) the more recent, solid-state 
Sensors such as charge-coupled devices (CCD). The 
photosensitive surface of the tube imager is typical­
ly scanned with an electron beam or other electron­
ic methods, and the two-dimensional optical signal 
is converted into an electrical signal representing 
variations of brightness as variations in voltage. 
With CCDs the signal is read out directly. 

5.1. l Raster Scan 
Scanning is a form of sampling of a continu­

ously varying two-dimensional signal. Raster scan­
ning1-3 is the most commonly used spatial sam­
pling representation. It converts a two-dimensional 
image intensity into a one-dimensional waveform. 
The optical image of a scene on the camera 
imager is scanned one line at a time from left to 
right and from top to bottom. The imager basically 
converts the brightness variations along each line 
to an· electrical signal. After a line has been 
scanned from left to right, there is a retracing peri­
od and scanning of next line again starts from left 
to right. This is shown in Fig. 5. 1. 

In a television camera, typically an electron 
beam scans across a photosensitive target upon 
Which light from a scene is focused. The scanning 
spot itself is responsible for local spatial averaging 
of the image since the measured intensity at a time 
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Frame 

-

Fig. 5.1 Raster scan of an image 

is actually a weighted average over the area of the 
spot. With the use of electron beam scanning, 
however, it is very hard to control the scanning 
spot filter function, with the result that the image is 
sometimes not sufficiently prefiltered. Optical 
scanning devices that use a beam of light are sig­
nificantly better in this regard. Prefiltering can also 
be done in most cameras by a slight defocusing of 
the optical lens. With raster scanned display 
devices, filtering in the vertical direction is done by 
the viewer's eye or by adjustment of the scanning 
beam or optical components. 

The smallest detail that can be reproduced in a 
picture is about the size of a picture element, typi­
cally referred to as a pixel (in computer terminolo­
gy) or a pel (in video terminology). A sampled TV 
raster, for example, can be described as a grid of 
pels as shown in Fig. 1. 2. The detail that can be 
represented in the vertical direction is limited by 
the number of scan lines. Thus, some of the detail 
in vertical resolution is lost as the result of raster 
scanning fall between the scan lines and cannot be 
represented accurately. Measurements indicate 
that only about 70% of the vertical detail is actual­
ly represented by scan lines. Similarly, some of the 
detail in the horizontal direction is lost owing to 
sampling of each scan line to form pels. 

5.1.2 Interlace Raster Scan 
The choice of number of scan lines involves a 

tradeoff among" contradictory requirements of 
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bandwidth, flicker, and resolution. Interlaced1- 3,5- 6 

scanning tries to achieve these tradeoffs by using 

frames that are composed of two fields sampled at 

different times, with lines of the two fields inter­

leaved, such that two consecutive lines of a frame 

belong to alternate fields. This represents a verti­

cal-temporal tradeoff in spatial and temporal res­

olution. For instance, this allows slow-moving 

objects to be perceived with higher vertical detail 

while fast-moving objects are perceived at a higher 

temporal rate, albeit at close to half vertical resolu­

tion. Thus the characteristics of the eye are well 

matched because, with slower motion, the human 

visual system is able to perceive the spatial details, 

· whereas with faster motion spatial details are not 

as easily perceived. This interlace raster scan 1s 

shoWn in Fig. 5.2. 
From a television transmission and display 

aspect, the interlace raster scan represents a rea­

sonable tradeoff in the bandwidth necessary and 

the amount of flicker generated. It is worth noting 

that the tradeoffs that may have been satisfactory 

for television may not be satisfactory for computer 

displays, owing to the closeness of the screen to the 

viewer and the type of material typically displayed, 

that is, text and graphics. Thus, if interlaced TV 

displays were to be used with computers, the result 

would be an annoying large area flicker, interline 

flicker, line crawling, and other problems. To avoid 

these problems, computer displays use noninter­

laced (also called progressive or sequential) displays 

with refresh rates of higher than 60 frames/s, typi­

cally 72 frames/s. 

Fig. 5.2 Interlaced raster scan of an image 

Table 5.1 Equivalent Line Number of Film and TV Image 

Formats 

Image Formats Equivalent Line Number Range 

NTSC TV 175 to 31.0 

16 mm Film 200 to 300 

35 mm Film 350 to 450 

HDTV 300 to 51.5 

5. 1.3 Film versus Television 

Originally, television was designed to capture 

the same picture definition as that of 16-mm film. 

Actually, the resolution of 16-mm film is signifi­

cantly higher than that of normal Tv, but the per­

ceived sharpness is about the same owing to a bet­

ter temporal response of normal TV To compare 

the performance of quite different display systems, 

the concept of equivalent line number is useful. In 

Table 5.1 we show the equivalent line numbers for 

film and television. 

Based on what we have said so far, it may 

appear that a television system can achieve the per­

formance of film. In practice, however, there are 

too many ways in which the performance of a TV 

system can become degraded. In this context, it is 

worth noting that frequency response, which is the 

variation in peak-to-peak amplitude of a pattern of 

alternate dark and bright lines of varying widths, 

can be used to establish the performance of an 

imaging system. In reality, TV and ftlm images 

never really appear the same owing to the differ­

ence in shape of the overall frequency response. 

For instance, the frequency response of TV drops 

much faster, whereas the frequency response of 

film decays more gradually. 

The response of the human eye over time is 

generally continuous, 1- 3 that is, nerve impulses 

travel from the eye to the brain at the rate of 

about 1000 times per second. Fortunately, televi· 

sion does not need to provide new images of , 

scene at this rate as it can exploit the property o 

persistence of vision to retain the sensation of ar 

image for a time interval even though the actua 

image may have been removed .. Both TV an( 

motion pictures employ the same principle-: 

scene is portrayed by showing a sequence o 

slightly different images (frames) taken over tiln 

to replicate the motion in a scene. For motion in 
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cene to appear realistic, the rate of imaging of 
rames should be high enough to capture the 
notion without jerkiness, and the rate of display 
hould be high enough so that the captured 
notion can be replicated smoothly. The display 
ate must also be high enough so that persistence 
tf vision works properly. One of the· nuances. of 
mman vision is that if the images being presented 
:i it are bright, the persistence of vision is actually 
horter, thus requiring a higher repetition rate for 
lisplay. 

In the early days of motion pictures, 1-3 it was 
mnd that for si:p.ooth motion rendition, a mini-
1um frame rate of 15 per second (15 frames/s) 
ras necessary. Thus old movie equipment, includ-
1g home movie systems, use 16 frames/ s. Howev­
r, because of a difficulty in representing action in 
owboy movies of those days, the motion picture 
1dustry eventually settled on the rate of 24 
·ames/s, which is used to this day. Note that 
!though 24 frames/s movies use 50% more film 
1an 16 frames/ s movies, the former was adopted 
s a standard as it was considered worthwhile. As 
10vie theater projection systems became more 
owerful, the nuance of eye mentioned earlier, 
'hich requires a higher frame rate, began to come 
tto play, resulting in the appearance of flicker. A 
>lution that did not require a change in the cam­
:a frame rates of movies was to use a 2 blade 
>tating shutter in the projector, synchronized to 
te film advance, which could briefly cut the light 
1d result in double the displayed frame rate to 48 
ames/ s. Today, even a 3 blade shutter to effec­
v-ely generate a display rate of 72 frames/s is 
1metimes used since projection systems have got­
n even more brighter. 
The frame rate used for monoclrrome TV in 

urope was in fact chosen to be slightly higher 
. an that of film at 25 frames/s, in accordance 
ith electrical power there, which uses 50 cycles/s 
lz) rate. Television in Europe uses systems such as 
\I, and SECAM, each employing 25 frames/s. It 
common practice in Europe to run 24 frames/s 
ovies a little faster at 25 frames/ s. The PAL and 
~CAM based TV systems are currently in wide­
read use in many other parts of the world as 
~11. 

*Some authors, including MPEG, use height/width. 
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The frame rate of monochrome TV in the 
United States was chosen as 30 frames/ s, primarily 
to avoid interference to circuits used for scanning 
and signal processing by 60-Hz electrical power. In 
1953, color was added to monochrome by migra­
tion to an NTSC system in which the 30 frames/ s 
rate of monochrome TV was changed by 0.1 per­
cent to 29.97 frames/sowing to the requirement of 
precise separation of the video signal carrier from 
the audio signal carrier. Incidentally Japan and 
many other countries also employ the NTSC TV 
system. 

For reasons other than those originally planned, 
the frame rate chosen in the NTSC TV system 
turned out to be a good choice since there is a 
basic difference in the way TV is viewed as com­
pared to film. While movies are generally viewed 
in dark surroundings that reduce the human eye's 
sensitivity to flicker and the smoothness of motion, 
TV is viewed under condition of surround light­
ing, in which case the human visual system is more 
sensitive to flicker and the smoothness of motion. 
Thus, TV requires a higher frame rate than movies 
to prevent the appearance of flicker and motion­
related artifacts. 

One very important point is that unlike TY, 
which uses interlace, film frames are sequential 
(also called noninterlaced or progressive). 

5.1.4 Image Aspect Ratio (IAR) 
The image aspect ratio is generally defined as 

the ratio of picture width to height* and impacts 
the overall appearance of the displayed image. For 
example, the IAR of normal TV images is 4/3, 
meaning that the image width is 1.33 times the 
image height. This value was adopted for TV, as 
this format was already used and found acceptable 
in the film industry at that time, prior to 1953 . 
However, since then the film industry has migrated 
to wide-screen formats with IARs of 1.85 or high­
er. Since subjective tests on viewers show a signifi­
cant preference for a wider format than that used 
for normal TY, HDTV uses an IAR of 1. 78, which 
is quite close to that of the wide-screen film for­
mat. Currently, the cinemascope film format pro­
vides one of the highest IARs of 2.35. Table 5.2 
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Table 5.2 Image Aspect Ratio (IAR) of Film and TV Image 

Formats 

Image Formats 

NTSC, PAL and SECAM TV 

16 mm and 35 mm Film 

HDTV 
Widescreen Film 
70mmFilm 
Cinemascope Film 

Aspect Ratio 

1.33 
1.33 
1.78 
1.85 
2.10 
2.35 

compares aspect ratios of a variety of formats used 

in film and TV 
Sometimes there may be a mismatch such that 

an image that was intended for display at one IAR 

may have to be shown on a display of a different 

IAR. Figure 5.3 shows images of a 4:3 IAR on a 

16:9 display and vice versa. 
In the discussion· of aspect ratio the concept of 

pel aspect ratio (PAR) is often quite useful. 

Although pels have no intrinsic shape of their own, 

-<:!-----

..<J 

I i 
h=3W/4 h=9w/1 E 

l ~ 
Fig. 5.3 Image aspect ratio (IAR) =w/h. 

under some restrictions, they can be thought of as 

contiguous rectangles as shown in Fig. 1.2. MPEG-

1 video allows specification of PAR through the 

parameter pel_aspect_ratio, a 4-bit code representing 

several discrete values of PAR. 
MPEG-2 video interprets the same 4-bit code 

as aspect_ratio_infarmation, and uses it to either speci­

fy that pels in a reconstructed frame are square 

(PAR = 1) or it specifies one of three values of IAR 

(see Sec. 10.2.2). When IAR is specified, there are 

two cases, one in which the reconstructed image is 

to be shown on the entire display, and another in 

which, depending on the display size and coded 

image size, either a portion of the reconstructed 

image is displayed or a full image is displayed on a 

portion of the screen. 
In the first case, PAR can be calcuh1ted as fol­

lows: 

PAR = IAR X vertical_size/horizontal_size 

W=16h/9 
W=4h/3 ---------<!:> 

(a) 

w -----t>--

(b) 
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where horizontal_size is the width of the image in 
terms of pels and the vertical_size is the height of 
the image in lines. As an example consider a 4:3 
!AR display, and suppose the image width is 720 
pels and the image height is 486 lines. Then PAR 
can be calculated as follows. 

PAR = % X 4861720 = 0.9 

In the second case, PAR is calculated as follows: 

PAR= IAR X display_vertical_size/ 
display _horizontal_size 

This second case is signalled via sequence_dis­
play_extension() which carries information regarding 
display_horizontal_size and displa;y_vertical_size which 
determine the size of the display rectangle. When 
this display rectangle is smaller than the image size 
it implies that only a portion of image is to be dis­
played, and conversely when the display rectangle 
is larger than the image size it implies that the 
image is displayed only on a portion of the display 
screen. 

It is worth noting that computer displays use 
square pels (PAR = 1.0) and if material intended 
for TV is shown on a computer display, correction 
of the pel aspect ratio is necessary; otherwise, cir­
cles on a TV screen appear as ellipses on a com­
puter display. 

5.1.5 Gamma 
Many TV cameras and all CRT-based displays 

have a nonlinear relationship between signal volt­
age and light intensity. The light intensity input to 
the camera or output by the display is proportional 
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to the voltage raised to the power gamma and is 
given by the following generalized relationship: 

B = cv"Y+ b 

where B is the light intensity, v is voltage, c is a gain 
factor, b is either cutoff (camera) or black level 
(cathode ray tube, CRT) light intensity, and 'I typi­
cally takes values in the range of 1 to 2.5, although 
for some picture displays it can be as high as 3.0. 

Typically, camera picture tubes or COD sensors 
have a gamma of about 1 except for a vidicon type 
picture tube, which has a gamma of 1. 7. The CRT 
displays use kinescopes, ,which typically have a 
gamma of 2.2 to 2.5. 

To avoid gamma correction circuitry inside mil­
lions of TV receivers, gamma correction is done 
prior to transmission. For example, assuming the 
gamma of the camera to be 1 and that of the dis­
play to be 2.2, then the camera voltage is raised to 
a power of 112.2 = 0.45. 

The result of gamma correction is that a gam­
ma-corrected voltage is generated by the camera 
that can be transrrritted and applied directly to the 
CRT As a side benefit, the gamma-corrected volt­
age is also less susceptible to transmission noise. 

In normal TV transmission, the signal from the 
camera is gamma corrected, modulated, and trans­
mitted to the receiver as a radiofrequency (RF) sig­
nal, which is received by the receiver's antenna and 
demodulated and applied to the display. The main 
components of such a TV transmission system are 
shown in Hg. 5.4. 

In our discussion thus far, we have considered 
only monochrome TV and have deferred a discus­
sion about color TV so that we could introduce 

Transmitter Receiver 

Microphone 

(C::JA d' · U 10 

Modulater 
and 

ransmitter 

Antenna Antenna 

Receiver 
and 

Demodulato 

Fig. 5.4 Monochrome television analog transmission system 
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· some aspects of human vision and how they are 
exploited in the design of a color TV system. 

5.2 THE HUMAN VISUAL SYSTEM 
AND COLOR TV 

With the background on video imaging developed 
thus far, we are now well prepared to delve into the 
intricacies of the human visual system, the percep­
tion of color, the representation of color, and fur­
ther to specific color TV systems. 

5.2. l The Human Visual System 
The human eye is a remarkably intricate sys­

tem; its anatomy is shown in Fig. 5.5. 
Incoming light bouncing off different objects is 

refracted by the cornea toward the pupil. The 
pupil is the opening of the iris through which all 
light.enters the eye. The light again is refracted by 
the lens onto the back of the eyeball, forming an 
image o;n the retina. The retina consists of recep­
tors sensitive to light called photoreceptors con­
nected by nerve cells. To reach these photorecep­
tors, light must first pass through nerve cells. The 
photoreceptors contain chemical pigments that 
can absorb light and initiate a neural response. 
There are two types of ·photoreceptors, rods and 
cones. Rods are responsible for low light vision, 
while cones are responsible for details and color 
under normal light conditions, as in daylight. Both 
rods and cones enable vision when the amount of 
light is between the two extremes. Light absorbed 
by photoreceptors initiates a chemical reaction that 
bleaches the pigment, which reduces the sensitivity 
to light in proportion to amount of pigment 
bleached. In general, the amount of bleached pig­
ment rises or falls depending on the amount of 
light. The visual information from the retina is 
passed via optic nerves to the brain. Beyond the 
retina, processing of visual information takes place 
en route to the brain in areas called the lateral 
geniculate and the visual cortex. Normal human 
vision is binocular, composed of a left-eye and a 
right-eye images. The left-eye image is processed 
by the right half of the brain, and the right-eye 
image by the left half of brain. We further discuss 

PUPIL 

Fig. 5.5 Anatomy of the human eye 

OPTIC 
NERVE 

the intricacies of the human visual system, and in 
particular as it refers to binocular vision, in Chap­
ter 15. 

Light of various wavelengths produces a sensa­
tion called color. Different distributions generally 
result in the perception of different colors. A color 
is thus visible energy of a given intensity and of a 
given composition of wavelengths. The normal 
human visual system can identify differences in 
sensation caused by different colors and thus colors . • 
can be classified. In our earlier discussion of the ·· 
human visual system we mentioned that the retina 
of the human eye contains photoreceptcirs called· 
cones that are responsible for color vision. The 
human retina contains a color-sensitive area that 
consists of three sets of cones that are individually 
sensitive to red, green, and blue light. Thus th~ 
sensation of color experienced directly _depends o 
the relative amounts of red, green, and blue ligh . 
for instance, if only blue and red cones are excite 
the sensation is magenta. When different combin 
tions of red, blue, and green cones are excited, · 
ferent colors are sensed; a combination of appro 
mately 30% red, 60% green, and 10% blue resul 
in white light. 

5.2.2 Hue and Saturation 
The sensation known as color produced by 

ible light is also called hue. Visible light is elec 
magnetic radiation with a spectrum of wa 
lengths; a hue is determined by its domin 
wavelength. Besides hue, saturat:i.on is anoth 
property of interest and represents the degree 
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purity of a color. For instance, a pure spectral col­
or having a single wavelength has a saturation of 
100%, while the saturation of white or gray light 
is zero. The three basic properties of light­
brightness, hue, and saturation-can be completely 
defined by its spectral distribution, a plot of 
amplitude versus wavelength. Based on our earli­
er discussion about the sensation of color caused 
by the response of three. types of color-sensitive 
cones in the retina of human eye, it can be stated 
that the perceived hue and saturation of two col­
ors is exactly the same if they invoke the same 
response from the color-sensitive cones in the reti­
na. The trichromatic theory of color vision 
implies that hue and saturation of nearly any col­
or can be duplicated by an appropriate combina­
tion of the three primary colors. 

5.2.3 Color Primaries 
One of the requirements in the choice of pri­

mary colors is that they are independent and cho­
sen such as to represent the widest range of hues 
and saturation by appropriate combinations of the 
three primaries. There are basically two kinds of 
color primaries, one composed of subtractive pri­
maries and the other composed of additive pri­
maries. Subtractive primaries are used in printing, 
photography, and painting, whereas additive pri­
maries are used in color television. 

Although a given color can be matched by an 
additive mixture of three primaries, when different 
observers match the same color, slight differences 
in the amount of primary colors needed to match 
the color arise. In 1931, the CIE defined a stan­
dard observer and three standard primaries by 
averaging the color matching data of a large num­
ber of observers with normal vision. The CIE 
chromaticity diagrams enclose a horseshoe-shaped 
region in which each point represents a unique col­
or and is identified by its x and y coordinates. 
Three such points identify primary colors, and the 
triangle formed by these points represents the 
gamut of colors that can be represented by the dis­
play using these primaries. For example, the FCC 
has defined three such points that represent the 
color primaries for the NTSC system. Likewise 
three such points are defined for the PAL system. 
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Fig. 5.6 Color space primaries for NTSC and PAL 

The color space primaries for the NTSC and the 
PAL systems are shown in Fig. 5.6. . 

As mentioned earlier, in the United States m 
1953 color was added to the monochrome TV sys­
tem by migration to the NTSC system. This sys­
tem has been adopted widely in North and_South 
America, the Caribbean, and in parts of Asia. On 
the other hand the PAL and SECAM color TV 
systems originated in Europe and are in use in the 
remaining parts of the world. Although all three 
TV systems have basic differences in picture r~so­
lution and frame rates, they have considerable srrn­
ilarities as they all belong to the class of composife 

· all d com systems. A second class of TV systems 1s c e -
d · t diuital ponent ![)!Stems and thus far is use m mos c,· 

applications. 

5.2.4 Composite Systems: 
NTSC, PAL, and SECAM 

1 · e and In composite systems, the urnma~c . 
chrominance signals are multiplexed withm the 
same channel or on the same carrier signal. Com­
posite formats 1,4,5,7 such as NTSC, PAL,. or 
SECAM formats were designed to be compatible 
with the monochrome format. That is, mono-
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chrome receivers could receive color signal trans­

mission but would display it as a compatible mono­

chrome signal. Likewise, monochrome transmission 

could be received by color receivers. 

A camera imaging a scene generates for each 

pel the three color weights RGB, which may be 

further processed for transmission or storage. At 

the receiver, the three components are sent to the 

display, which regenerates the contents of the 

scene at each pel from the three color components. 

For transmission or storage between the camera 

and the display a luminance signal r representing 

brightness and two chrominance signals represent­

ing color are used. The need for such a transmis­

sion system arose with NTSC, where compatibility 

with monochrome receivers ~equired a black-and­

white signal, which is now referred to as the Y sig­

nal. It is well known that the sensitivity of the 

human eye is highest to green light, followed by 

that of red, and the least to blue light. The NTSC 

system exploited this fact by assigning a lower 

bandwidth to the chrominance signals as com­

pared to the luminance, 'Y, signal. This made it pos­

sible to save bandwidth without losing color quali­

ty. The PAL and SECAM systems also employ 

reduced chrominance bandwidths. 

5.2.4. 7 The PAL System 

The WV color space of PAL is employed in 

one form or another in all three color TV systems. 

The basic YUV color space can be generated from 

gamma-corrected RGB (referred to in equations as 

R' G' B') components as follows: 

Y= 0.299R' + 0.587G' + 0.114B' 

U= -0.147R' - 0.289G' + 0.436B' = 0.492(B' - Y) 

V= 0.615R' - 0.515G' - 0.100B' = 0.877(R' - Y) 

The inverse operation, that is, generation of 

gamma-corrected RGB from YUV components, is 

accomplished by the following: 

R' = l.0Y+ 1.140V 

G' = l.0Y- 0.394U - 0.580 V 

B' = l.0Y- 2.030U 

Although our primary interest is in the compo­

nent color space of PAL, a brief discussion about 

how composite encoding is performed may be 

useful. 
The 'Y, U, and V signals in PAL are multiplexed 

in a total bandwidth of either 5 or 5.5 MHz. With 

PAL, both U and V chrominance signals are trans­

mitted with bandwidth of 1.5 MHz. A color sub­

carrier is modulated with U and V via Quadrature 

Amplitude Modulation (QAM) and the composite 

signal is limited to the allowed frequency band, 

which ends up truncating part of the QAM signal. 

The color subcarrier for PAL is located at 4.43 

MHz. PAL transmits the V chrominance ompo­

nent as + V and - V on alternate lines. The 

demodulation of the . QAM chrominance signal is 

similar to that of NTSC, which we will cover a bit 

more in detail. Here it suffices to say that the 

recovery of the PAL chrominance signal at the 

receiver includes averaging of successive demodu­

lated scan lines to derive the U and V signals. 

5.2.4.2 The NTSC System 

The NTSC color space of Y/Q,can be generat­

ed from the gamma-corrected RGB components or 

from YUV components as follows: 

Y= 0.299R' + 0.587G' + 0.114B' 

l = 0.596R' - .0.274G' - 0.322B' 

= -(sin 33°) U + (cos 33°) V 

Q = 0.211R' - 0.523G' + 0.311B' 

= (cos 33°) U + (sin 33°) V 

The inverse operation, that is, generation 

gamma-corrected RGB components from the YIQ, 

composite color space, can be accomplished as fol­

lows: 

R' = l.0Y + 0.9561 + 0.621 Q, 

G' = l.0Y- 0.2721 - 0.649Q, 

B' = l.0Y- 1.1061 + l.703Q, 

In NTSC, the 'Y, I, and Q,signals are all multi­

plexed into a 4.2 MHz bandwidth. Although the Y 

component itself takes a 4.2 MHz bandwidth, 

multiplexing all three components into the same 
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4.2 MHz becomes possible by interleaving lumi­
nance and chrominance frequencies, without too 
much interference with one another. This is done 
by defining a color subcarrier at approximately 
3.58 MHz. The two chrominance signals I and Q, 
are QAM modulated onto this carrier. The enve­
lope of this QAM signal is approximately the satu­
ration of the color, and the phase is approximately 
the hue. The luminance and modulated chromi­
nance signals are then added to form the compos­
ite signal. The process of demodulation first 
involves comb filtering (horizontal and vertical fil­
tering) of the composite signal to separate the 
luminance and a combined chrominance signal 
followed by further demodulation to separate the I 
and Q,cCJmponents. 

5.2.4.3 The SECAM System 

The SECAM composite color space is rDrDb 
and can be generated from g,µnma-corrected 
R' G' B' components: 

Y= 0.299R' + 0.587G' + 0.114B' 

Db= -O.45OR' - 0.883G' + 1.333B' = 3.059U 

Dr= -l.333R' + 1.116G' - 0.217B' = -2.169V 

The inverse operation, that is, generation of 
gamma-correctedRGBfrom rDrDb, can be accom­
plished as follows: 

R' = I .OT - 0.526Dr 

G' = I.OT- O.I29Db + 0.268Dr 

B' = I.OT+ O.665Db 

In the SECAM system, the video bandwidth is 
6 MHz. The chrominance signals are transmitted 
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on alternate lines by use of Frequency Modulation 
(FM) of the two color carriers which are located at 
4.25 MHz and 4.41 MHz. Owing to the higher 
allocated bandwidth of 6 MHz, the demodulation 
of chrominance signals is much simpler than with 
QAM used in PAL and NTSC. Further, because of 
FM, gain distortion of the signal is somewhat less. 

5.2.4.4 Comparison of NTSC, PAL, and 
SECAM 

In Table 5.3 we provide a summary of the TV 
parameters used in the composite systems. Com­
posite color TV systems resulted from the necessity 
of fitting extra cola~ information in the same 
bandwidth as that used by the monochrome TV 
system and maintaining compatibility with mono­
chrome TV receivers. Although the tradeoffs made 
were quite reasonable, understandably, some arti­
facts resulted. One of the disadvantages of the 
composite system is that for some pictures there is 
crosstaJk between luminance and chrominance sig­
nals that gives rise to cross-color and cross-lumi­
nance artifacts. Cross-color artifacts result when 
the luminance signal contains frequencies near the 
subcarrier frequency resulting in spurious color, 
whereas cross-luminance artifacts are caused by a 
change of the luminance phase from field to field 
near edges of objects in a scene due to imperfect 
cancellation of the subcarrier. 

5.2.5 The Component System 
In a component TV system, the luminance and 

chrominance signals are kept separate, such as on 
separate channels or at different times. Thus the 
component TV system is intended to prevent the 
crosstalk that causes cross-luminance and cross-

Table 5.3 Summary of parameters used in worldwide Color TV Standards 

Parameter NTSC PAL SECAM 

Field Rate (Hz) 59.94 50 50 
Lines per Frame 525 625 625 
Gamma 2.2 2.8 2.8 
Audio Carrier (MHz) 4.5 QAM FM 
Color Subcarrier (MHz) 3.57 4.43 4.25 (HJ), 4.4 (-V) 
Color Modulation Method QAM QAM FM 
Luminance Bandwidth (MHz) 4.2 5.0, 5.5 6.0 
Chrominance Bandwidth (MHz) 1.3 (I), 0.6 (Ql 1.3 (U), 1.3 (V) > 1.0 (U), > 1.0 (V) 
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chrominance artifacts in the composite systems. 
The component system is preferable in all video 
applications that are without the constraints of 
broadcasting, such as studio, digital storage media, 
and so forth. 

Although any of the previously discussed sets of 
component signals1,4,5,7 can be used, of particular 
significance is the GCIR-601 * digital component 
video format. The color space of this format is 
TCrCb and is obtained by scaling and offsetting the 
1'TJV color space. The conversion from gamma­
correctedRGB components represented as 8-bits (0 
to 255 range) to TCrCb is specifi~d as follows: 

Y= 0.257R' + 0.504G,. + 0.098B' + 16 

Cr= 0.439R' - 0.368G' - 0.071B' + 128 

Cb= -0.148R' - 0.291G' + 0.439B' + 128 

In these equations, Tis allowed to take values in 
the 16 to 235 range whereas Cr and Cb can take 
values in the range of 16 to 240 centered at a value 
of 128, which indicates zero chromipance. 

The inverse operation, that is, generation of 
gamma-corrected RGB from YCrCb components, 
can be accomplished as follows: 

R' = 1.164(Y- 16) + l.596(Cr - 128) 

G' = l.164(Y- 16) - 0.813(Cr - 128) 
- 0.392(Cb - 128) 

.-----.y 
RGB to 
YC1C2 

Converte 

RGB to 

B' = l.164(Y- 16) + 2.017(Cb - 128) 

In converting TCrCb to gamma-corrected RGB, 
the RGB values must be limited to lie in the 0 to 
255 range as occasional excursions beyond nomi­
nal values of TCrCb may result in values outside of 
the 0 to 255 range. 

The sampling rates for the luminance compo­
nent Y and the chrominance components are 13.5 
MHz and 6.75 MHz, respectively. The number of 
active pels per line is 720, the number of active 
lines for the NTSd version (with 30 frames/s) is 
486 lines and for the PAL version (with 25 
frames/s) is 576 lines. Using 8-bit per sample rep­
resentation, the digital bandwidth of the uncom­
pressed CCIR-601 signal can be calculated as 216 
Mbit/s. 

5.2.6 Color TV 

We are now ready to discuss the color TV sys­
tem 1-7 excluding details of transmission for sim­
plicity. Fig. 5.7 shows both a composite color TV 
system and a component color TV system. The 
color space used in each case is referred to by the.·· 
generalized notation of YCl C2 and could be one of 
the various color spaces discussed. 

As shown in Fig. 5.7, the RGB analog signal 
from the color camera undergoes gamma correcc, 
tion, resulting in a gamma corrected versio~ 

YC1C2 
to RGB 

Converte 8' 

YC1C2 ....,...__ ___ ➔~------1 
Converted-"----~)'------...-.. 

Fig. 5. 7 Composite and component analog TV systems 

*CCIR is now ITU-R. 
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Fig. 5.8 Conversion of component analog TV signals to digital TV signals. 

R' G' B', which further undergoes color space con­
version from R' G' B' to YCJ C2 depending on what 
CJ and C2 are (e.g., I and Q, U and Vor something 
else) using the equations discussed. If the color TV 
system is composite, the three signals, Y, CJ, and 
C2, undergo modulation encoding to generate a 
composite signal that is transmitted and at receiver 
undergoes the inverse operation from a single com­
posite signal to three component signals and 
through YCJ C2 color conversion back to R' G' B' 
which is applied to display. On the other hand, in a 
component color TV system, the three signals are 
directly sent to the receiver without any composite 
encoding and are converted to R' G' B' for display. 

It is worth noting that we have assumed that the 
camera generates RGB and that the display uses the 
RGB signal. However, most home TV receivers 
directly take a composite signal, and any color con­
versions may be internal. Likewise, in nonbroadcast 
applications with inexpensive cameras, only a com­
posite signal may be available at the camera output. 

5.3 FROM ANALOG TO 
DIGITAL VIDEO 

In the previous section we mentioned CCIR-601 
component color signals in digital format and the 
digital bandwidth required. While it was not neces­
sary to delve into how a digital representation can 
be obtained, now is probably a good time to do so. 
Furthermore, we will oversimplify the facts about 
digital conversion of analog video signal rather 
than get into detailed mathematical analysis. 

The process of digitization of video consists of 
operations1- 7 of Prefiltering, Sampling, Quantiza­
tion, and Encoding. To make our discussion more 
concrete, we will assume that we are dealing with 
three signals that form a CCIR-601 video format, 

*For CCD cameras, electrical filters are used. 

that is, Y, Cr, and Cb, and that these signals undergo 
the steps we just listed. The sequence of operations 
is illustrated in Fig. 5.8. 

5.3.1 Filtering 
The filtering operation employed here is also 

referred to as prefiltering; ·as this operation is per­
formed prior to sampling. Prefiltering can reduce 
the unwanted excessive frequencies in the signal as 
well as noise in the signal. The simplest filtering 
operation involves simply averaging of the image 
intensity within a small area around the point of 
interest and replacing the intensity of the original 
point by the computed averaged intensity. Pre­
filtering can sometimes be accomplished by con­
trolling the size of the scanning spot in the imag­
ing system.* 

In dealing with video signals, the filtering 
applied on the luminance signal may be different 
than that applied on chrominance signals owing to 
different bandwidths required. 

5.3.2 Sampling 
Next, the filtered signal is sampled at a chosen 

number of sampling points. The sampling opera­
tion can be thought of as a switch that closes at uni­
form duration and senses the value of the ampli­
tude of the input signal, after which it opens again 
awaiting closure at the next appropriate time. The 
minimum rate at which an analog signal must be 
sampled is called the Nyquist rate and corresponds 
to twice that of the highest frequency i.n the signal. 
For NTSC system this rate is 2 X 4.2 = 8.4 MHz 
and for PAL this rate is 2 X 5 = l O MHz. It is n"or­
mal practice to sample at a rate higher than this for 
ease of signal recovery The CCIR-601 signal 
employs 13.5 MHz for luminance and half of that 
rate for chrominance signals. This rate is an inte-



94

9 2 Vzdeo Basics 

gral multiple of both NTSC and PAL line rates but 

is not an integral multiple of either NTSC or PAL 

color subcarrier frequency 

5.3.3 Quantization 

The sampled signal, which is now simply a 

sequence of pel values, is quantized next. The 

quantization operation here means that when the 

input pel value is in a certain range of values, we 

assign and output a single fixed value representing 

that range. Thus a discretized representation of 

the pel values can be obtained. The process of 

quantization results in loss of information since the 

quantized output pel value is less accurate than the 

input value. The difference between the value of 

the input pel and its quantized representation is 

called quantization error. The choice of the num­

ber of levels of quantization involves a tradeoff of 

accuracy of representation and the visibility of 

noise in the signal due to quantization errors. The 

process of quantization is depicted in Fig. 5.9. 

5.3.4 PCM Coding 

The last step in analog to digital conversion is 

encoding of quantized values. Here, by encoding 

we simply mean obtaining a digital representation. 

The type of encoding that we are interested in is 

Fig. 5.9 Quantization of analog input to discrete output. 

called PCM, Pulse Code Modulation. Often video 

pels are represented by 8-bit PCM codewords, 

which means that with this type of coding, it is pos­

sible to assign to the pel one of the 28 = 256 possi­

ble values in the range of Oto 255. For example, if 

the quantized pel amplitude is 68, the correspond­

ing 8-bit PCM codeword is the sequence of bits 

01000100 which obviously stands for 1 X 26 + 1 

X 22 = 68. 

5.3.5 Digital Component Video 

In this section we briefly introduce the various 

digital component video formats 10, 11 typically used 

in MPEG video coding. MPEG video coding 

makes some assumptions about the color spaces as 

well as format of luminance and chrominance 

component signals, although it is quite flexible 

about the size of pictures themselves. The video 

resolutions and formats typically used at normal 

TV or lower resolution are all derived from the 

C CIR-601 format. We will discuss actual derivation 

of various formats in the next section; for now, we 

focus only on what each of the formats looks like. 

5.3.6 The 4:2:0 Format 

By the 4:2:0 video format we do not imply a 

specific picture resolution, only the relative rela-

time 
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tionship between the luminance and chrominance 
components. In the MPEG-2 4:2:0_ video format, 
in each frame of video, the number of samples of 
each chrominance component, Cr or Cb, is one-half 
of the number of samples of luminance, both hor­
izontally and vertically. Alternatively, for every four 
samples of luminance forming a 2 X 2 array, two 
samples of chrominance, one a Cr sample and the 
other a Cb sample, exist. The exact location of 
chrominance samples with respect to luminance 
samples in a frame of 4:2:0 video is shown in 
Fig. 5.10. 

► 

MPEG-1 also uses the 4:2:0 video format, 
although there is a slight difference in location of 
the chrominance samples. In MPEG-1 the 4:2:0 
video format has chrominance samples located 
midway between all four samples of luminance. 
During MPEG-2 video development, this slight 
change in location of MPEG-2 4:2:0 chrominance 
from the location of MPEG-1 4:2:0 chrominance 
was needed to maintain a consistent definition of 
4:2:0, 4:2:2, and 4:4:4 formats employed by 
MPEG-2. As a matter of interest, the 4:2:0 format 
is sometimes referred to in the outside literature as 
the 4: 1: 1 format, since there is one Cb and one Cr 
sample per four luminance samples. However, this 
use should be avoided to reduce confusion owing 

□ = Y samples 11 = Cr, Cb samples 

□ D D D □ □ I □ □ e 0 0 I • □ □ □ □ □ D □ □ -
□ D □ D □ D □ □ • • • • □ D □ □ □ □ □ □ 

□ □ I □ □ □ □ □ D ' • I • • • □ □ □ □ □ □ □ □ 
0 □ i □ □ □ □ □ □ Ell ! • • • 0 □ I □ □ □ D D □ 

Fig. 5, 10 Luminance and chrominance samples in a 4:2:0 \Odea frame --*More precisely, 29.97 frames/s. 
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Top Field Bottom Field 
□ □ • • □ □ 

□ CJ • • □ □ 

□ CJ • • □ □ 

□ □ • • □ CJ 
Field 1 Field 2 Frame ___,... _..,.. 

time time 
(a) Interlaced (b) Progressive 

Fig. 5. l 1 Interlaced and Progressive representation of a 
4:2:0 frame. 

to the existence of an older 4: l : l f~rmat that uses 
4: 1 reduction of chrominance resolution in the 
horizontal direction only, but full resolution in the 
vertical direction. 

We now illustrate the vertical and temporal 
positions of samples in 4:2:0 by showing what 
amounts to the side view of a 4:2:0 frame, in Fig. 
5.11. It is worth mentioning that a 4:2:0 frame 
may be interlaced or noninterlaced. The difference 
was pointed out earlier during our discussion on 
raster scanning-an interlaced frame is composed 
of lines of samples belonging to two different fields 
separated in time but taken together to form a 
frame, whereas in a noninterlaced or progressive 
frame there is no such separation in time between 
consecutive lines of samples . 

Because of the special significance of 4:2:0 for­
mats to MPEG-1 and MPEG-2 video coding, we 
now provide examples of specific image frame 
sizes used. The Source Input Format (SIF) is noninter­
laced and uses image size of either 352 X 240 with 
30 frames/s* or 352 X 288 with 25 frames/sand 
are correspondingly referred to as SIF-525 or SIF-
625, since the 240-line format is derived from the 
CCIR-601 video format of 525 lines whereas the 
288-line format is derived from the CCIR-601 
video format of 625 lines. The two versions of 
CCIR-601 correspond to the two TV systems 
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NTSC and PAL. The SIF format is typically used 

in MPEG-1 video coding. An interlaced version of 

SIF is called SIF-I and uses the same image size as 

SIF, that is either 352 X 240 with 30 frames/s or 

352 X 288 with 25 frames/sand is used in layered 

MPEG-2 video coding (Chapter 9), although it is 

not as popular. 
An interlaced video format that is somewhat 

more popular in MPEG-2 video coding is Half 

Horizontal Resolution (HHR) and uses an image 

size of either 352 X 480 with 30 frames/s or 

352 X 288 with 25 frames/s. The interlaced for­

mat most often used in MPEG-2 video coding is 

4:2:0 and uses an image size of either 720 X 480 

with 30 frames/s or 720 X 576 with 25 

frames/ s. A word of caution about the image 

sizes mentioned in the various formats is in 

order, since MPEG video coding when using 

SIF, SIF-I, or HHI actually uses only 352 pels 

per line instead of 360 pels. This is so because 

the number of significant pels horizontally have 

to be a multiple of 16; this has to do with block 

sizes used in coding that we will discuss later. Of 

course, the chrominance resolution is half both 

horizontally and vertically in the case of each 

image resolution and format described. The var­

ious example image formats just discussed are 

shown in Fig. 5.12. 
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Fig. 5.12 SIF, SIF-1, HHR and CCIR-601 4:2:0 Video Formats 

5.3. 7 The 4:2:2 Format 

In the 4:2:2 video format, in each frame of 

video, the number of samples per line of each 

chrominance component, Cr or Cb, is one-half of 

the number of samples per line of luminance. The 

chrominance resolution is full vertically, that is, it is 

same as that of the luminance resolution vertically. 

Alternatively, for every two samples of luminance 

forming a 2_ X 1 array, two samples of chromi­

nance, one a Cr sample and the other a Cb sample, 

exist. The exact location of chrominance samples 

with respect to luminance samples in a frame of 

4:2:2 video is shown in Fig. 5.13. 
MPEG-1 video coding allows only use of the 

4:2:0 format; however, in specialized applications 

where higher chrominance resolution is required, 

MPEG-2 video coding also allows use of the 4:2:2 

format. We now illustrate the vertical and temporal 

positions of samples in 4:2:2 by showing what 

amounts to the side view of a 4:2:2 frame, in Fig. 

5.14. Although in principle a 4:2:2 frame may be 

interlaced or noninterlaced similar to a 4:2:0 

frame, only an interlaced format is usually expect­

ed since the purpose of having full chrominance 

resolution vertically was mainly to eliminate color 

degradations associated with interlaced 4:2:0 

chrominance. 
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As mentioned earlier, the 4:2:2 format can be 
used for :MPEG-2 video coding. The main image 
resolution and format of interest in this case is 
CCIR-601 4:2:2 which uses an image size of either 
720 X 480 with 30 frames/s or 720 X 576 with 25 
frames/s. Of course, the chrominance resolution is 
half of this resolution horizontally. Figure 5 .15 . 
shows this image resolution and format. 

5.3.8 The 4:4:4 Format 

In a 4:4:4 video format, in each frame of video, 
the number of sampl.r:s of each chrominance com­
ponent, Cr or Cb, is the same as that of the number 
of samples of luminance, both horizontally and 
vertically. Alternatively, for every sample of lumi­
nance, two samples of chrominance, one a Cr sam­
ple and the other a Cb sample, exist. In a frame of 
4:4:4 video the location of chrominance samples is 
the same as that of luminance samples as shown in 
Fig. 5.16. 

The 4:4:4 format is useful mainly in computer 
graphics applications, where full chrominance res­
olution is required not only in the vertical but also 
in the horizontal direction. This format, although 
it is supported by MPEG-2, is not expected to find 
a wide use. In Fig. 5.17 we illustrate the vertical 
and temporal positions of samples in a 4:4:4 
frame. 
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Fig. 5.16 Luminance and Chrominance samples in a 4:4:4 

video frame. 
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5.4 SPATIAL CONVERSIONS 

In this section we discuss conversion10,11 between 

CCIR-601 4:2:2 video format and the various sizes 

and formats mentioned in the previous section that 

are typically employed in MPEG video coding. 

Often, owing to the interlaced nature of CCIR-

601 video, some of the conversions that we are 

about to discuss impact not only the spatial resolu­

tion of video but jointly the spatiotemporal resolu­

tion; however, we identify these conversions as spa­

tial conversions to differentiate them from mainly 

temporal conversions discussed in the next section. 

5.4.1 CCIR-601 4:2:2 and 
CCIR-601 4:2:0 

The conversion of CCIR-601 4:2:2 to 4:2:0 

involves reduction of vertical resolution of each of 

the two chrominance signals by one-half In princi­

ple, this can be accomplished by simply subsam­

pling by 2 vertically, which is same as throwing 

away every other line. 
This, however, results in two problems: one, that 

of jaggard edges introduced on significant chromi­

nance edges within each frame, and the other, a 

more serious one caused by the fact that since 

CCIR-601 4:2:2 is interlaced, simple vertical sub­

sampling causes loss of one complete field of 

chrominance, These problems can be minimized 

by use of filtering although simply filtering across 

fields generates field to field artifacts due to motion 

in a scene. Thus, in each frame, each chrominance 

field should be filtered separately, field 1 by a filter 

of odd length and field 2 by a filter of even 'length 

(to generate lines at intermediate locatioU:s). Then 

each field is subsampled by a factor of 2 vertically. 

The filter used for filtering of chrominance field 1 

is of length of 7 with coefficients [-29, 0, 88, 138, 

88, 0, -29]/256 and that used for filtering chrorni­

nance field 2 is of length 4 with coefficients [l, 7, 
7, l]/16. The two resulting subsampled chrorni­

nance fields are merged to form a frame separately 

for each chrominance signal, which with the asso­

ciated luminance frame is termed as the CCIR 601 

4:2:0 frame. The operations involved in conversion 

of CCIR 601 4:2:2 to CCIR 601 4:2:0 are shown 

in Fig. 5.18. 
The inverse operation, that is, conversion of 

CCIR 601 4:2:0 to CCIR 601 4:2:2, consists of 

upsampling the chrominance signal vertically by a 

factor of 2. Of course, upsampling can not really 

increase the resolution lost due to downsampling, 

but only increase the number of samples to that 

required for display purposes. Again, the simplest 

upsampling is pel repetition, which produces arti­

facts such as jaggy edges. Better upsampling 

involves use of an interpolation filter. Since we are 

dealing with interlaced 4:2:0 chrorninance frames, 

interpolation needs to be performed separately on 

each field of chrominance samples. Referring to 

the two fields of a frame as field 1 and field 2, 

chrominance samples of field 1 of the 4:2:0 format 

are copied to form every other line of field 1 of the 

4:2:2 format; the in-between lines of field 1 are 

generated by simple averaging using the line above 

and line below, which is same as using an interpo­

lation filter of length 2 and coefficients [112, 1h]. 

In field 2 of 4:2:2 format chrominance no sam­

ples of field 2 of 4:2:0 chrorninance can be copied 

directly. All samples have to be calculated by using 

two different interpolation filters, each of length 2. 

The first interpolation filter has coefficients [¼, 
¼] and the second interpolation filter has coeffi­

cients [1/4, 3/4]. Each of the interpolation filters is 

used to compute alternate lines of field 2 of 4:2:2 

chrominance. The various steps involved in con-
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version of CCIR 601 4:2:0 to CCIR 601 4:2:2, 

including details of chrominance filtering, are 

shown in Figure 5.18. 

5.4.2 CCIR-601 4:2:2 and SIF 

The CCIR-601 4:2:2 format is converted to the 

SIF format by first discarding field 2 of each frame 

of luminance and chrominance signals, retaining 

field 1 only. Next, the luminance and chrominance 

signals are horizontally subsampled by one-half it 

is filtered. This operation, known as horizontal 

decimation, consists of applying a decimation filter 

and retaining every other sample per line of lumi­

nance and chrominance signals. As an example, a 

filter of length 7 with coefficients [-29, 0, 88, 138, 

88, 0, -29] /256 can be applied horizontally to 

every pel in every line of the original image to 

obtain a horizontally filtered image, followed by 

2: I subsampling horizontally. Eight luminance pels 

and four chrominance pels per line are then dis­

carded to obtain 352 and 176 pels, respectively. 

The chrominance signals in the field are also verti­

cally decimated by first filtering vertically, followed 

by 2: 1 subsampling. The filter used for vertical dec­

imation can be the same as that used for horizontal 

decimation. The various steps involved in conver­

sion of CCIR-601 4:2:2 to SIF are shown in 

Fig. 5.19. 
The inverse operation of conversion of SIF to 

CCIR-601 4:2:2 consists of upsampling of the 

luminance and each of the chrominance signals. 

The SIF luminance signal is first upsampled hori­

zontally to twice the resolution, and then it is also 

vertically upsampled to twice the resolution. The 

SIF chrominance signals are first upsampled verti­

cally to twice the resolution and they are then fur­

ther upsampled horizontally and vertically again to 

twice the resolution to obtain the CCIR 601 4:2:2 

format. As an example, the horizontal upsampling 

operation consists of first copying every pel of 

source resolution, say horizontal resolution of SIF, 

to every other pel location in the destination hori­

zontal resolution of CCIR-601. Next, the interme­

diate missing pels are generated by applying filter 

coefficients to the pels copied earlier. The opera­

tion just described applies to horizontal upsam­

pling of luminance and chrominance signals. An 

identical operation is applied for vertical upsam­

pling. Both in horizontal and vertical upsampling 

the interpolation filter used is [ - 12, 140, 140, 

-12]/256. Note that although SIF can be upsam­

pled to the same resolution as CCIR-601 4:2:2, the 

resulting signal is not quite same, because SIF is 
noninterlaced, whereas CCIR-601 4:2:2 is inter­

laced. The steps involved in the conversion of SIF 

to CCIR-601 4:2:2 are shown in Fig. 5.19. 

5.4.3 CCIR-601 4:2:2 and HHR 

The conversion of CCIR-601 4:2:2 to HHR 

consists of reducing the horizontal resolution of the 

luminance signal by one-half, whereas for chromi­

nance signals, both horizontal and vertical resolu­

tion is reduced by one-half. The process of reduc­

ing luminance and chrominance resolution 

horizontally to one-half is identical to the one per­

formed for reducing the horizontal resolution of 

CCIR 601 4:2:2 to SIF, described earlier. However, 

as compared to the conversion to SIF, no vertical 

subsampling of luminance is needed and thus no 

field dropping is necessary. The process of conver­

sion of the chrominance signal to half of its resolu­

tion vertically is identical to the process followed in 

the conversion of CCIR-601 4:2:2 to 4:2:0. Eight 

luminance pels and four chrominance pels per line 

are then discarded to obtain 352 and 176 pels, 

respectively. An example filter that can be used in 

all the decimation operations uses a length of 7 

with coefficients [-29, 0, 88, 138, 88, 0, -29]/256 

and is used to compute each pel in source resolu­

tion before subsampling by a factor of 2 to achieve 

half-resolution. The steps involved in the conver­

sion of CCIR-601 4:2:2 to HHR are shown in 

Fig. 5.20. 
The conversion of HHR to CCIR-601 4:2:2 

consists of upsampling the luminance and chromi'. 

nance by a factor of 2 horizontally. Since full lumic 

nance resolution is present vertically in the HHR 

format, no upsampling is needed vertically. The, 

chrominance signals are then upsampled vertically, 

Here, the upsampling operation is the same as that, 

described for upsampling of 4:2:0 to CCIR-601 

4:2:2, and involves use of interpolation filters. The. 

sequence of steps in conversion of HHR to CCI 

601 4:2:2 is also shown in Fig. 5.20. 
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5.4.4 CCiR-601 4:2:0 and SIF-1 

In the conversion of CCIR-601 4:2:2 to SIF-I, 
although downsampling is performed to derive a 
resolution equal to that of SIF, the format of the 
resulting SIF is interlaced rather than the normal 
noninterlaced. A simple method is suggested here 
and is known to produce somewhat blurry images. 
For luminance downsampling, each frame of lumi­
nance is separated into individual fields and down­
sampled to one-half resolution horizontally; fol-

lowed by further downsampling to one-half resolu­
tion vertically. The downsampling of chrominance 
is accomplished also by first separating chromi­
nance to fields and then downsampling each field 
horizontally and vertically respectively, and finally 
again downsampling vertically prior to merging of 
the two fields of chrominance. Eight luminance 
pels and four chrominance pels per line are then 
discarded to obtain 352 and 176 pels, respectively. 
As an example, the filter specified by [-29, 0, 88, 
138, 88, 0, -29]/256 can be used for horizontal 
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filtering before subsampling. For vertical subsam­
pling of field 1 the same filter can be used where­
as for vertical ~ubsampling of field 2, a ftlter with 
an even number of taps such as [-4 23 109 109 
~3, -4]/256 can be used. The seq~en~e or' step~ 
m the conversion of CCIR-601 4:2:2 to SIF-I is 
shown in Fig. 5.21. 

The conversion of SIF-1 to CCIR-601 4:2:2 is 
the inverse operation. For luminance, it consists 
of separating each frame into fields and upsam­
pling each field horizontally and vertically, fol­
lowed by field merging. Next, the SIF-I chromi­
nance is separated into individual fields and 
upsampled to twice the vertical resolution two 
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times, followed by horizontal upsampling to 
twice the size. The resulting fields are merged. 
For upsampling, interpolation filters are used; in 
particular, horizontal upsampling can be per­
formed using a [ -12, 140, 140, -12] /256 filter. 
For vertical upsampling of field 1 the same filter 

as that used for horizontal upsampling can be 
used, whereas for vertical upsampling of field 2, 
an interpolation filter such as [-2, 20, 110, 110, 
20, -2]/256 can be used. The sequence of steps 
in conversion of SIF-I to CCIR-601 4:2:2 are 
also shown in Fig. 5. 21. 
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5.5 TEMPORAL CONVERSIONS 

In the previous section we discussed some basic 

approaches for conversion between the source of 

CCIR-601 4:2:2 format to the various resolutions 

and formats used in MPEG-1 and MPEG-2 video 

coding and back to display resolutions and for­

mats. Conversions of horizontal sizes and some 

conversions of vertical sizes are called spatial con­

versions, while other vertical size conversions also 

change field rates and are thus referred to as verti­

cal/temporal or here simply as temporal conver­

sions.1,4,io,u We have chosen to include only those 

conversions that may be directly relevant within 

the context of MPEG-2 video coding and display. 

As a typical example, interlaced video of 60 

fields/s normal rate, coded by MPEG-2, may have 

to be displayed on a computer workstation operat­

ing at 72 progressive frames/s. Another example is 

that of 24 frames/ s film coded by MPEG-1 or 

MPEG-2 which needs conversion to 60 fields/s for 

display on a TV monitor. Yet another example 

may involve a PAL video format CD employing 50 

fields/s compressed by MPEG-2 to be played on 

NTSC video format equipment using a display 

rate of 60 frames/ s. In discussing the following 

general techniques for conversion, we do not 

assume a specific spatial resolution; our main pur­

pose is to show temporal resolution conversions 

only. 

5.5.1 Interlaced and 
Non Interlaced 

We first consider the case of conversion2-4 of 

interlaced video of 50 or 60 fields/ s to noninter­

laced video with the same number of noninter­

laced frames/ s. This operation is also called dein­

terlacing or line-doubling and involves generation 

of a noninterlaced frame corresponding to each 

field of interlaced video, effectively doubling the 

number of samples in the vertical direction. 

A simple method to convert interlaced to nonin­

terlaced is based on line interpolation in each field, 

which involves generating intermediate lines 

between each pair of consecutive lines in each 

field. A simple method to achieve line interpolation 

is by straightforward averaging of two lines to pro-

duce a line in between, which is the same as saying 

the interpolation filter has length 2 with coeffi­

cients of [1/z, 1/z]. The complete noninterlaced 

frame can be now created by alternately copying 

lines of a field and interpolating lines, generating a 

frame with twice as many lines as a field. 

Yet another technique to accomplish interlaced 

to noninterlaced conversion is by field merging, 

which consists of generating a frame by combihing 

lines of two consecutive fields to produce a frame 

of twice the number of lines per field. It turns out 

that although in stationary areas, field merging 

results in full v~rtical resolution, in the areas with 

motion, field merging produces judder artifacts. 

For improved results, line interpolation and field 

merging could be combined, such that line inter­

polation would be used for moving areas and field 

merging for stationary areas. However, such adap­

tivity itself can introduce visible artifacts owing to 

switching between methods, and so using a weight­

ing function to combine line interpolation and field 

merging methods may be a feasible solution. 

As an alternative to all this complexity, a simple 

method for conversion of interlaced to noninter­

laced uses a frame ba.sed line interpolation and works 

similar to line interpolation; however, the interpo­

lated line is generated by applying the interpola­

tion filter on an interlaced frame. The noninter­

laced frame is generated by alternating between 

copying a line from a field of an interlaced frame 

and interpolating the next line using the interlaced 

frame. The interpolation filter applied on frame 

lines has length 5 and coefficients of [- 1/s, 1/z, ¼, 
1h, - 1/s]. The details of this method are shown in 

Fig. 5.22. 
We now consider the case of conversion of non­

interlaced to interlaced video, in which, given full 

resolution for each frame at say 60 frames/ s, we 

reduce the vertical resolution by a factor of 2 to 

obtain 60 fields/ s such that fields can be paired to 

form interlaced frames for display. 

The simplest technique for noninterlaced to 

interlaced conversion is based on line subsampling 

vertically of each frame to form a field. On consec­

utive frames, line subsampling is implemented to 

yield fields of opposite parities that can be inter­

leaved to form interlaced frames. Thus the lines of 

alternate fields are at identical locations but the 
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Fig. 5.22 Temporal Conversion between Interlace<), and Noninterlaced 

lines of consecutive fields are offset by half of the 
line distance between lines in a field. 

Further improvements in noninte~laced to inter­
laced conversion is possible by line weighti,ng, in 
which each line of a field is formed by a weighted 
combination of consecutive lines in the noninter­
laced frame. This method, employing a simple 
example filter of length 3 with coefficients [1/4, ½, 
1/4], is shown in Fig. 5.22. For better results, a filter 
of length 5 or 7 may be necessary. 

5.5.2 Field Rate Conversion 
We now discuss basic techniques for conver­

sion2-4 of field rates between NTSC and PAL TV 
systems, To convert 60 fields/s to 50 fi.elds/s, for 

every six fields of input, five fields are output. A 
simple way of doing that is to discard one out of 
every six fields, and from the 60 fields/ s source 
rate, the fields closest in timing to. the 50 fields/ s 
destination rate are selected. However, this simple 
method does not work very well, as with fast 
motion, glitches in time become apparent. A some­
what better solution is to interpolate fields in time 
by a weighted combination of fields at the source 
rate of 60 fields/ s to produce destination fields at 
50 fi.elds/s. Figure 5.23 shows this operation, 
including the weighting factors needed for 60 
fields/s to 50 fields/s conversion. 

The inverse operation, that is, conversion of 50 
fields/s video to 60 fields/s video, can also be done 
similarly using temporal interpolation. This is also 
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(b) 60 Hz to 50 Hz conversion 

Fig. 5.23 Temporal Conversion between 50 and 60Hz Field rates 

shown in Figure 5.23, including the weighting fac­

tors needed for the conversion. 

It should be noted that the temporal interpola­

tions just described have a problem when there is 

motion in a scene. In principle a much better 

method is to compensate for motion before inter­

polation. In this method each target.field is segment­

ed into nonoverlapping small blocks (say 8 X 8 or 

16 X 16) and motion vectors are computed by 

block matching with respect to a reference field. 

These motion vectors are scaled by a factor reflect­

ing the relative distance of the field to be interpo-

lated from the target field as compared to the total 

distance between the target and the reference field. 

To clarify, let us assume we want to interpolate a 

field located at a distance of two-thirds from a tar­

get field and one-third from a reference field. The 

motion vectors would then have to be scaled by a 

factor of two-thirds and motion-compensated 

blocks would be obtained from the corresponding 

reference field. There are still some problems with 

this approach, for example, block matching motion 

vectors may not reflect actual motion and thus 

.may not be meaningfully scaled. Also, truncation 
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x rouncling errors in motion vectors affect the 
:1.ccuracy of motion compensation. The following 
:wo chapters will discuss motion compensation for 
:ompression in much more detail, but here our pri­
nary purpose was to mention that motion com­
Jensation can be used in field rate conversion. 
mcidentally, commercially available standards con­
rerters that perform conversion between NTSC 
md PAL TV formats use the same basic principles 
:liscussed here, inclucling those that use motion 
:ompensation. 

5.5.3 Film and Interlaced Video 
Conversions 

As discussed earlier, film is usually recorded at 
he rate of 24 frames/s. For transfer of film to PAL 
)r SECAM, it is often played back a little faster, at 
15 frames/ s. This results in a slight distortion of 
)itch of the accompanying sound; however, this 

(A+A')/Z • A' 
B-B1 

(C+C")/Z • C" 

D•D" 

(E+E')/2 • E" 

F•F'' 
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distortion is not often very noticeable. For transfer 
of film to NTSC, which uses 30 interlaced 
frames/s, 3:2 pulldown is necessary. This involves 
generating five fields of video per pair of film 
frames, resulting in 60 fields/ s. The process of 
conversion1--4 of film to interlaced NTSC video is 
shown in Figure 5.24. As shown by solid arrows in 
the figure, a film frame may be used to generate 
three fields, two of which are essentially identical, 
whereas the next film frame may be used to gener­
ate two fields and so on. Depencling on the method 
used for film to video conversion, the three fields 
generated from a film frame m~y be exactly identi­
cal. For scenes with high-speed motion of objects, 
the selection of a film frame to be used for generat­
ing a field may be performed manually to mini­
mize motion artifacts. 

Sometimes film may already be available in the 
TV format at 30 interlaced frames/s, because film 
may have been converted to video using a Telecine 

' ' ' ,. ' .. 
\ / ,.,, 

'ig. 5.24 Temporal Conversion between Film and Interlaced video, also referred to as 3:2 pulldown. 
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camera which can output interlaced video by per­

forming automatic 3:2 pulldown to yield 60 

fields/ s. If so, it can be more efficiently encoded by 

MPEG video coding by first undoing the 3:2 pull 

down to regenerate 24 frames/ s noninterlaced 

video. In undoing the 3:2 pulldown before coding, 

it may be a good idea to generate the noninter­

laced frame by first averaging the first and third 

out of every group of 3 fields to reduce noise and 

then combining it with the second field to form a 

noninterlaced frame. The operation of undoing 

3:2 pulldown is shown by dotted arrows in Fig­

ure 5.24. 
However, since NTSC television uses 60 fields/ s 

for display, after MPEG video decoding, a 3:2 pull­

down would be necessary to convert 24 frames/s 

to 60 fields/ s rate for display. On the other hand, if 

film is available at noninterlaced 24 frames/s, it 

can be coded directly by MPEG video coding and 

the only conversion needed is a 3:2 pulldown to 

produce 60 fields/ s for display on TV 

5.6 MIXING AND KEYING 

We now discuss combining of video signals by two 

methods, one called mixing2-4 and the other called 

keyinf-4 
Mixing is used to overlay text or graphics on a 

video signal or fade to or from a color, say black. 

Mixing may consist of something as simple as 

switching between two video signals or something 

more such as a blended transition between two 

video signals. 
Keying is used to generate special effects such as 

inserting a background from one scene into anoth­

er scene containing foreground objects. Keying 

usually happens within video frames. It basically 

involves substituting a background signal in por­

tions of the foreground signal based on some 

attribute such as a luminance or a chrominance 

value, or a specified region. 

As a matter of interest, morphing involves 

smooth transition over time from an object of 

interest in one video sequence to an object of 

interest in another scene. It involves defining key 

points between the two objects and blending of 

shape as well as blending of amplitudes of signals. 

5.6.1 Mixing 

Mixing can be defined as the addition of two or 

more input video signals, each in some proportion 

alpha to generate a single mixed output video sig­

nal. The alpha information, a, refers to the degree 

of opacity of each scene and each video signal 

may carry its own a, a video signal with higher a 

contributing proportionally higher value to the 

output. Generalized alpha mixing can be repre­

sented by the following: 

Video= Oll X Videol + Ol2 X Video2 + ... 

A specific situation occurs when a crossfade is 

implemented between two scenes. Typically, in the 

case of crossfade, alpha values and up to 1 and a 

single value of alpha is sufficient, resulting in the 

following operation: 

Vmix = Ol X Video 1 + (1 - Ol) X Video2 

Here, when a is 1 it implies the absence of 

Video2, whereas when a is 0, only Video2 is pre­

sent. In between these two extremes, a weighted 

combination of the two scenes results. By increas­

ing the a values as a function of time, a crossfade 

from one scene to another, say from Video2 to 

Video 1, can be implemented. If the values are 

increased gradually the crossfade is slow, otherwise, 

a fast crossfade is accomplished. 

5.6.2 Luma Keying 

In luma (short for luminance) keying, a level of 

luminance signal is specified for the scene contain­

ing the foreground such that all pels above that val­

ue are replaced by the corresponding pels of the 

scene containing the background. Luma keying 

can also be implemented by specifying two thresh­

old values 1'i and Yh for the luminance of the fore­

ground, Yfg· More specifically, the background can 

be keyed into the brightest areas in the foreground 

signal by using a keying signal k. The foreground 

can be retained in the low-brightness areas, and a 

linear blended signal can be introduced in other 

regions. 
This is done by defining the keying signal in 

terms of luminance values as follows: 
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k = 1 when rh < rfg use background 

k = 0 when Yj-g < Yi use foreground 

k = (Yfg - fi)/(Yh - Ji) else Ji~ Yrg ~ Yh use blended 

Alternatively, it is also possible to introduce the 
background into the darkest areas of the fore­
ground signal. 

5.6.3 Chroma Keying 

Chroma keying consists of substituting a back­
ground signal in place of the foreground signal 
based on some key color identified in the fore­
ground video signal. Chroma keying is also popu­
larly known as the "blue screen," due to frequent 
choice of a bright blue color for keying in the 
background signal. 

If chroma keying is implemented as a switch 
within a frame between foreground and back­
ground sources, problems occur in areas where the 
foreground is transparent since the background is 
not visible through these areas; also, shadows from 
the foreground are not present in areas containing 
the background. By implementing chroma keying 
as a linear combination of foreground and back-

. ground, the problems due to transparent fore­
ground can be resolved. However, the problem of 
shadows is not fully resolved. By using a uniformly 
lit blue background on which foreground objects 
cast shadows, and using this signal for mixing with 
the background, the effect. of foreground shadows 
can be transferred to the areas where the back­
ground is selected. This type of chroma keying is 
called shadow chroma keying and also results in 
improvements in areas where the foreground is 
transparent. Chroma keying also has some prob­
lems when foreground colors are close to the key 
color. It also appears that although a lighted blue 
background resolves many problems, it also intro­
duces a new one due to color leakage between the 
foreground signal and the blue background. The 
steps in chroma keying of two video signals are 
shown in Figure 5.25. 

A good method to resolve problems associated 
with chroma keying involves processing foreground 
and background scenes separately and using two 
keying signals, kfg for foreground and kbg for back­
ground, each with values in the 0 to l range. 
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5.7 SUMMARY 

In this chapter, we first learned about the raster 
scanning of video, human visual system, color 
spaces, and various formats used by :MPEG video. 
Next, we discussed spatial conversions used in pre­
processing prior to MPEG video encoding and 
postprocessing after video decoding for display 
purposes. Then, we described several temporal 
conversions used in preprocessing and postprocess­
ing. Finally, we discussed video mixing, a topic of 
general interest in many applications. We now 
summarize the highlights of this chapter as follows: 

• Raster scanning· can be either interlaced or 
noninterlaced (progressive). Both TV and motion 
pictures, although fairly different, use the same 
basic principle of portraying motion in a scene by 
showing slightly different images taken over time to 
replicate motion in a scene. The image aspect ratio 
(IAR) controls the aesthetic appearance of dis­
played image frames and generally refers to the 
ratio of width to height. 

• Color spaces of composite TV systems­
NTSC, PAL, and SECAM-are all derived from 
YUV space. However, the component system, and 
in particular the CCIR-601 video format, is of pri­
mary interest in MPEG coding. 

• Analog to digital conversion involves the 
steps of filtering, sampling, quantization, and 
PCM coding. 

• MPEG coding employs various formats 
derived from the CCIR-601 digital video format. 
MPEG-1 video coding was optimized for the SIF 
noninterlaced format. MPEG-2 video coding was 
optimized for the CCIR-601 4:2:0 interlaced for­
mats. MPEG-2 video coding often also employs 
HHR interlaced formats. 

• Spatial conversions are either through deci­
mation or interpolation, where decimation means 
subsampling to reduce resolution and interpolation 
means upsampling to produce a higher number of 
samples. To avoid aliasing, filtering is necessary 
before subsampling. To avoid upsampling jaggies, 
an interpolation filter is used instead of simple pel 
or line repetition. When performing the decima­
tion or interpolation on interlaced frames, these 
operations are performed on individual fields 
rather than frames. 
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(c) Keying signal (d) Scene 2 multiplied by keying signal 

(d) Scene 2 with Scene 1 keyed 

Fig. 5.25 Chroma Keying 

• Temporal conversions involve conversions 
between interlaced and noninterlaced frames, con­
version of field rate between 50 and 60 field/ s TV 
systems, and 3:2 pull down between film and inter­
laced video. In field-rate conversion, sometimes 
simple methods such as weighted field interpola­
tion are not sufficient and scene motion based 
weighted combination may be necessary. If ftlm 
material is available as 60-Hz interlaced video, it 
may be converted to 24-Hz noninterlaced (pro­
gressive) format before MPEG coding. 

• Mixing of several video signals to produce a 
new mixed signal can be done by hard-keying or 
by soft-keying (alpha blending). Keying can be 
done by using selected thresholds on brightness 
values or by using a selected color; the correspond-

ing methods are referred to as luma-keying 
chroma-keying. Chroma-keying is often rP1'f'r1rPr1.rn 

as blue-screen, because of the usual selection 
blue for keying. 
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12 
DIGITAL VIDEO NETWORKS 

Broadband access networks to support digital mul­
timedia services present two interrelated chal­
lenges: (I) design of the best network architecture 
that is cost effective and provides easy migration 
from the current situation, and (2) creating a uni­
form control and software infrastructure for end­
to-end support and modular growth of multimedia 
services. The current situation is rather complicat­
ed because of regulation and participation of dif­
ferent industry segments (see Fig. 12.1 ). Direct 
Broadcast Satellite (DBS) and Terrestrial Broadcast 
both transmit directly to the consumer's home. 
Cable Television (CATV) offers a large analog 
bandwidth over coaxial (coax) cable but over a 
shared channel (referred to as logical bus); Tele­
phone Companies (Telco) offer a reliable, low 
bandwidth but with an individual connection 
(referred to as a star topology). 

For delivery of digital multimedia information, 
the facilities may employ constant bitrate (CBR) or 
variable bitrate (VBR) transmission. The elemen­
tary streams will usually be packetized using the 
MPEG-2 Systems multiplexing standard. Further 
processing may also be carried out for particular 
transmission networks. For example, Asynchronous 
Transfer Mode (ATM) networks further packetize 
the digital data into 53 byte Cells having 47 or 48 
byte payloads. Satellite and other wireless trans-

• Amplitude Modulation- Vestigial Side Band. 

mission channels typically require the addition of 
extra bits for Forward Error Correction (FEC). 

CATV and Telco networks are both wired con­
nections. Both are being upgraded using optical 
fiber technology to provide enhanced transmission 
capacity- both analog and digital. Three domi­
nant wired architectures have emerged over time 
without a clear consensus on their comparative 
advantages and disadvantages. The first one, called 
the hybrid fiber-coax (HFC), can deliver 60 to 150 
channels of analog (AM-VSB*) video while at the 
same time providing digital services using time 
division and frequency division multiplexing 
(TDM and FDM) all within a 500- to 1000-MHz 
bandwidth. 

Service providers with more faith in switched 
digital services prefer point-to-point fiber-to-the­
curb (FITC) architectures, typically served by a I 
Gbits/s curbside switch. As an example, one such 
switch could provide switched 50 Mbits/s to each 
of about two dozen homes. Providing analog video 
is problematic on FITC and usually needs an ana­
log overlay on top of this architecture. The overlay 
could be configured along the HFC architecture. 

In Europe andjapan, with less aggressive band­
width expectation and less emphasis on analog 
video, point-to-multipoint passive optical networks 
(PONs) are used. PONs use passive splitters to 
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Fig. 12.1 Delivery of broadband video is currently over several media: (a) Direct Broadcast Satellite, (b) Terrestrial Broadcast, 

and (c) Wired systems (CATV and Tclco). Each of these media arc in d ifferent stages of becoming digital. This docs not include 

delivery using stored media such as video-cassettes and CD-ROMS. 

route a fiber feeder to a group of closely located 

homes, thereby reducing cost. 
Each of the three architectures can provide on­

demand digital video services. The difference is in 

the digital modulation schemes used and how the 
bandwidth is shared. The FTTC architecture uses 

baseband digital modulation and point-to-point dis­
tribution to individual customers from a time-multi­
plexed fiber feeder. On the other hand, the HFC 

architecture utilizes advanced digital modulation 
technology, for example, QAM (Quadrature Ampli­

tude Modulation) or VSB (Vestigal Sideband) and a 
coax bus fed by a frequency multiplexed fiber feed­
er for distribution to customers. Between these two 

wired alternatives, there is a wide choice in other 
parameters, such as packetization, protocols, signal­

ing and control, and so forth. Some of these will be 
discussed in this chapter. 

There are nonwired alternatives as well. Terres­
trial broadcasting, which has served analog televi­

sion for many decades, may become digital as well. 
Although digitization is led by HDTY, digital 

SDTV* and other data-broadcasting may follow 

soon. In addition, high-power satellites are giving 

rise to direct broadcasting of digital video using 
small dish antennas and inexpensive electronics. 

Figure 12.2 provides an end-to-end functional 
block diagram for delivering server content to the 

consumer terminals independent of the specific 
medium. Content is stored by service providers in 

multimedia servers (see Chapter 13). T he access 
network includes all active and passive devices, as 

well as all cabling and service interface technolo­
gies. The access node provides appropriate format 

conversions to meet internal network interfaces for 
all the services. It is typically located within the 
Telco Central Office or CATV headend, which is 
usually within several tens of miles of the con­

sumer home. The service node is usually a switch 

that connects a consumer to the server(s) of any 

service provider. Service management provides the 
gateway(s) through which a consumer selects infor­

mation providers, manages service options, and 
navigates among multiple choices. Integrated 

*Standard Definition T\l, for example, NTSC in North America and J apan, PAL and SECAM in Europe and Asia . 
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Fig. 12.2 To provide a full spectrum of normal and broad-band services, the platform must contain consumer equipment, an 
access network, and servers with content. 

OAM&P (Operations, Administration, Mainte­
nance, and Provisioning) refers to all the operations 
capabilities designed to operate a full-service net­
work with high efficiency and minimal human 
intervention. 

In this chapter, we describe each of the media 
alternatives from a full-service end-to-end network 
perspective, cover their strengths and weaknesses, 
and describe a possible evolution path into the 
future. 

12.1 CURRENT METHODS OF 
ACCESS1- 5 

Telcos provide telephone service over a network 
constructed of cabled sets of wire pairs, varying in 
count between six and 3600 wire pairs per cable 
(see Fig. 12.3). T his supports a 4-kHz analog band-

Twisted Pair 
MDF 

co Consumer .....;-----------H 
TWP: Twisted Wire Pair (Telco Base) .__ _ __, 

Fig. 12.3 Telco Architecture is narrowband, with twisted 
copper pairs connecting consumer equipment to the Main 
Distribution Frame (MDF) in the Central Office (CO). 

Consumer 

Coax 

width for voice. Individual wire pairs are bundled 
together at various points in the network, to aggre­
gate larger and larger groups of wire pairs, eventu­
ally connecting to the telephone central office. An 
important point is that each customer premise 
equipment (CPE) has a separate connection to the 
Telco central office and that the bandwidth is not 
shared. Therefore, the Telco architecture is said to 
have a star topology. 

Cable TV service providers transmit analog 
video signals from the headend (HE) to the con­
sumer's home (see Fig. 12.4) over fiber coax net­
works. Lasers at the headend transmit the full RF 
spectrum (from about 50 MHz to typically either 
330 MHz or 550 MHz) to "fiber nodes" serving 
500 to 2000 homes. From the fiber node the signal 
is distributed electrically to homes via an amplified 
tree and branch coaxial cable network. Multiple­
home taps are spaced along the coax distribution 
bus, and from each tap individual homes are con­
nected via coax "drops." All consumers receive the 
same 40+ channels of composite VSB video, each 
with a bandwidth of 6 MHz. Trap filters are often 
placed in series with the drop termination to con­
trol access to premium services. 

Long amplifier cascades for the older "all-coax 
networks" have been replaced by direct fiber links, 

HE 
Taps Ampllflers 

FCB: Fiber-Coax Bus (MSO Base) 

Fig. 12.4 Current CATV delivery system. Signals travel from the Head End (HE) to a fiber node in the CATV plant, followed 
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resulting in a maximum of three to ten amplifiers 
between a consumer and the HE. This improves 
both reliability and signal quality. CATV systems 
do not employ sophisticated operations support 
systems, and their networks provide little or no 
power redundancy. They are also cheaper on a per 
consumer basis than Telco networks. 

12.2 NEW BROADBAND WIRED 
ACCESS SCENARIOS6- 12 

Both Telcos and CATV operators can provide 
incremental upgrades for the short term. The 
Asymmetrical Digital Subscriber Line (ADSL) 
offers 1.5 to 6.0 Mbits/s downstream transport, 
depending on the length and the quality of the 
loop (see Fig. 12.5). However, at this time, it is too 
expensive, and moreover it does not provide an 

ADSL ____ Modem MDF 
co 

ADSL 
Modems 

Fig. 12.5 Asymmetrical Digital Subscriber Line (ADSL) 

provides a substantial increase in bitratc compared with the 

current telephone plant. However, it does not provide for 
evolution to the higher bidirectional bitrates that may be 

required in the future. 

Consumer 

Coax 
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integrated means of both digital and AM-VSB 
transmission of video. While it has the advantage 
of serving a sparsely distributed subscriber base 
with investment added largely as subscribers are 
added, it also requires central office (CO) modems 
and extra switching functionality in the CO to 
accomplish a channel for "broadcast" services. 
These aspects limit the overall popularity of the 
ADSL technology. 

CATV systems can construct incrementally a 
Bidirectional Fiber Coax Bus (BFCB) by (I) 
increasing downstream bandwidth to 750 MHz 
and (2; providing a very narrowband upstream 
channel for limited interactive control, as shown in 
Fig. 12.6. These steps are equivalent in cost to that 
required to build a hybrid fiber coax network, with 
substantial improvement in service capability. 

Three dominant architectures are gaining 
momentum among service providers. The first of 
these, called Hybrid Fiber Coax (HFC), is being 
considered by all the CATV operators (and some 
Telcos) as an extension of the current CATV fiber­
coax topology (Fig. 12. 7). T he second architecture, 
called the Fiber to the Curb (FTTC), is being stud­
ied by the Telcos (Fig. 12.8). The third architec­
ture, popular in Europe and Japan, is called the 
Passive Optical Network (PON) as shown in Fig. 
12.9. All three architectures and their numerous 
variations have relative strengths and weaknesses, 
and the choice between them is influenced to a 

HE 

Power 

Fig. 12.6 A Bidirectional Fiber Coax Bus (BFCB) provides an in-between , tcp from the current CATV architecture to the 

Hybrid Fiber Coax (HFC). 

Consumer 

CO/HE 

Power Power 

Fil!'. 1?. 7 HF(: is a strono- canrlirlatr. for r.volution of the current CATV architecture and has also been chosen by several Telcos. 
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Power 

CO/HE 

Power 

Fig. 12.8 The fiber-to-the-curb (FITC) system provides fiber almost to the customer premise (HE/CO to O NU). Consumer 

homes connect to the O1\'lJ by either twisted pair (as shown) or by a coax. Provision of analog broadcast video requires a Fiber­

Coax Bus (FCB) overlay. 

Host 
Optlcsl 

Consumer 
Cen1ral 

Network 

Office 
Digital . Unit 

Terminal 

Splitter t orWDM Power 
Power 

Fig. 12.9 PON systems arc basically point-to-multipoint in that they use passive splitters to share a fiber feeder among many 

closely spaced homes. 

large extent by the relative weight given to these 

factors by service providers. 
The HFC architecture provides significant 

upstream bandwidth in the 5 to 40 MHz band. 

From the headend in the "downstream" direction, 

linear photonic transmission equipment is used to 

transport telephony, various data services, switched 

digital video, broadcast digital video, and broad­

cast analog AM-VSB cable TV signals to a "fiber 

node" (FN) which typically serves up to 500 homes. 

From the fiber node, transmission is bidirectional 

over a coaxial cable tree and branch topology to 

Network Interface Units (NIUs), which serve a 

very small group of homes. Broadband video (ana­

log and digital) signals are carried into the home 

on coaxial cable for distribution to cable set-top 

boxes (STBs). Digital signals are encoded and 

decoded only once at the HDT (or elsewhere) 

using standard modulation techniques (e.g., 64-

QAM) without any form of further transcodings. 

This improves the quality of the signal displayed 

on the consumer TY. 

In the FTTC architecture, all traffic except ana­

log video is carried digitally over point-to-point 

fiber facilities from the central office to the Optical 
- r __ - ...... 

several dozen homes. However, two practical con­

siderations force a significant variation from this 

ideal. To power the ONUs and to transport broad­

cast analog TV, practical ITTC systems require an 

overlay carrying electrical power and analog TV 

channels. 
A single point-to-point fiber might serve a single 

ONU, and through it a single home (Fiber-to-the­

Home or FTTH), giving unlimited bidirectional 

digital bandwidth to the home. However, to reduce 

costs, both the fiber and ONU must be shared. 

Such sharing converts the point-to-point physiGal 

fiber star architecture into a point-to-multipoint 

architecture. 
Hybrid twisted-pair/coax connects the ONU to 

the home. Twisted pair cable is used to carry the 

digital video signal in the 5 to 40 MHz band from 

the ONU to a distribution terminal no more than 

500 feet away; where an RF combiner puts this sig­

nal on the coaxial drop carrying the analog TV 

signal. It is this 500 foot limitation on the range of 

the digital video signal on twisted pairs that limits 

the number of homes served by a single ONU. 

The PONs currently under development pro­

vide narrowband services to multiple ONUs in a 
......... ; ............ ....... H lh"" ..... ;nt rnnfim1r~tlnn ::IC:: c::hnwn in Fi,g. 
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J2.9. Each fiber leaving the CO or host digital ter­
minal serves multiple (8 to 32) ONUs. Various 
types of ONUs are used, depending on whether 
the fiber is terminated at a home, business, curb­
side pedestal, or multiunit building. Each ONU 
receives a baseband broadcast optical signal at 
approximately 50 Mbits/s, from which it selects 
the appropriate information. Upstream transmis­
sion from each ONU must be timed, in accor­
dance with provisioned time-slot allocations, to 
avoid colliding at the HDT with transmission from 
other ONUs. Upstream and downstream transmis­
sions are separated into alternating frames, using 
time-compression multiplexing, or can be full 
duplexed at two different wavelengths, for exam­
ple, 1.30 and 1.55 micron. 

12.3 WIRED ACCESS COMPARED 

All the above access architectures, HFC, me, 
and PON, provide full service capability with dif­
fering difficulty The current generation of analog 
services can be better handled by HFC systems, 
since both m e and PON require special addi­
tions for providing analog video. In addition, the 
three systems can support: (1) data services, for 
example, 1.5 Mbits/s data that require wideband 
upstream access and (2) a goal of $ I 000 per home. 

The future generation of services that need to 
be supported require all-digital transport and a 
broadband capability even in the upstream direc­
tion. Broadband bidirectional access could be pro­
vided by either HFC, me, or PONs and many 
of their variations. 

Investment-wise, the Bidirectional Fiber Coax 
Bus (Fig. 12.6) represents a relatively modest upgrade 
of existing fiber coax networks by providing: 

• Digital downstream capability for video on­
demand channels frequently shared with today's 
analog cable TV 

• Very limited upstream bandwidth for control 
information of Pay-Per-View and D igital Video 
services. 

To satisfy the full-service objective, the HFC archi­
tecture will have to be used by enabling more 
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upstream bandwidth and making the bidirectional 
bandwidth both more reliable and available. This 
may require fiber to be driven to smaller nodes 
than the existing coax plant, and the drops may 
have to be reengineered. 

Both Telcos and CATV companies have a sig­
nificant investment in their current plant and must 
evolve this to meet the needs of the future services. 
CATV systems can either evolve through the inter­
mediate step of a bidirectional fiber coax bus or go 
directly to full-service HFC. For Telcos, the ADSL 
technology provides an increment in bandwidth, 
but does not provide an evolutionary path toward 
full-service capability. Telcos must therefore begin 
constructing broadband access either via HFC or 
me systems. The deciding factor may be provi­
sion of analog broadcast video. From this broad­
band base, both Telcos and CATV companies can 
evolve to an all-digital network as the consumer 
environment evolves and technology makes costs 
fall. 

The HFC architecture, relative to me and 
PON, has a lower first cost of implementation. 
The major reason for this is that, in the case of 
me or PON, the analog cable TV must be car­
ried with special arrangements such as a broadcast 
fiber coax overlay in the case .of me. For the 
CATV companies, the HFC architecture has a 
perfect "fit" to the embedded plant. 

For the Telco, me is a more natural fit to 
their operations plans and craft skills. In the cur­
rently deployed configurations, me or PON get 
fiber closer to the home than does HFC. Some ser­
vice providers want to get fiber physically closer to 
the home, while others focus on a predominantly 
passive plant and see little difference in the two 
architectures. 

Current economics permits HFC systems to put 
the last point of network intelligence very close to 
the customer, even all the way to the home, while 
me or PON systems are economical only with 
ONUs (the last point of network intelligence for 
these systems) which serve a few dozen homes. 
Points of network intelligence closer to the cus­
tomer facilitate more complete automated fault 
isolation and more automated service provisioning. 
HFC systems provide bandwidth closer to the cus­
tomer because all of the bandwidth carried on the 
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medium is available to . every home in HFC sys­
tems, while in FITC or PON the broad band­
width of the fiber is terminated at the ONU. In 
FTTC systems, the hybrid twisted-pair/coax drop 
limits the bandwidth available to or from any 
home to only a small fraction of that on the fiber 
bus serving the ONU. 

HFC systems being deployed by both Telcos 
and the CATV providers usually retain the set-top­
box signaling and control technologies of the cable 
TV industry, while FITC or PON systems typical­
ly plan to use the ATM protocol for the upstream 
signaling. This consideration allows FITC or 
PON systems easier migration to packet-based ser­
vices through ATM connectivity. However, ATM­
capable modems are emerging from several ven­
dors that will provide equivalent capability to HFC 
systems as well. 

Evolving technology might make these three 
architectures ultimately converge. Over time, high­
powered laser transmitters and linear optical fiber 
amplifiers will make video distribution directly to 
FITC ONUs, or to HFC fiber nodes both serving 
approximately the same number of homes. Some­
time thereafter, steadily declining electronics costs 
will permit further convergence of the architec­
tures. Eventually the long held dream of "fiber 
directly to the home" will become possible. But far 

Full HDTV 
Source 

more important than this long-term system evolu­
tion view is the view of how the broadband access 
systems being deployed today will be evolvable to 
provide service parity with the newer systems that 
eventually emerge. All the three architectures 
HFC, FITC and PON, have this in situ evolution'. 
ary potential. 

12.4 TERRESTRIAL 
BROADCASTING12 

Current advanced television (ATV) research for 
terrestrial broadcasting in the VHF /UHF bands is 
converging toward a fully digital implementation. 
In the United States, a Grand Alliance* has been 
formed by proponents of digital HDTVt systems. 
The planned system is· a digital simulcast with the 
current analog NTSC transmission (see Fig. 12. 10). 
The goal of the Grand Alliance is to introduce an 
ATV terrestrial transmission standard for the Unit­
ed States. Similar digital initiatives are beginning 
to emerge in Europe andjapan. 

In a digital ATV system, an MPEG-2 com­
pressed HDTV signal is transmitted at approxi­
mately 15 Mbits/ s. This data rate is sufficient to 
provide a satisfactory distribution! quality HDTV 
service. The aggregate data rate for an ATV sys-

Full HDTV 
Display 

6MHz ) ) ) ) )~ ,;a..,--;."' 
A 6 MHz HDTV Channel 

Simultaneously 
Broadcast with: 

NTSC 
Source 

4.2MHz 

Transmitter 

) ) ) ) ) .______,I Dr::;,-------,,;Y 

A 4.2MHz 

Existing 6 MHz NTSC -Hr!._ Receiver 
Allocated Channel ~----~ 

Fig. 12.10 Terrestial Simulcast of digital HDTV and analog NTSC with similar content. See Chapter 14. 

*AT&T, David Sarnoff Research Center, General Instrument, M.I.T. North American Philips, Thomson Consumer Electron­
ics, and Zenith Electronics. 

!See Chapter 14 for a description of HDTY. 
t"°r't! ...... ,J; ,..., ..,._.,;,._11 •• ___ ..J •• -- ••-4 .. :t. .. 4: •.. •.••• I!.._ . 'T'l; 1 _ .I.! . L ! . .. L •.••.•••. I •• 1 ••. I • • 
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tern, which includes compressed video, compressed 

audio, conditional access, and an auxiliary data 

channel, is around 18 to 20 Mbits/s. In North 

America, this data rate must be squeezed into a 

channel of 6 MHz bandwidth for terrestrial broad­

casting. For some other countries, the same data 
rate only needs to fit into a 7 or 8 MHz channel. 

Other considerations are: (I) the system must be 

able to sustain multipath distortion; (2) the system 

should be robust to interference to and from exist­

ing analog TV services; (3) the system should pro­

vide fast carrier recovery and system synchroniza­

tion for rapid channel changing; and (4) the system 

should provide easy transcoding to and from other 

transmission media, such as satellite, cable, fiber, 

mobile reception, and computer networks. 
Transmission of 18 to 20 Mbits/s in a 6 MHz 

terrestrial band could be achieved by a 16-QAM 

scheme where in-phase (I) and quadrature (Q) 
components each carries data of 2 bits/symbol. 

The symbol rate of each component is approxi­

mately equal to the usable bandwidth. Another 
alternative is a four-level VSB modulation scheme, 

where each symbol again carries 2 bits and the 

symbol rate is about twice the usable bandwidth. 

Thus, the bit rate is about the same as for 16-

QAM. The noise performances of 4-VSB and 16-

QAM are similar. 
Another choice is between single-carrier modu­

lation (SCM) and multicarrier modulation (MCM), 

such as orthogonal frequency division multiplexing 

(OFDM) currently under investigation in many 

countries in Europe and elsewhere. In SCM, the 

information bits are used to modulate a carrier 

that occupies the entire bandwidth of the RF 

channel. The SCM-QAM technique has long been 

used in satellite communications, line-of-sight digi­

tal microwave radio, telephone modems, and so 
forth. 

In MCM, QAM symbols are used to modulate 

multiple low data-rate carriers, which are transmit­

ted in small bands at different frequencies within 

the channel. Since each QAM modulated carrier 

has a sin(x)/ x frequency spectrum, the carrier spac­

ing is selected so that each carrier is located at the 

zero crossing points of the other carriers to achieve 

frequency domain orthogonality. Although the car­

rier spectra overlap, they can be orthogonally 
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demodulated without intercarrier interference. 
MCM can be implemented via the digital Fast 

Fourier Transform (FFI'), where an inverse FFT is 

used as the modulator and an FFT as the demodu­

lator. One important feature of MCM is that, by 

inserting a guard interval of small duration 
Letweeu Lhe MCM symbols, or FFT blocks, and 

using "cyclic extension," the intersymbol interfer­

ence (ISi) can be eliminated. However, the ampli­

tude/phase distortion within a MCM symbol still 

exists. Another advantage is that the MCM signal 

spectrum is more rectangular in shape, which 

means a higher spectrum efficiency than the SCM 

sy,tem. There are many projects in Europe to 

implement an MCM system for digital SDTV / 

HDTV broadcasting. However, more experience is 

necessary before a detailed comparison can be 
made. 

MCM is more robust to time domain impulse 

interference, since the interference will be averaged 

over the entire FFT block. However, MCM is vul­

nerable to single frequency tone interference. SCM 
needs tu reserve part of the spectrum for pulse 

shaping (frequency domain), while MCM needs to 

insert guard intervals (time domain). For channels 

with multipath distortion, SCM may need a train­

ing sequence to assist adaptive equalizer conver­

gence and synchronization. MCM usually sends 

our reference carriers to obtain channel state infor­

mation for frequency domain equalization and 

channel decoding. 
The Grand Alliance HDTV system uses a con­

catenuated forward error correction (FEC) code 

with the inner code implemented using trellis cod­

ed modulation (TCM) and the outer code imple­

mented using a Reed- Solomon (R-S) code. The 

inner code combines coding and modulation into 

one step to achieve high coding gains without 

affecting the bandwi<lLl1 uf Ll1e signal. In a TCM 

encoder, each symbol of n bits is mapped into a 

constellation of (n + I) bits, using a set partitioning 

rule. To achieve a spectrum efficiency of 4 

bits/s/Hz, n is set to 4. The resulting TCM con­

stellation is 32-QAM. T he 4-VSB modulation, 

having 2 bits/symbol, can be trellis coded into 8-

VSB, having 3 bits/symbol, including one error 

protection bit, for transmission. This scheme also 

achieves a spectrum efficiency of 4 bits/ s/Hz, 

f 
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since the symbol rate of VSB system is twice that 

of the QAM system. It should be noted that TCM 

coding only increases the constellation size and 

uses this additional redundancy to trellis-code the 

signal; there is no bandwidth expansion. A TCM 

code can be decoded with the Viterbi algorithm 

that exploits the soft decision nature of the 

received signal. The coding gain for a two-dimen­

sional TCM code over a Gaussian channel is 

around 3 dB for a BER of 10- 15_ 

The output of the inner code delivers a symbol 

error protection rate, of approximately I 0- 3 to the 

outer code. In a R- S encoder, information data is 

partitioned into blocks of N information bytes (N is 

typically between 100 and 200). The output of the 

R- S encoder has a block size of N + 2t, where 2t 

additional bytes are generated for each block, 

which can correct t-byte transmission errors. Since 

more data are "generated" by a R-S encoder, 

additional bandwidth is required to transmit the 

coded data. Because of the bandwidth constraint 

in broadcasting, the redundancy must be limited to 

about IO percent. 
The motivation for using TCM as the inner 

code and R-S as the outer code is that the TCM 

code has good noise-error performance at low sig­

nal-to-noise ratios (SNR), and a BER* versus SNR 

curve with a relatively slow roll-off. On the other 

hand, an R-S code has a very fast BER roll-off, 

but requires additional bandwidth. In a concate­

nated system, the bandwidth efficient TCM code is 

implemented to achieve high coding gain and to 

correct short bursts of interferences, such as 

NTSC synchronization pulses from an interfering 

analog TV channel in a nearby cityt. The required 

output BER is around 10-3 to 10- 4_ The R- S 

code is used to handle the burst errors generated 

by the inner TCM code and to provide a BER of 

10- 9 or lower. The drawback of the concatenated 

coding system is that it has a brick-wall or thresh­

old type of performance degradation. The signal 

dropout is within I dB of SNR change around the 

threshold. Some argue that such a sharp "cliff" is 

inappropriate for broadcasting and is one of the 

serious shortcoming of digital broadcasting. 

*Bit Error Rate 

T he concatenated coding can be applied in 

both SCM and MCM systems. With today's imple­

mentation of this channel coding technique, sys­

tem carrier-to-noise ratio (C/N) for a BER :,; 10- 9 

needs to be about 15 to 16 dB for the ATV system. 

An interleave and deinterleave is also typically used 

to exploit the error correction ability of FEC 

codes. Since most errors in thf: raw bitstream occur 

in bursts, they often exceed the error correction 

ability of the FEC code. Interleaving can be used 

to decorrelate these bursts into isolated errors that 

can be handled by the FEC code. 
For SCM systems, multipath distortion results in 

intersymbol interference (ISI) and may cause loss 

of data. For MCM systems, if a guard interval is 

implemented and the multipath spread is less than 

the guard interval, there will be no intersymbol 

interference. However, there are still in-band fad­

ings, which could cause severe amplitude/phase 

distortion for high-order QAM signals. In both 

SCM and MCM some measures must be taken to 

combat the multipath distortion. One way to 

reduce the multipath distortion is to use a high 

gain directional antenna. For a SCM system, a 

decision feedback equalizer is also used to mini­

mize the multipath distortion. A training sequence 

can be embedded in the transmitted signal to assist 

fast convergence and system synchronization. 

However, any adaptive equalizer can also cause 

noise enhancement, which would decrease the sys­

tem noise performance under a multipath sce­

nario. 
For a MCM system, the use of a guard interval 

can eliminate the ISi, but it also reduces data 

throughput. To minimize the loss of throughput, 

the size of the FFT must be increased. However, 

the size of the FFT is limited by digital signal pro­

cessing (DSP) hardware capability and receiver 

phase noise. To compensate for in-band fading, a 

frequency domain equalizer can be used in combi­

nation with soft decision trellis decoding using 

channel state information. One of the distinct 

advantages of MCM over SCM with an adaptive 

equalizer is that MCM is not sensitive to variations 

in delay as long as the multipath falls within the 

" -· r ____ - - -"'--- ... - ...... h •. ,.;t.., .... ; .... ,.. th,-. C'~m,. r h ~nnPI ;,. r~II Prl rn-r.hnnntl inltrference. See Chaoter 14. 
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guard interval and the interleave can effectively 
decorrelate the faded signal. Adaptive equalization 
performs better on short-delay multipaths than on 
long-delay multipaths. Therefore, MCM is poten­
tially a better candidate for cell based networks, 
where there are long delay manmade multipaths. 
For a SCM system, a directional antenna must be 
used at some sites where strong multipath distor­
tions are encountered. 

The composite analog TV signal has a nonflat 
frequency spectrum, with three distinct carriers 
for luminance, chrominance, and audio. T he 
luminance carrier has the highest power, of which 
the main contributor is the synchronization pulses. 
For an SCM system, an adaptive equalizer can be 
used to reduce the impact of co-channel analog 
TV interference. A few decibels gain of carrier-to­
interference ratio (C/I) can be achieved when 
adaptive equalization is used. An adaptive equal­
izer can also exploit the cyclostationary nature of 
the co-channel ATV interference. Other ap­
proaches include the use of a comb filter to create 
spectrum notches to reduce interference at the 
expense of a 3 dB noise enhancement, and using 
spectrum gaps to avoid interference with the 
penalty of reducing throughput. An MCM system 
is vulnerable to co-channel analog TV interfer­
ence because of its nonflat spectrum. MCM carri­
ers colocated with interfering analog luminance, 
chrominance, and audio carriers may suffer from 
strong interference. To avoid this, some MCM 
carriers can be turned off to create spectrum 
"holes" with the penalty of reducing system 
throughput. This can take up a substantial frac­
tion of the 6-MHz bandwidth. A better solution is 
to rely on an error correcting code to recover lost 
data. An interleaver and channel estimator com­
bined with a soft decoding algorithm and error 
erasure could be used to combat co-channel ana­
log TV interference. The performance of this ap­
proach has yet to be demonstrated. 

For a SCM system, the peak-to-average power 
ratio depends on the channel filter roll-off. A faster 
roll-off, which has a higher spectrum efficiency, will 
result in a higher peak-to-average ratio. The typi­
cal peak-to-average ratio is about 7 dB. Some ATV 
systems take advantage of the nonsymmetric prop­
erty of the analog VSB TV receiver input filter to 
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transmit more power or to implement a pilot tone 
without increasing the co-channel interference into 
the analog channel of a nearby city. For an MCM 
system, the amplitude distribution is closer to 
Gaussian, having a relatively high peak-to-average 
ratio. Tests show that a SCM system is marginally 
better, by I to 2 dB, than a flat spectrum MCM 
system. However, if spectrum shaping is used, 
opening holes in the spectrum where analog carri­
ers are normally located, a few decibels gain may 
be achieved by MCM systems. 

12.5 Direct Broadcast 
Satellites 14 

A Direct Broadcast Satellite (DBS) system pro­
vides approximately 150 channels of direct-to-the­
home TV in a compressed form that can be 
received by an 18-inch diameter dish antenna, 
decoded, and made ready for display to the con­
sumer television set (see Fig. 12.11 ). In a little over 
a year since its introduction, more than 1 million 
direct broadcast satellite receivers have been 
installed in United States homes. Equally impres­
sive, the entire receiver electronics system, includ­
ing the antenna, low-noise front end, and set-top 
box are sold at less than $800 per system. The 
quality of video is generally comparable to that of 
broadcast or cable video. 

The information flow from the video source to 
the satellite and back to the consumer's home is 
shown in Fig. 12. 12. Video signals on earth from a 
variety of sources are compressed with the MPEG-
2 algorithm, multiplexed perhaps using statistical 
multiplexing (see Chapter 8), and then sent using 
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Fig. 12.11 Direct Broadcast Satellite System. 
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Fig. 12.12 Information Flow from Direct Broadcast Satellite to the consumer's home. 

an existing uplink to a geostationary statellite. The 
signal representing this bitstream is amplified by 
transponders within the satellite and beamed 
directly to the small dish antenna at each con­
sumer's home. T he modulation technique that is 
used often is Quadrature Phase-Shift Keying 
(QPSK), which provides 2 bits per symbol. The 
modulator creates In-phase (I) and Quadrature (Q) 

components of bitstreams which are then added 
before up-conversion to a higher frequency for 
transmission. Forward Error Correction (FEC) is 
required for noise tolerance and correction of 
transmission errors. Convolution (trellis) encoding 
provides protection against short impulsive error 
bursts. Reed- Solomon block codes help detect and 
correct longer duration errors. 

The first of the DBS satellites currently in orbit 
was launched in December, 1993. It carries 16 
transponders. Each transponder has a 120W out­
put,* about 10 to 20 times the output of a typical 
communications satellite designed for a much larg­
er receiver antenna. The transponder and antenna 
gain on the satellite yield a downlink radiated sig­
nal of more than 50 dBW, depending on receiver 
location. The receiver's parabolic antenna provides 
a gain of approximately 30 dB at 12 GHz. The 

antenna must be installed with a clear view of the 
southern horizon and pointed at the satellite, 
which is geosynchronously stationed at IO IO W 
longitude and aimed at the continental United 
States. 

In spite of the high power and high antenna 
gain of the transponders and the satellite, high 
performance is still required of the front-end 
receiver circuitry. The gain of the receiver antenna 
partially compensates for the 200 dB path loss 
incurred at 12 GHz over the 37,000 km synchro­
nous orbit distance. The DBS receiving antenna 
uses a Low-Noise Block (LNB) mounted at the 
focal point of the dish to provide gain for the 
approximately - 100 dBm received signal. The RF 
and IF stages of the receiver circuitry are designP.cl 
by balancing the allocation of gain, noise, and cost 
among various blocks, while providing protection 
against overload, which can easily occur at signal 
levels higher than - 80 dBm. The low-noise block 
is more than just an amplifier. It also down-con­
verts the 12 GHz untuned signal to a range of 950 
to 1450 MHz. The next stage is to further down­
convert the signal to a single channel at around 70 
MHz and apply synchronous demodulation to get 
both the In-Phase (I) and Quadrature (Q) digital 

*An alternative configuration allows eight transponders to operate at 240 W. 
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components. Such a tuned signal is then ready for 
data recovery. 

T he processing performed in the set-top box 
does the QPSK demodulation to get a symbol rate 
of approximately 21 MHz, which produces a raw 
bitrate of about 42 Mbits/s. The output data from 
the demodulator is then fed to an FEC decoder, 
which incorporates a Viterbi decoder concatenated 
with a Reed-Solomon decoder. The final error­
corrected payload is either 23 Mbits/s or 30 
Mbits/s, depending on configuration and FEC set­
tings. 

The output of the FEC decoder is fed to an 
MPEG Systems demultiplexer, followed by the 
audio/video decompression devices. T he resulting 
Y Cb Cr video components are then usually com­
bined to produce a composite NTSC signal. This 
is then either passed directly to the baseband 
inputs of the TV or up-converted to channel 3 or 4 
and passed to the RF antenna inputs. 

The current Direct Broadcast Systems distrib­
ute many of the same programs seen on the cable 
television systems. However, there is no local pro­
gramming. In addition, DBS is able to show special 
interest and special event programming. An attrac­
tive user-friendly interface is created on a channel 
that is reserved for on-screen menus and selection 
guides. T he growth of the DBS system in the Unit­
ed States has been much higher than expected. 
The early experience in Europe and Japan also 
shows significant promise. With the cost of the 
receiver electronics coming down, we expect 
strong demand and growth of direct broadcast 
satellite services. 
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13 
INTERACTIVE TELEVISION 

Interactive television (ITV) is a new form of digital 
consumer multimedia service that can give viewers 
much greater control over the content of the pro­
grams than is possible with conventional analog 
television. 1- 3 Advances in audio/video compres­
sion, multimedia database systems, ongoing 
deployment of broadband networks, inexpensive 
home terminals, and user-friendly interfaces will 
provide the infrastructure for offering a wide vari­
ety of interactive video services to consumers at 
home via standard television. Such services include 
video on demand, video telephony, multimedia 
information retrieval, distance-education, home 
shopping, and multiplayer, multilocation video 
games, and so forth. This chapter deals with a plat­
form over which many of these services can be 
implemented. 

T he most important aspect of interactive televi­
sion is the ability of the viewer to exercise both 
coarse and fine-grain control over the contents of 
the programming being viewed. By comparison, 
current television allows the viewer to select only 
among a number of channels that broadcast a pre­
determined presentation to a large audience. This 
presentation follows a predefined sequence from 
start to finish and cannot be customized in any 
manner by an individual viewer. In interactive tele­
vision, viewers can directly control the content dis­
played on their TV screens. With a properly 

only a program, but also other related information 
that is referenced in the program. The selected 
multimedia material could contain still images, 
moving video, and audio. Creating a customized 
entertaining experience with audio/video whose 
quality is comparable to state-of-the-art conven­
tional TV programming is the challenge of inter­
active TV Computer video games, for example, 
have always been interactive, but in most cases the 
pictures that were controlled were cartoon-like. 
The quality of these pictures has been steadily ris­
ing as the result of the growing programming 
sophistication, inexpensive hardware, and the 
desire of the viewers to see exactly what they want 
in a time frame that they can allocate among other 
competing demands on their time. 

ITV programs generally consist of a collection 
of media elements together with software that con­
trols the program flow in response to consumer 
inputs and directs how the media elements create 
the multimedia presentation. Media elements, such 
as audio and video clips, still images, graphics, text, 
etc., are the primitives of the presentation and art'. 
created as part of the process of producing the 
ITV application. 

Each viewer of an ITV application is totally 
independent. This requires that a separate instance 
of an application be executed by the ITV system 
for each viewer, although the stored or synthesized 
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Fig. 13.1 This block diagram shows a variety of services such as video-telephony, games, and ITV The system consists of 

servers, a distribution network, and the set-top box (customer-premise equipment, CPE). 

cations bandwidth must be allocated for each view­

er, a situation that requires a logical star topology 
similar to the telephone network rather than the 
shared bandwidth topology of the conventional 

broadcast or cable TV (see Chapter 12). 
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for each viewer of an ITV system is the key enabler 

for such services. An ITV system deals with data 
types (e.g., audio and video clips) that are typically 
large (even after compression) and must be processed 

within real-time constraints. The data throughput or 
bandwidth required for each viewer can be 25 to I 00 

times that required for standard voice telephony. 
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Fig. 13,2 An experimental fantasy sports league application. A videophone call is in progress in the window at the upper left 

corner. The rectangular area labeled "Hang Up" is a button to be clicked by the user (via the remote control) to terminate the call. 
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Fig. 13.3 A screen from an experimental children's educational application. The areas labeled "Zap, Erase, Clue, Loot" and the 
boxed letters N, L, G, T, !, and Hare all buttons. The button Nis shown highlighted after being clicked. 
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Fig. 13.4 A screen from an experimental home shopping application. As the user clicks the buttons labeled with manufacturer 
names, video presentations about various juice extractors arc played in the window to the right. Clicking the button labeled Consumer 
Service will initiate a telephone call (audio or video) to a customer sales representative who can answer questions about the products. 

The four main components of interactive televi­
sion systems are: (I) a home terminal, commonly 
known as the set-top box (STE) or customer premis­
es equipment (CPE), (2) an access network, (3) a net­
work-based server, and (4) a powerful user-friendly 
interface. Figure 13. I shows a typical configuration 
of an ITV system. Figures 13.2 to 13.4 show typical 
video screens from an experimental ITV system.5 In 
this chapter, we discuss the CPE, network-based 
servers, and user interface. T he access network has 

13. l CUSTOMER PREMISES 
EQUIPMENT 

The cost of the CPE is a dominant factor in the 
overall cost of the ITV system. The less expensive 
the CPE, the more likely it is that people will try 
the service and become repeat users. The CPE (or 
STE) typically takes the form of a box sitting on 
top of the TV set.4 This CPE connects to both the 
television and to an external communication net-
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satellite) via a subscriber "drop" or "loop" from an 
outside pole, underground conduit, or direct 
broadcast antenna. Each TV set in a home typical­
ly requires its own STB. 

For standard, noninteractive, analog TV pro­
grams delivered via a CATV plant, a STB includes 
analog frequency translation, program descram­
bling circuitry, and a simple wireless remote con­
trol. Such a STB has a very low cost and is often 
owned and supplied by the network operator. 

When interactive services are offered, the com­
plexity and cost of the STB increases. Since the 
digital services are new "add-ons," the new STB 
must provide both the analog functions outlined 
above as well as the digital functions of audio and 
video decompression, demodulation to recover 
the digital feeds, decryption, an upstream modem 
for communicating consumer control requests 
back to the program source, plus a user-friendly 
interface. T his type of STB, for use on a CATV 
plant, often costs several times the basic analog 
STB. However, this cost is expected to go down in 
the future. 

The basic interactive STB just described is 
capable of supporting a variety of interactive 
video services. Among them are the popular ones 
such as movies-on-demand and home shopping. 
To support these services, a source of interactive 
service programming (called a server) sends an 
individual, digitally compressed bitstream to the 
STB of the consumer currently using a particular 
service provided from that server. As noted previ­
ously, each feed will be distinct because each con­
sumer may be viewing a different portion or a dif­
ferent presentation of the program. 

The bitstream representing the audio/video 
program sent to the basic interactive STB needs to 
be decompressed and fed to the TV set. All of the 
processing required to create the real-time interac­
tive program is usually performed at the program 
server. T his might include the composition of mul­
tiple audio and video elements to create the final 
presentation. T his partitioning of functionality 
assures that the cost of the STB is minimized. 
Sharing of network-based functionality to reduce 
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CPE, and thereby the total system cost, is common 
in the network-based services industry, including 
telephony. However, this strategy of reducing CPE 
costs by sharing functionality in the network can 
restrict the types of interactive applications that 
can be effectively supported. Highly interactive 
applications, such as rapid reaction video games 
(called "twitch" games), require extremely low 
latency from the time a consumer presses a button 
until the effect is seen on the screen. 

A consumer's remote control input is transmit­
ted from the STB back to the server in the net­
work. T his input can change the flow of the pro­
gram being executed by the server on behalf of 
that consumer. The audio and video bitstream pro­
duced by the server is compressed, often in real­
time, * and modulated for transmission to the con­
sumer's STB. The STB then simply demodulates 
the received signal to recover the transmitted bit­
stream and decompresses it to create the presenta­
tion on the TV set. 

T he principal latency in this architecture does 
not arise from the transmission time of either the 
control input from the STB to the server or from 
the transmission of the video from the server to the 
STB. T he latency arises because compression 
schemes, like MPEG, require one or more frame 
delays in the encoding process plus additional 
frame delays in the decoder. In interactive graph­
ics, 100 ms, or roughly 3 NTSC frame times, is 
typically regarded as the upper bound on latency 
for maintaining the consumer's feeling of instant 
control response. To reduce the decompression 
latency, the STB could support the local execution 
of highly interactive graphical applications. In this 
case, the STB has direct access to the locally syn­
thesized graphics without the delay imposed by 
compression and decompression for transmission 
from the server. However, local execution of appli­
cations requires additional capabilities in the STB, 
with a corresponding increase in cost. At a mini­
mum, it requires a processor with memory for pro­
gram and data storage. Additional capabilities 
could include sound generators, video layering, 
special effects, control ports, and so forth. The fea-

"In many instances the server may store bitstreams compressed previously in non-real-time. In some other instances, an uncom­
pressed bitstream may be sent to the STB. 
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tures that cai;i be added to an intelligent high-end 

STB are essentially unlimited, and such a STB 

could resemble a high-end multimedia personal 

computer with a modem, but without the display 

(since a TV is used as the display). 
In addition to the reduction in interactive 

latency, STBs with significant local processing 

power can assume more of a client- server rela­

tionship with the server as opposed to the source­

sink model of the basic STB and server. The 

client-server relationship complicates the develop­

ment of applications and introduces potential 

security and authentication problems. However, it 

can define open interfaces between the different 

software modules (in the server and the client) and 

therefore offers flexibility in developing applica­

tions by multiple vendors. As the cost of digital 

hardware continues to decline, the price difference 

between the basic and high-end ST Bs will shrink 

significantly. In the long run, all STBs will have 

substantial capability, and the functionality of the 

basic STB will be incorporated directly into televi­

sion sets. With further increases in local processor 

power, it will be possible for most functions of a 

STB, including decompression, modems, graph­

ics, and so forth to be implemented entirely in 

software. 
In the telephone network, the network- CPE 

interface is well defined and open, enabling con­

sumers to purchase or lease telephone sets with 

features to match their needs. On the other hand, 

most CATV system operators view the ST B as 

part of a network, and lease STBs to their cus­

tomers as part of their service package. STBs used 

in CATV systems differ in their frequency plans, 

scrambling and address control systems, signaling, 

and modem capabilities. T his approach has limit­

ed the services available to the consumers to only 

those supplied by the CATV operator. It has led to 

unfortunate situations where some features of 

expensive TVs, such as picture-in-picture, cannot 

be used on a CATV system, and consumers can­

not use a VCR to record one program while 

watching another. If an interface between a 

CATV network and the STB were well defined 

and open, consumer electronics firms could man­

ufacture STBs with a variety of feature sets to 

meet different consumer needs, or build the basic 

STB functionality directly into the TV set to lower 

the cost. 

13.2 INTERACTIVE TELEVISION 
SERVERS 

ITV servers are a collection of computing, storage, 

and communications equipment that implement 

interactive video services. A service may require 

more than one server to be implemented, or a 

server may implement more than one service. The 

overall architecture of a server is shown in Fig. 

13.5. All subsystems of the server communicate 

with each other via a local high-bandwidth inter­

connect and a switch. T his architecture can be 

used to scale the capabilities of the server incre­

mentally, and it provides isolation between the var­

ious subsystems. 
A storage subsystem stores the media (audio/ 

video/ data) samples. It may use different combina­

tions of tapes, disks, and semiconductor storage 

technologies to meet the capacity and latency 

requirements of the various applications. As dis­

cussed later, these storage technologies are typically 

combined into a hierarchy to optimize perfor­

mance for a given cost. 
Application processors interact with the storage 

subsystem to deliver the output of various media to 

the subscribers' CPE or to compose media for 

eventual presentation. Media composition subsys-
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Fig. 13.5 Architecture of ITV server includes several 

subsystems optimized for specific functions and a high-speed 

network connecting them. OAM&P refers to operations, 

administrated maintenance, and provisioning. 
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terns use media samples from the storage subsys­
tem, along with control commands from the appli­
cation processors, to create a single composite 
compressed audio and video bitstream as required 
by each STB. 

As mentioned previously, when driving basic 
low-cost STBs, servers emulate compressed digital 
program sources. H ere the servers generate com­
pressed audio and video streams in standard for­
mats that require only decompression in the STB. 
Consumers' remote control button-press signals 
are carried back to the server for interpretation by 
the service application. With larger processing 
power, STBs will be able to compine and manipu­
late media samples. In such cases, the server need 
only send primitive media elements to the STB to 
be processed under the control of the locally exe­
cuting services application. 

A special class of servers called the gateway serv­
er (see Fig. 13.1) provides the navigation and other 
functions required to support the consumer's inter­
face for the selection of services. These servers pre­
sent "menus" of available services (e.g., movies-on­
demand, home shopping, and broadcast television), 
;iccept the consumer's selection, and then hand off 
control to the server providing the selected service. 
T he visual interface and navigation scheme of a 
gateway server are completely programmable. A 
high-end interactive media server can present a very 
rich full-motion audio/video interface, whereas a 
low-end system can provide simple text-based 
menus. Gateway servers allow customization by 
individual consumers of the on-screen appearance 
and operation of the system (see Fig. 1.5). Con­
sumers might simply designate their favorite services 
to be shown first or they might engage "intelligent 
agents" to notify them of programs or events of 
potential interest. This could also provide different 
views of the system for each individual in a house­
hold. For example, when the TV is turned on with a 
child's remote control, the system could show only 
programs or services suitable for children. 

Two key components of the server technology 
are ( 1) the logical organization of the multimedia 
samples in a file system or database and (2) tech­
niques by which media components can be "con­
tinuously" (real-time) recorded or played back 
from the server. We review these two aspects below. 
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13.2. l Multimedia Data 
Storage 

Multimedia storage systems are characterized by 
many new capabilities as compared to standard 
ASCII storage systems (either ftles or databases); for 
example, massive storage volumes, large objects, 
rich object types, more flexible relationships among 
objects, temporal composition of media objects, 
synchronization of various media for effective pre­
sentation, etc. Among the choices for logical organ­
ization of the multimedia data are: 

• Multimedia file systems 
• Extended relational database management sys­

tems (RDBMS), which support multimedia as 
binary objects and in some cases support the 
concepts of inheritance and classes 

• Object-oriented databases. 

13.2. 1. 7 Multimedia file systems 

File systems provide support for storing data in 
most computer systems. Interfaces between file sys­
tems and other parts of the software system of a 
computer are well known, understood, and contin­
ue to evolve. T his is true of both single standalone 
computers as well as networked computers with a 
shared-network file system. In cases where addi­
tional functionality is desired (e.g., concurrent 
transactions, flexible queries, indexing, report gen­
eration) database are used. 

T here are many disadvantages to file systems 
when they are used as DBMSs: 

• They do not provide physical data indepen­
dence. Application developers must be intimately 
familiar with the physical layout of data. 

• They do not provide backup or recovery mecha­
nisms beyond those provided by the underlying 
operating system, which are often inadequate. 

• They are not supported by a query language 
such as the Srrucrured Query Language (SQL). 
Consequently, application programs must 
manipulate the file data using lower-level pro­
gramming languages. 

• They are not very portable, since ftle systems 
vary among different operating systems. 

However, the additional functionality provided 
by a database system comes at the expense of sub-
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stantial overhead. File systems are therefore used 
when the above functionality is not required or 
when the overhead of a database system cannot be 
tolerated. Typically, movies-on-demand systems, 
where records are almost always accessed in the 
same sequence, may be implemented via a file sys­
tem. To satisfy the stringent requirements of con­
tinuous media, many modifications are necessary. 
Much work has been done in this area and a num­
ber of implementations of file systems exist that 
can support multimedia. 

13.2. 1.2 Relational Database 
Management Systems 
(RDBMS) for Multimedia 

Relational databases are a collection of tables 
(called relations) containing data supplied by the 
user. Data are extracted by composing queries that 
"cut and paste" selected tables. Rules for cutting 
and pasting are based on relational algebra and are 
embodied as a query language (e.g., SQL). Stan­
dard database features include functionality such 
as concurrency control, recovery, and indexing. 
Relational databases have traditionally been 
designed to operate mostly with small fields (large 
multimedia objects will lose efficiency in a DBMS). 
Also the shared data is usually of a single type, 
namely ASCII characters. 

The key limitations of relational databases are 
in two areas: the relational data model and the 
relational computational model. Relational data­
bases have been extended by incorporating an 
additional data type, commonly known as a binary 
large 01lject (BLOB), for binary free-form text images 
or other binary data types. Relational database 
tables include location information for the BLOBs, 
which may be stored outside the database on sepa­
rate servers, thereby extending the database to 
access these BLOBs. Extended relational databases 
provide a gradual migration path to more object­
oriented databases. Relational databases also have 
the strength of rigorous management for maintain­
ing the integrity of the database, an important fea­
ture that has been lacking in early object-oriented 
databases. A number of database vendors, with a 
large invested base in relational database products, 
offer a variety of extensions to handle multimedia 

pointers to continuous media data (i.e., audio and 
video). 

13.2. 1.3 Object-Oriented Database 
Management Systems 
(OODBMS) for Multimedia 

Object-oriented database management systems 
incorporate a collection of user-defined object 
types (called classes). For each class, appropriate 
operations and data structures are defined either 
by the system or by the user. Most object databases 
are modeled around the class paradigm of the 
object-oriented languages (such as C + + or small 
talk). In the context of multimedia, OODBMS 
provide the following useful characteristics: 

The natural ability to express relationships 

between objects in different classes (e.g., relation­
ships between component audio and video 
objects to create a "composite" multimedia pre­
sentation). 

• Unlike in a relational database, there is no mis­
match between the application's and the data­
base's view of the world, since both have the 
same data model. 

Different components (e.g., a sequence of 
frames representing a scene in a movie) of an 
MPEG-2 bitstream can be stored as different 
objects. This will allow the original MPEG-2 
stream to be customized by selecting a subset of 
the components. An object-oriented database sup­
ports both encapsulation (the ability to deal with soft­
ware entities as units) and inheritance (the ability to 
create new classes derived in part from existing 
object classes). These concepts constitute the fun­
damental tenets of the object-oriented paradigm. 

The class definition in the object model has spe­
cial applicability for multimedia data. Text, audio, 
still images, and video can each be of a different 
object class. Stated differently, the class definitions 
associate specialized processing to typed data, that 
is, the ways in which the various primitive media 
types are accessed and used. OODBMS also pro­
vide advantages in terms of the speed and a wider 
range of capabilities for developing and maintain­
ing complex multimedia applications. OODBMS 
capabilities, such as extensibility, hierarchical struc-
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timedia applications. Message passing, for example, 
allows objects to interact using each other's meth­
ods, which can be customized by the programmer. 

Complex "composite" objects can be construct­
ed that collect various "primitive" media objects 
such that the desired presentation and interaction 
are captured in the composite object. OODBMS 
are extensible (i.e., users can define new operations 
as needed) and allow incremental changes to the 
database applications. These changes would be 
more difficult to express in a relational language 
(e.g., SQL). 

Summing up, the object-oriented paradigm 
offers several advantages for multimedia systems: 

• Databases that understand the types of multime­
dia objects and will ensure that appropriate 
oper~tions are applied to each class. 

• Easy to manipulate component multimedia 
objects that allow the making of a composite 
multimedia presentation. 

• Facilities for the user to customize object classes 
and processing methods for each class 

• Better sharing of component media objects and 
therefore the need to store only one copy for 
each media object. 

The OODMS must be capable of indexing, 
grouping, and storing multimedia objects in dis­
tributed hierarchical storage systems, and accessing 
these objects on a keyed basis. A multimedia object 
(e.g., a video presentation) may be a component of 
a multiple hypermedia* document such as memos, 
presentations, video sales brochures, and so forth. 
The design of the object management system 
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should be capable of indexing objects in such a 
manner that there is no need to store multiple 
copies. 

13.2.2 Recording and Retrieval 
for Multimedia5-9 

Digital audio/video is a sequence of quanta 
(audio samples or video frames). Retrieval and pre­
sentation of such quanta require continuity in 
time; that is, a multimedia database server must 
ensure that the recording and presentation follows 
the real-time data rate. During presentation, for 
example, the server must retrieve data from the 
disk at a rate that prevents the output device (such 
as a speaker or video display) from overflowing or 
running out of samples. 

To reduce the initiation latency and buffering 
requirement, continuous presentation requires 
either (I) a sequence of periodic tasks with dead­
lines, or (2) retrieval of data from disks into buffers 
in rounds. In the first approach, tasks include 
retrieval of data from disks, and deadlines corre­
spond to the latest time (e.g., MPEG Systems Time 
Stamps) when data must be retrieved from disks 
into buffers to guarantee continuous presentation 
(see Fig. 13 .6). In the latter approach, in every 
round sufficient data for each media stream is 
retrieved to ensure continuous presentation. T he 
server has to supply the buffers with enough data 
to ensure continuity of the playback processes. 
Efficient operation is then equivalent to preventing 
buffer overflow/underflow while minimizing buffer 
size and the initiation latency. Since disk data 

ITV CPE-Client 

Audio 
Decompression 

Control 

Video 
Decompression 

Remote 
Control 

Fig. 13.6 Since the data flow is bursty owing to varying compression ratio and j itter in the storage system, buffers are required in 
the CPE and the server to ensure smooth data flow to the presentation hardware (i.e., TV). 

*Hyper media documents contain pointers to other documents or to other places in the current document. 
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transfer rates are significantly higher than a single 
stream's data rate, a small buffer should suffice for 
conventional file and operating systems support for 
several media streams. 

The real challenge is in supporting a large num­
ber of streams simultaneously. ITV servers must 
process retrieval requests from several CPEs simul­
taneously. Even when multiple CPEs access the 
same file (such as a popular movie), different 
streams might access different parts of the file at 
the same time. Since disk 1/0 rates significantly 
exceed those of single streams, a larger number of 
streams can be supported by multiplexing a disk 
head among several streams. This requires careful 
disk scheduling so that each buffer is adequately 
served. In addition, new streams should not be 
admitted unless they can be properly served along 
with the existing ones. 

13.2.2.1 Disk Scheduling 

. Database systems employ disk scheduling algo­
rithms, such as "first come, first serve" and "short­
est seek time first," to reduce seek time and rota­
tional latency, to achieve high throughput, and to 
enforce fairness for each stream. However, contin­
uous media constraints usually require a modifica­
tion of traditional disk-scheduling algorithms so 
they can be used for multimedia servers. 

One commonly used disk scheduling algorithm, 
c~lled the Scan-EDF (Earliest Deadline First), ser­
vices the requests with earliest deadlines first. 
However, when several requests have the same 
deadline, their respective blocks are accessed with 
a shortest-seek-time algorithm. Scan-EDF 
bec?mes more effective as the number of requests 
havmg the same deadline increase. This happens 
more frequently as the ITV server services a larger 
number of CPEs. 

If data are retrieved from disks into buffers in 
r?unds'. a commonly used disk scheduling algo­
rithm is C-LOOK (Circular LOOK), which steps 
the disk head from one end of the disk to the other 
retrieving data as the head reaches one of th~ 
requested blocks. When the head reaches the last 
block that needs to be retrieved within a round the 
~sk h~ad is moved back to the beginning of the 
disk without retrieving any data, after which the 

13.2.2.2 Buffer Management 

Most ITV servers process multimedia stream 
requests from the CPE in rounds. During a round 
the amount of data retrieved by the buffer could 
be made equal to the amount consumed by t1i 
CPE. This means that, on a round-by-round basi: 
data production never lags display, and there ~ 
never a net decrease in the delay of buffered rlata. 
T herefore, such algorithms are referred to as 
b_uffer-conserving. A non-buffer-conserving algo­
rithm would allow retrieval to fall behind display in 
one round and compensate for it over the next sev­
eral rounds. In this scenario, it becomes more diffi­
cult to guarantee that no starvation of the displa 

ill 
y 

w ever take place. 
For continuous display, a sufficient number of 

blocks must be retrieved for each CPE-client dur­
ing a round so that starvation can be prevented for 
the round's entire duration. To determine tliis 
number, the server must know the maximum dura­
tion of a round. As round length depends on die 
number of blocks retrieved for each stream 
urmecessarily long reads must be avoided. To mini'. 
mize the round length, the number of blocks 
retrieved for each CPE during each round should 
be proportional to the CPE's display rate. 

13.2.2.3 Admission Control 

To satisfy the CPE's real-time requirements, an 

ITV server must control admission of new CPEs 
so ~ at existing CPEs can be serviced adequately. 
Strict enforcement of all real-time deadlines for 
eac_h CPE may not be necessary since some appli­
cations can tolerate occasional missed deadlines. A 
few lost video frames or a glitch in the audio can 
occasionally be tolerated, especially if such toler­
ance reduces the overall cost of service. An ITV 
server might accommodate additional streams 
through an admission control algorithm that 
exploits the statistical variation in media access 
times, compression ratios, and other time-varying 
factors. 

In admitting new CPEs, ITV servers may offer 
three categories of service: 

• Deterministic. Real time requirements are guaran­
teed. The admission control algorithm must con-
_:,-1,.,_ •• , ...... r .. _, .. ,c•o h ..... , ,nrlc tn -::arlm1tt1n CT n F'W r.PEs. 
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Statistical. Deadlines are met only with a certain 

probability. For example, a CPE may subscribe 

to a service that guarantees meeting deadlines 

95% of the time. To provide such guarantees, 

admission control algorithms must consider the 

system's statistical behavior while admitting new 

CPEs. 

Background. No guarantees are given for meeting 

deadlines. The ITV server schedules such access­

es only when there is time left after servicing all 

guaranteed and statistical streams. 

In servicing CPEs during a round, CPEs with 

deterministic service must be handled before any 

statistical ones, and all statistical-service CPEs must 

be serviced before any background CPEs. Missed 

deadlines must also be distributed fairly so that the 

same CPE is not dropped each time. 

13.2.2.4 Physical Storage of 

Multimedia 

A multimedia server must divide video and audio 

objects into data packets on a disk. Each data packet 

can occupy several physical disk blocks. Techniques 

for improving performance include optimal place­

ment of data packets on the disk, using multiple 

disks, adding tertiary"' storage to gain additional 

capacity, and building storage hierarchies. 

Packets of a multimedia object can be stored 

contiguously or scattered across the storage device. 

Contiguous storage is simple to implement, but 

subject to editor fragmentation. It also requires 

copying overheads during insertions and deletions 

to maintain contiguity. Contiguous layouts are use­

ful in mostly-read servers such as video-on­

demand, but not for read-write servers. For multi­

media, the choice between contiguous and 

scattered files relates primarily to intrafile seeks. 

Accessing a contiguous file requires only one seek 

to position the disk head at the start of the data, 

whereas with a scattered file, a seek may be 

required for each packet read. Intrafile seeks can 

be minimized in scattered layouts by choosing a 

sufficiently large packet size and reading one pack­

et in each round. It improves disk throughput and 

reduces the overhead for maintaining indexes that 

a file system requires. 

"The first two storage media arc buffer RAM and main disk. 
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Fig. 13. 7 Data is striped across several disks and is accessed 

in parallel. 

To increase the number of possible concurrent 

access of a stored multimedia object, it may be 

scattered across multiple disks. This scattering can 

be achieved by using two techniques: data striping 

and data interleaving. RAID (redundant array of 

inexpensive disks) technology (see Fig. 13. 7) uses an 

array of disks and stripes the data across each disk. 

Physical sector "n" of each disk in the array is 

accessed in parallel as one large logical sector "n." 

In this configuration, the disks in the set are spin­

dle synchronized and operate in lock-step mode. 

Thus, the transfer rate is effectively increased by 

the number of disk drives employed. Striping does 

not improve the seek time and rotational latency, 

however. 
In data interleaving, the packets of multimedia 

objects are interleaved across the disk array with 

successive file packets stored on different disks. A 

simple interleave pattern stores the packets cycli­

cally across an array of N disks. In data interleav­

ing, the disks in the array operate independently 

without any synchronization. Data retrieval can be 

performed in one of two ways: (I) One packet is 

retrieved from each disk in the array for each 

stream in every round or (2) data are extracted 

from one of the disks for a given CPE in each 

round. Data retrieval for the CPE cycles through 

all disks in N successive rounds. In each round, the 

retrieval load can be balanced by staggering the 

streams. Thus, all streams still have the same round 
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length, but each stream considers the round to 
begin at a different ·time. 

A combination of striping and interleaving can 
be used to scatter a file in many disks from a server 
cluster. This technique is often used in constructing 
a scalable video that can serve a large number of 
CPEs accessing the same copy of the file. 

The reliability of the server will become an 
important issue as the number of users who rely on 
ITV services increases. A major failure point in the 
server is the storage subsystem. With the increase in 
the number of disks, the reliability of the server 
decreases. Even if the mean time between failures 
(MTBF) of a single disk is between 20 and 100 
years, as the number of disks increases, the MTBF 
of the disk subsystem decreases to weeks. This is 
because the MTBF of a set of disks is inversely pro­
portional to the number of disks, assuming that the 
MTBF of each disk is independent and exponen­
tially distributed. Further, owing to disk striping, the 
number of files affected per failure increases. 

To provide continuous, reliable service to CPEs, 
the disk subsystem should employee redundancy 
mechanisms such as data replication and parity. 
However, these common techniques need to be 
extended for ITV servers so that in the presence of 
a failure all the admitted CPEs can be still serviced 
without interruption. 

13.2.2.5 Updating ITV Servers 

Copying of multimedia objects is expensive 
because their size is large. Copying may be reduced 
by considering object files to be immutable. Editing 
is then enabled by manipulating tables of pointers 
to the media component objects. Obviously, small 
insertions will not find pointers as valuable as large 
ones. Also, for deletion, if the multimedia object is 
an integral number of disk blocks, then the file map 
could simply be modified. 

It is possible to perform insertion and deletions 
in a time that is proportional to the size of the data 
inserted/ deleted rather than to the whole file. A 
common scheme is where packets must be filled to 
a certain minimum level to support continuous 
retrieval. T he insertion/ deletion ½ill then consist 
of some number of full packets plus a remaining 
partially filled packet. All the packets are then 
inserted/ deleted bv modifying the file map, and 

then data are distributed among adjacent packets 
of the file to meet the required fill level. 

13.2.2.6 VCR-like Functions 

An ITV server must support VCR-functions 
such as pause/resume, fast-forward, and fast­
rewind. The pause/resume function is a challenge 
for buffer management because it interferes with 
the sharing of streams among different viewers. 
The fast-forward and fast-rewind functions are 
implemented by playing back at the normal rate 
while skipping packets of data. This is easy to do 
by skipping from one I-frame to another; otherwise 
interframe dependencies complicate the situation. 

The simplest method of fast-forward is to display 
only I-frames. However, this reduces flexibility. 
Another way is to categorize each frame as either rel­
evant or irrelevant to fast-forward. During normal 
operation, both types of frames are retrieved, but 
during fast-forward, only the fast-forward frames are 
retrieved and transmitted to the CPE-buffer. It is 
assumed that the decoding of fast-forward blocks by 
CPE is straightforward. Scalable compression 
schemes are readily adapted to this sort of use, 
although the drawback here is that it poses addition­
al overhead for splitting and recombining blocks. 

13.3 USER INTERFACES10- 12 

User interface designs for ITV are more involved 
than for standard TV owing to the richness of the 
types of possible interactions with the consumer. 
As mentioned earlier, they need to be extremely 
easy to use, as well as intuitive. They will most like­
ly vary among different applications. There will be 
a small number of ITV generic program types, 
such as movies-on-demand, shopping, and so forth, 
and certain "look-and-feel" guidelines will emerge 
for user interfaces and for ITV programming in 
general. Typically, multimedia interfaces are 
designed using a mixture of four kinds of modules: 

1. Media editors 

2. Multimedia object locators and browsers (navi­
gation) 

3. Authoring tools for creating program logic 

4. Hypermedia obiect creation. 
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The last item is currently less relevant to ITV 

and is thereforf! not discussed here. However, it 

may become more widely available in the future. A 

number of media editors already exist to create 

"primitive" media objects such as text, still images, 

and video and audio clips. A media editor is then 

used for editing primitive multimedia objects to 

construct a composite object that is suitable as a 

multimedia presentation. T he basic functions pro­

vided by the editor are delete, cut, copy, paste, 

move, and merge. The real challenge is to present 

these basic functions in the most natural manner 

that is intuitive to the user. For example, the move 

operation is usually represented by highlighting 

text and dragging and dropping it to the new loca­

tion. However, the same metaphor does not work 

for all multimedia objects. The exact implementa­

tion of the metaphor and the efficient implementa­

tion for that metaphor will distinguish such editors 

from each other. 

Navigation refers to the sequence in which the 

objects are browsed, searched, and used. Naviga­

tion can be either direct or predefined. If direct, 

then the user determines the next sequence of 

actions. If predefined, for example, searching for 

the next program start, the user needs to know 

what to expect with successive navigation actions. 

The navigation can also be in a browse mode, in 

which the user wants to get general information 

about a particular topic. Browsing is common in 

systems with graphical data. ITV systems normally 

provide direct navigation as well as browse options. 

The browse mode is typically used to search for 

a specific attribute or a subobject. For example, in 

an application using dialog boxes, the user may 

have traversed several dialog boxes to reach a point 

where the user is ready to play a sound object. A 

browse mode may be provided to search the data­

base for all sound objects appropriate for that dia­

log box. An important aspect of any multimedia 

system is to maintain a clear perspective of the 

objects being displayed and the relationship 

between these objects. The relationship can be 

associative (if they are a part of a set) or hierarchi­

cal. Navigation is undoubtedly the first generic 

application for ITV Various flavors have been ere-

*Graphical User Interface 

Interactive Television 303 

ated, for example, mapping of ITV programs to 

channel numbers, and interfaces that show "pic­

ture-in-picture." Navigation is rightly the first 

application focus, acknowledging the real chal­

lenge ahead in helping viewers find their way in 

the (hoped for) proliferation of programming in 

the interactive world. 

The interactive behavior of ITV determines 

how the consumer interacts with the services avail­

able. Some of the design elements are: 

• Data entry dialog boxes 

• A source-specific sequence of operations depict­

ed by highlighting or enabling specific menu 

items 

Context-sensitive operation of buttons 

• Active icons that perform ad hoc tasks (e.g., 

intermediate save of work). 

The look and feel of a service depends on a 

combination of the metaphor (e.g., VCR interface) 

being used to simulate real-life interfaces, the win­

dows guidelines, the ease of use, and the aesthetic 

appeal. An elegant service has a consistent look 

and feel. The interface will be more friendly if, for 

example, the same buttons are found in the same 

location in each dialog box and the functions of an 

icon toolbar are consistent. User interfaces for 

multimedia applications require careful design to 

ensure that they are close adaptations of the 

metaphors to which consumers are accustomed in 

other domains. Two metaphors relevant to ITV 

are the Aural and VCR interfaces described below. 

A common approach for speech recognition (also 

called the Aural metaphor) user interfaces has been 

to graft the speech recognition interface into existing 

graphical user interfaces. This is a mix of conceptu­

ally mismatched media which makes the interface 

cumbersome. A true aural user interface (AUI) 

would accept speech as direct input and provide a 

speech response to the user's actions. The real chal­

lenge in designing AUI systems is to creatively sub­

stitute voice arn..l ear for the keyboard anrl display, 

and to be able to mix and match them. Aural cues 

can be used to represent icons, menus, and windows 

of a GUI.* Besides computer technology, AUI 
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designs involve human perception, cognitive sci­

ence, and psychoacoustic theory. The human 

response to visual and aural inputs is markedly dif­

ferent. Rather than duplicate the GUI functions in 

an AUI, this requires new thinking to adapt the AUI 

to the human response for aural feedback. AUI sys­

tems need to learn so that they can perform most 

routine functions without constant user feedback, 

but still be able to inform the user of the functions 

performed on the user 's behalf with very succinct 

aural messages. This is an area of active research. 

A common user interface for services such as 

video capture, switching channels, and stored video 

playback is to emulate the camera, TY, and VCR on 

the screen. A general TV /VCR and camera 

metaphor interface will have all functions one would 

find in a typical video camera when it is in a video 

capture mode. It will have live buttons for selecting 

channels, increasing sound volume, and changing 

channels. The video is shown typically as a graduat­

ed bar, and the graduations are based on the full 

length of the video clip. The user can mark the start 

and end points to play the clip or to cut and paste 

the clip into a new video scene. The screen dupli­

cates the cut and paste operation visually. Figure 1.5 

shows an interface with the TV /VCR metaphor. A 

number of video editors emulate the functionality of 

typical film-editing equipment. The editing inter­

face shows a visual representation of multiple film 

strips that can be viewed at user-selected frame 

rates. The user may view every nth frame for an 

entire scene or may wish to narrow down to every 

frame to pinpoint the exact point for splicing anoth­

er video clip. T he visual display software allows 

index markers on the screen for splicing another 

video clip down to the frame level. The screen dis­

play also shows the soundtracks and allows splicing 

soundtracks down to the frame level. 

A good indexing system provides a very accu­

rate counter for time as well as for individual 

frames; it can detect special events such as a 

change in scenes, start and end of newly spliced 

frames, start and end of a new soundtrack, etc. 

Also, the user can place permanent index markings 

to identify specific points of interest in the 

sequence. A number of indexing algorithms have 

been published in the literature. 13 

Indexing is useful only if the audio/video are 

stored. Since audio and video may be stored on 

separate servers, synchronization must be achieved 

before playback. Indexing may be needed to 

achieve the equivalent of a sound mixer and syn­

thesizer found, for example, in digital pianos. Exact 

indexing to the frame level is desirable for video 

synchronization to work correctly. The indexing 

information must be stored on a permanent basis, 

for example, as SMITE time codes or MPEG Sys­

tems time stamps. This information can be main­

tained in either the soundtrack or the video clip 

itself and must be extracted if needed for playback 

synchronization. Alternatively, the composite object 

created as a result of authoring can maintain the 

index information on behalf of all objects. 

13.4 CONTENT CREATION 
FOR ITV14- 19 

A good authoring system must access predefined 

media and program elements, sequence these ele­

ments in time, specify their placement spatially, initi­

ate actions in parallel, and indicate specific events 

(such as consumer inputs or external triggers) and 

the actions (some may be algorithmic functions) that 

may result from them. Some of these algorithmic 

functions may be performed by both the CPE and 

the server when the application is executed. Existing 

commercial tools for creating interactive multimedia 

applications run the gamut from low-level program­

ming languages to packages that support the rela­

tively casual creation of interactive presentations. 

Two w~ry broad categories are (I) visual tools for use 

by nonprograrnmers and (2) programming lan­

guages. T he latter might include specialized "script­

ing" languages as well as more traditional general­

purpose programming languages, perhaps extended 

by object-types or libraries that add ITV functional­

ity. Usually the media elements used by these tools 

are created with a variety of other tools designed for 

particular media types, such as for still images, video 

and audio segments, and animation. 

The design of an authoring system requires 

careful analysis of the following issues: 

I. Hypermedia design details 

2. User interfaces 
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3. Embedding/linking multimedia objects to the 
main presentation 

4 . Multimedia objects- storage and retrieval 
5. Synchronization of components of a composite 

multimedia stream. 

Hypermedia applications present a unique set of 
design issues not commonly encountered in other 
applications. A good user interface design is crucial 
to the success of a hypermedia application. The user 
interface presents a window to the user for control­
ling storage and retrieval, connecting objects to the 
presentation, and defining index marks for combin­
ing different multimedia streams. While the objects 
may be captured independently, they have to be 
played back together for authoring. The authoring 
system must allow coordination of many streams to 
produce a final presentation. A variety of authoring 
systems exist depending on their role and flexibility 
required. Some of these are described below. 

13.4. l Dedicated Authoring 
Systems 

Dedicated authoring systems are designed for 
single users and single streams. The authoring is 
typically performed using desktop computer sys­
tems on multimedia objects captured by a video 
camera or on objects stored in a multimedia 
library. Dedicated multimedia authoring systems 
are not usually used for sophisticated applications. 
Therefore, they need to be engineered to provide 
user interfaces that are extremely intuitive and fol­
low real-world metaphors (e.g., the VCR 
metaphor). Also flexibility and functionality has to 
be carefully limited to prevent overly complex 
authoring. 

13.4.2 Timeline-Based 
Authoring 

In a time-line-based authoring system, objects 
to be merged are placed along a timeline. The 
author specifies objects and their position in the 
timeline. For presentation in a proper time 
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object was captured in a timeline, it was fixed in 
location and could not be manipulated easily. Edit­
ing a particular component caused all objects in 
the timeline to be reassigned because the positions 
of objects were not fixed in time, only in sequence. 
Copying portions of the timeline became difficult 
as well. Newer systems define timing relations 
directly between objects. This makes inserting and 
deleting objects much easier because the start and 
end of each object is more clearly defined. 

13.4.3 Structured Multimedia 
Authoring 

Structured multimedia authoring is based on 
structured object-level construction of presenta­
tions. A presentation may be composed of a num­
ber of video clips with associated sound tracks, 
separate music tracks, and other separate sound­
tracks. Explicit representation of the structure 
allows modular authoring of the individual com­
ponent objects. The timing constraints are also 
derived from the constituent data items. A good 
structured system also allows the user to define an 
object hierarchy and to specify the relative location 
of each object within that hierarchy. Some objects 
may have to undergo temporal adjustment, which 
allows them to be expanded or shrunk to better fit 
the available time slot. The navigation design of 
the authoring system should allow the author to 
view the overall structure, while at the same time 
being able to examine specific object segments 
more closely. The benefit of an object hierarchy is 
that removing the main object also removes all 
subobjects that are meaningful only as overlays on 
the main object. The design of the views must 
show all relevant information for a specific view. 
For example, views may be needed to show the 
object hierarchy plus individual component mem­
bers of that hierarchy, and to depict the timing 
relation between the members of the hierarchy. 

13.4.4 Programmable 
Authoring Systems 
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mable authoring systems provide such additional 

capability in the following areas: 

• Functions based on audio and image processing 

and analysis 

• Embedded program interpreters that use audio 

and image-processing functions. 

Thus the main improvement in building user pro­

grammability into the authoring tool is not only to 

perform the analysis, but also to manipulate the 

stream based on the analysis results. This program­

mability allows the performing of a variety of tasks 

through the program interpreter rather than manu­

ally A good example of how this is used is the case of 

locating video "silences" which typically occur before 

that start of a new segment (cut). The program can 

be used to help the user to get to the next segment by 

clicking a button rather than playing the video. 

Advances in authoring systems will continue as users 

acquire a better understanding of stored audio and 

video and the functionalities needed by users. 

The development and deployment of interactive 

television on a large scale presents numerous tech­

nical challenges in a variety of areas. As progress 

continues to be made in all these areas, trial deploy­

ments of the interactive services are necessary to 

ascertain consumer interest in this new form of 

communication. We are certainly rather naive 

today about the future of these services. However, it 

seems certain that the variety of trials now being 

conducted will find a subset of this technology that 

is popular with consumers and a solid business 

proposition for service providers. This will provide 

the definition of services and the economic drivers 

necessary for these services to prosper. 
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14 
HIGH--DEFINITION TELEVISION 

(HDTV) 

Analog television was invented and standardized 
over fifty years ago, mainly for over-the-air broad­
cast of entertainment, news, and sports. In North 
America, the basic design was formalized in 1942, 
revised in 1946, and shortly after, limited service 
was offered. Color was added in 1954 with a back­
ward compatible format. European broadcasting is 
equally old; monochrome television dates back to 
the 1950s and color was introduced in Germany in 
1965 and in France in 1966. Since then, only back­
ward compatible changes have been introduced, 
such as multichannel sound, closed-captioning, and 
ghost cancellation. T he standard has thus evolved4 

in a backward compatible fashion, thereby protect­
ing substantial investment made by the consumers, 
equipment providers, broadcasters, cable/ satellite 
service providers, and program producers. 

Television is now finding applications in tele­
communications (e.g., video conferencing), com­
puting (e.g., desktop video), medicine (e.g., tele­
medicine), and education (e.g., distance learning). 
To enable many of these applications, television is 
being distributed by a variety of means not imag­
ined at the time of standardization, such as cable 
(fiber or coaxial), video tapes or discs (analog or 
digital), and satellite (e.g., direct broadcast). It has 
also been recognized that the television signal 
packaged for terrestrial broadcasting, while clever­
ly done in its time, is wasteful of the broadcast 
spectrum and can benefit from modern signal pro-

cessing. In addition, the average size of television 
sets has grown steadily, and the average viewer is 
getting closer to the display. 

T hese newer applications, delivery media, and 
viewing habits are exposing various limitations of 
the current television system. At the same time a 
new capability is being enabled owing to the tech­
nology of compression, inexpensive and powerful 
integrated circuits, and large displays. Thus, we 
have an unstoppable combination of technological 
push with commercial pull. 

H igh-Definition Television (HDTV) systems 
now being designed are more than adequate to fill 
these needs in a cost-effective manner. HDTV will 
be an entirely new high-resolution and wide-screen 
television system, producing much better quality 
pictures and sound. It will be one of the first sys­
tems that will not be backward compatible. 

Worldwide efforts to achieve practical HDTV 
systems have been in progress for over 20 years. 
While we do not provide a detailed historical per­
spective on these efforts, a summary of the progress 
made towards practical HDTV is as follows: 

HDTV injapan 
- 1970's NHK started systems work; infrastruc­

ture by other Japanese companies 
- l 980's led to MUSE, 11·25/60 2: I interlaced, 

fits 27 MHz satellite transponder 
- Satellite HDTV service operating; NHK's for­

mat international exchange standard 

307 
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-Narrow-MUSE proposed to FCC for USA 
-Future of MUSE not promising, switch to all 

digital system expected 

• HDTV in Europe 
- In 1986, broadcasters and manufacturers 

started HD-MAC effort 
- HD-MAC intended backward compatible 

with PAL ancl D-MAC:; satell ite (DBS) 
- HD-MAC obsolete; new system with digital 

compression/modulation sought 

• HDTV in North America 
-In 1987, broadcasters requested FCC which 

resulted in formation of Advisory Committee 
(ACATS) 

- ACATS proposed hardware testing of 23 sys­
tems, 5 survived around test time 

-All 4 digital systems in running after tests, 
formed Grand Alliance in 1993 

This chapter summarizes the main characteris­
tics of HDTV and its expected evolution. 

14. l CHARACTERISTICS OF HDTV 

HDTV systems are currently evolving from a num­
ber of proposals made by different organizations in 
different countries. While there is no complete 
agreement, a number of aspects are common to 
most of the proposals. HDTV is characterized by 
increased spatial and temporal resolution; larger 
image aspect ratio (i.e., wider image); multichannel 
CD-quality surround sound; reduced artifacts 
compared to the current composite analog televi­
sion; bandwidth compression and channel encod­
ing to make better utilization of the terrestrial 
spectrum; and finally, digital to provide better 
interoperability with the evolving telecommunica­
tions and computing infrastructure. 

The primary driving force behind HDTV is a 
much better quality picture and sound to be 
received in the consumer home. This is done by 
increasing the spatial resolution by more than a 
factor of 2 in both the horizontal and vertical 
dimensions. Thus, we get a picture that has about 
1000 scan lines and more than 1000 pels per scan 
line. 

In addition, it is widely accepted (but not fully 
,..,....,.....,...,.,.:J ;-,-,,.\ +l-...,i- l-TT\T'\T r,\..,-,.H l ,-,1 o.'<•n..,,,h,,....11,., H n ,.,. ,-,,..,,. 1,., , 

progressive (noninterlace) scanning at about 60 
frames/ s to allow better fast-action sports and far 
better interoperability with computers, while also 
eliminating the artifacts associated with interlace. 
The result of this is that the number of active pels 
in an HDTV signal increases by about a factor of 
5, with a corresponding increase in the analog 
bandwidth. 

From consumers' experience in cinema, a wider 
image aspect ratio (!AR) is also preferred. Most 
HDTV systems specify the image aspect ratio to be 
16:9. The quality of audio is also improved by 
means of multichannel, CD-quality, surround 
sound in which each channel is independently 
transmitted. 

Since HDTV will be digital, different compo­
nents of the information can be simply multi­
plexed in time instead of frequency multiplexed on 
different carriers as in the case of analog TV For 
example, each audio channel is independently 
compressed, and these compressed bits are multi­
plexed with compressed bits from video, as well as 
bits for closed-captioning, teletext, encryption, 
addressing, program identification, and other data 
services in a layer fashion. 

Unfortunately, increasing the spatial and tem­
poral resolution of the HDTV signal and adding 
multichannel sound also increases its analog band­
width. Such an analog signal cannot be accommo­
dated in a single channel of the currently allocated 
broadcast spectrum. 

Moreover, even if bandwidth were available, 
such an analog signal would suffer interference 
both to and from the existing TV transmissions. In 
fact, much of the available broadcast spectrum can 
be characterized as a fragile transmission channel. 
Many of the 6-MHz TV channels are kept unused 
because of interference considerations, and are 
designated as taboo channels. 

Therefore, all the current HDTV proposals 
employ digital compression, which reduces the 
bitrate from approximately I Gbit/s to about 20 
Mbits/s. The 20 Mbits/s can be accommodated in 
a 6-MHz channel either in a terrestrial broadcast 
spectrum or a cable television channel. This digital 
signal is incompatible with the current television 
system and therefore can be decoded only by a 
n~~~;~ I rl~~~rl~~ 
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Fig. 14.1 Simulcasting of digital HDTV with NTSC analog TV Under current channel assignments, many channels remain 
vacant (i.e., taboo) to avoid co-channel and adjacent channel interference. Since digital signals have lower transmission power, they 

can use the taboo channels in the new channel assignment. 

In the case of terrestrial broadcast it is also nec­
essary to reduce interference to and from other 
broadcast signals, including the analog television 
channels. Therefore, digital HDTV modulates the 
compressed audio and video bits onto a signal that 
has much lower power than the analog TV signal 
and has no high-power carriers, while requiring 
the same analog bandwidth as the current analog 
TV. In addition, most HDTV proposals simulcast* 
the HDTV signal along with the current analog 
TV having the same content (see Fig. 14.1). 

A low-power, modulated digital HDTV signal is 
transmitted in a taboo channel that is currently 
unused because of co-channel and adjacent chan­
nel interference considerations. Simultaneously, in 
an existing analog channel, the same content 
(down-converted to the current television standard) 
will be transmitted and received by today's analog 
television sets. By proper shaping of the modulated 
HDTV signal spectrum, it is possible to avoid its 
interference into distant co-channel as well as near­
by adjacent channel analog television signals. At 
the same time, distant co-channel and nearby adja­
cent channel analog television signals must not 

*The same program is sent on two channels. 

degrade the HDTV pictures significantly because 
of interference. 

This design allows previously unused terrestrial 
spectrum to be used for HDTV. Of course, it could 
also be used for other services such as digital Stan­
dard Definition Television (SDTV), computer 
communication, and so forth. Consumers with 
current television sets will receive television as they 
do now. However, consumers willing to spend an 
additional amount will be able to receive HDTV 
in currently unused channels. As the HDTV ser­
vice takes hold in the marketplace, spectrally ineffi­
cient analog television can be retired to release 
additional spectrum for additional HDTV, SDTV, 
or other services. In the United States, the FCC 
plans to retire NTSC after 15 years from the start 
of the HDTV broadcasts. 

Another desirable feature of HDTV systems is 
easy interoperability with the evolving telecommu­
nications and computing infrastructure. Such 
interoperability will allow easy introduction of dif­
ferent services and applications, and at the same 
time reduce costs because of commonality of com­
ponents and platforms across different applica-
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tions. T here are several characteristics that 
improve interoperability. Progressive scanning, 
square pels, and digital representation all improve 
interoperability with computers. In addition, they 
facilitate signal processing rey uired Lo convert 
HDTV signals to other formats either for editing, 
storage, special effects, or down-conversions to cur­
rent television. The use of a standard compression 
algorithm (e.g., MPEG2•3) transforms raw, high­
definition audio and video into a coded bitstream, 
which is nothing more than a set of computer 
instructions and data that can be executed by the 
receiver to create sound and pictures. 

Further improvement in interoperability at the 
transport layer is achieved by encapsulating audio 
and video bitstreams into fixed-size packets. T his 
facilitates the use of forward error correction (nec­
essary to overcome transmission errors) and pro­
vides synchronization and extensibility by the use 
of packet identifiers, headers, and descriptors. In 
addition, it allows easy conversion of HDTV pack­
ets into other constant size packets adopted by the 
telecommunications industry, for example, the 
Asynchronous Transfer Mode (ATM) standard for 
data transport. 

Based on our discussion thus far the require­
ments for HDTV can be summarized as follows: 

Higher spatial resolution 
-Increase spatial resolution by at least a factor 

of 2 in horizontal and vertical direction 
• Higher temporal resolution 

- Increase temporal resolution by use of pro­
gressive 60 Hz temporal rate 

• Higher Aspect Ratio 
- Increase aspect ratio to 16:9 from 4:3 for a 

wider image 
• Multichannel CD quality surround sound 

- At least 4 to 6 channel surround sound system 

• Reduced Artifacts as compared to Analog TV 
- Remove composite format artifacts, interlace 

artifacts etc 
• Bandwidth compression and channel coding to 

make better use of Terrestrial spectrum 
- Digital processing for efficient spectrum usage 

• Interoperability with evolving telecommunica­
tion and computing infrastructure 

14.2 PROBLEMS OF CURRENT 
ANALOG TV 

Current analog TV was designed during the days 
when both the compression, modulation, and sig­
nal processing algorithms and the circuitry to 
process them were not adequately developed. 
T herefore, as the current TV began to get 
deployed for different applications, its artifacts as 
well as inefficiency of spectral utilization became 
bigger problems. Digital HDTV attempts to allevi­
ate many of these problems. Interline flicker, line 
crawl, and vertical aliasing are largely a result of 
interlaced scanning in current television. These 
effects are more pronounced in pictures containing 
slowly moving high-resolution graphics and text 
with sharp edges. Most pictures used for entertain­
ment, news, and sports did not historically contain 
such sharp detail, and these effects were tolerably 
small. The computer industry has largely aban­
doned interlace scanning to avoid these problems. 
Progressive scanning and transmission of HDTV 
can eliminate these effects almost entirely. 

Large area flicker as seen from a close distance on 
large screens is the result of our ability to detect 
temporal brightness variations, even at frequencies 
beyond 60 Hz, in the peripheral areas of our 
vision. The cost of overcoming this problem in 
terms of bandwidth (i.e., by increasing the frame 
rate) is too large and is therefore not addressed in 
any current HDTV proposal. Computer displays 
employ much higher frame rates (up to 72 Hz) to 
overcome large area flicker. However, the bright­
ness of a computer display is usually much higher 
than that of home TV, and this accentuates the 
effect, thereby requiring the larger frame rate. 

Static raster visibili!J is more apparent on larger 
displays since viewers can visually resolve individ­
ual scan lines. T he increased spatial resolution in 
HDTV will reduce this effect substantially. 

Cross-color and cross-luminance are a result of the 
color modulation used to create the analog com­
posite signal. HDTV will use component signals. 
Moreover, in digital HDTY, each color component 
will be compressed separately, with the compressed 
bits multiplexed in time. Thus, these two effects 
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other artifacts also arise, owing to transmission. For 
example, ghosts, which are due to multiple recep­
tions of the same signal delayed with respect to 
each other, cannot be entirely removed from the 
analog signal. In digital HDTY, ghost cancellation 
can be done more successfully using adaptive 
equalizers, generally leaving no impact on the 
transmitted bitstream. 

Another transmission problem is the interfer­
ence from the other TV signals. As an example, 
the NTSC signal, containing high-energy sync 
pulses with sharp transitions, has poor spectrum 
utilization because of a high degree of co-channel 

and a<!facent channel interference. Co-channel inter­
ference constrains the minimum geographic dis­
tance between transmitters on the same frequency 
band. Adjacent channel interference precludes 
using spectrally adjacent channels to serve the 
same area unless the transmitters are located 
together, thus ensuring near-equivalent, noninter­
fering signal strengths at all receiving locations. 
However, this is usually not possible. Both of these 

interferences are reduced by keeping adjacent 
channels in the spectrum vacant (i.e., taboo chan­
nels) at any one place, while using these vacant 
channels at other surrounding places. As a result, 
in the United States, only about 20 channels are 
usable in each location out of a total of 68. In the 
United Kingdom, only about 4 out of 44 channels 
are usable. 

T he problems of current analog TV can be 
summarized as follows: 

• Interline Flicker, Line Crawl and Vertical Aliasing 
- More predominant with high resolution mov­

ing graphics and text 
- Can be eliminated by 60 Hz progressive for­

mat 

• Large Area Flicker 
- Seen on closeup of screen; due to brightness 

variations at freq < 60 Hz 
- Can be resolved by going to 72 Hz, but band­

width expensive 

• Static Raster Visibility 
- Visible on large displays, higher spatial resolu­

tion can reduce this 

• Cross-color and Cross-luminance 

- Caused by color modulation in composite; 
component signals can eliminate it 
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• Ghosts 
- Multiple receptions of same signal, ghost can­

cellation easier for digital system 

• Co-channel and Adjacent Channel Interference 
-Co-channel limits distance between transmit­

ters on same frequency band 
- Adjacent channel precludes spectrally adja­

cent channels to serve same area 
- Currently reduced by keeping spectrally adja­

cent channels vacant or taboo 

14.3 GRAND ALLIANCE HDTV 
SYSTEM 

The FCC considered various options for introduc­
ing HDTV service in the United States and final­
ized the following requirements: 

• HDTV service should not interfere with current 
broadcast TV 
-Digital HDTV and analog TV will be simul­

cast so as not to make current TV receivers 
immediately obselete 

- HDTV and TV services are expected to coex­
ist for many years so HDTV should not cause 
interference to analog TV reception 

• HDTV service must fit in a 6 MHz channel 
- Only one 6 MHz channel will be available per 

broadcaster, so HDTV while providing fairly 
good picture quality must fit in bandwidth of 
analog channel 

- More bandwidth may be available later if 
analog TV is retired 

• Terrestrial solution for HDTV to be usable on 
other Media 
- Interoperability between Terrestrial HDTV 

and HDTV on Cable 

• Other aspects of HDTV to be considered 
-Channel switching in reasonable amount of 

time 

- Interworking of contribution and distribution 
quality HDTV 

- Recording of HDTV signal for professional 
and consumer use 

Without going into a detailed historical perspec­
tive on U.S. HDTV efforts we present a snapshot 
of events leading to formation of a joint effort on 

part of various proponents for U.S. HDTV 
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FCC: Advisory Committee on Advanced TV 
(ACATS) in 1987 

• To recommend toFCC a standard for terrestrial 
broadcast HDTV 

From 1987 to 1991 many proposals to ACATS, 5 
survived 

• Tests Sept 1991- Oct 1992; 4 digital, I analog 
proposal 

• Results Feb 1993, major advantages of digital, 
drop analog 

May 1993 all 4 digital proponents joined in 
Grand Alliance (GA) 

GA participants: AT&T,8 Sarnoff,9 GI,6,7 MI1;7 
Philips,9 Thomson,9 Zenith8 

The Grand Alliance HDTV (GA-HDTV) sys­
tem is a proposed IO-I I, 13- 16 transmission standard 
considered by the FCC for North America. It is 
expected that a production standard that is optimized 
for operation within a studio, but at the same time 
interoperable with the transmission standard, will 
emerge once the transmission standard is 
approved.* Efforts to this end are underway within 
the FCC Advanced Television Systems Committee 
(ATSC). Similarly using the transmitted signal, it is 
expected that different manufacturers of consumer 
television receivers will create optimum displays 
consistent with picture quality obtainable for a giv­
en cost. 

14.3. 1 Overall GA-HDTV System 

The GA-HDTV supports signals in multiple 
formats as follows: 

1280 pels X 720 lines at frame rates of 24, 30, 60 Hz 
progressive 

and 

1920 pels X 1080 lines at frame rates of 24 Hz, 30 Hz 
progressive, and 30 Hz interlaced. 

Thus, HDTV may start with available, inexpen­
sive interlaced equipment, but migrate to progres­
sive scanning at some later date. In addition, high­
er frame rate film sources are supported directly. 

Frame rates may also be divided by 1.00 I in sys­
tems that require compatibility with NT SC. With 
a 16:9 image aspect ratio these formats create 
square pels for both 7 20 and I 080 line rasters. 
Such flexibility in scanning allows different indus­
tries, program producers, application developers, 
and users to optimize among resolution, frame 
rate, compression, and interlace artifacts. 

The GA-HDTV system incorporates a subset of 
the MPEG-2 video compression standard3 

described in Chapter 8. In addition, it includes sev­
eral enhancements in the encoder built for initial 
FCC testing. For example, the GA-HDTV system 
can process film originated material at 24 or 30 
frames/s by adaptively adjusting the compression 
algorithm at the encoder (see Fig. 14.2). Also, com­
pression efficiency is improved by appropriate pre­
filtering/ su bsampling to handle signals of different 
formats and of varying quality (e.g., noisy signals). 
Among the compression techniques used are: 
DCT of motion-compensated signals with field/ 
frame prediction, flexible refreshing (both I-frame 
as well as pseudo-random Intra-blocks), bidirec­
tional prediction (B-frames), and forward analy­
sis/perceptual selection for rate control and best 
picture quality. 

T he GA-HDTV system uses five-channel audio 
with surround sound, which compresses into a 384 
kbits/s bit stream. Audio, video, and auxiliary data 
are packaged into fixed-length packets in confor­
mity with the MPEG-2 Systems transport layer. 
MPEG-2 transport packets are 188 bytes long, 
consisting of up to 184 bytes of payload and 4 
bytes of header. These packets easily interoperate 
with ATM since they have approximately a 4: I 
ratio with ATM cells, which are 48 bytes long plus 
5 bytes of header. 

T he modulation scheme chosen for over-the-air 
is 8-VSB (Vestigial Side Band), which gives 32.28 
Mbits/s of raw data in a 6-MHz bandwidth. After 
error correction, 19.3 Mbits/s are available. Coaxial 
cable can carry more than this in a 6-MHz channel, 
since there is no co-channel and very little adjacent 
channel interference. Cable standards are under dis­
cussion. T hus, the GA-HDTV system attempts to 

* The production standard needs to be interoperable with, but is not constra ined by the transmission requirements. Production 
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Fig. 14.2 Grand Alliance system overview. The block diagram shows major function blocks for the compression 

encoder-decoder for audio and video as well as the transmission system. 

make the best compromise to suit different applica­

tions and provide for maximum interoperability. 

We now summarize the aforementioned high 

level characteristics of the GA-HDTV system 

• Video Compression 

- SMPTE video format standards, 16:9 image 

aspect ratio, square pels 

-MPEG-2 Video standard at Main Profile at 

High Level, bitstream packetized 

Audio Compression 

- Audio sampling at 48 kHz 

- AC-3 multichannel, bitstream packetized 

• Transport 
- Audio, Video PES packets along with ancil­

lary data presented to mux 

-Output of mux is fixed length 188 byte 

MPEG-2 Transport stream packets 

Modulation 

-MPEG-2 Transport stream packets go to 

modulator for channel coding 

- VSB transmission system, two modes 8-VSB 

and 16-VSB 

T he Grand Alliance would have wished to 

include a 1920 X I 080 progressive scan format at 

60 Hz. However, the 6-MHz terrestrial broadcast 

channel does not allow for the required bitrate. As 

the NTSC audience declines and the interference 

into NTSC becomes less of a concern, there will 

be an opportunity to increase the data rate to sup­

port, in a compatible manner, 1920 X I 080 pro­

gressive scan at a 60-Hz frame rate. 

T he GA-HDTV system may allow for temporal 

scalability as well, so that an enhanced bitstream to 

handle 1920 X I 080 progressive scan at a 60-Hz 

frame rate can be created in the future. Figure 14.3 

shows one possible scenario. A 30 frames/s subset 
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Fig. 14.3 An arrangement for using temporal scalability to enable a backward compatible enhancement from 30 Hz to 60 Hz 

progressive HDTY. Standard GA-HDTV cannot currently accommodate 60-Hz, 1080-line progressive HDTV. If transmission 

capacity is available in the future, this diagram shows a possible system for enhancing 24- or 30-Hz furn for display at 60 Hz. 

would be coded in the standard way while the 

remaining frames would be predicted by an inter­
polator. The difference between the predicted 
interpolation and the actual frame would be coded 
using the MPEG-2 algorithm2 and sent to the 
decoder. Appropriately computed motion vectors 
could be used for both motion compensation and 
interpolation. This scheme would have the advan­
tage of providing iniproved temporal performance 
for existing film material when properly applied. 

14.3.2 GA-HDTV Video Issues 
and Parameters 

We now list the main issues in GA-HDTV 
video and the choice of parameters in MPEG-2 

video coding that can address these issues. The list 
of issues is summarized as follows: 

• Raw rate of I Gbit/ s or more to be compressed 

to about 20 Mbit/s, ie, compression by a factor 

• Picture formats with 16:9 image aspect ratio and 

square pels 
- 1280X720 at 60, 30 and 24 H z progressive 

-l 920X 1080 at frame rates of 30 Hz interlaced 

and 30 and 24 Hz progressive 

Compression scheme with following properties 

for High Efficiency: 
-Source Adaptive Preprocessing 

- Temporal Redundancy Reduction 

-Spatial Redundancy Reduction 

-Perceptual Irrelevancy Exploitation 

- Efficient Entropy Coding 

-Frequent Refresh 

Next in Table 14.1 we summarize11•13,16 specific 
MPEG-2 Video coding parameters suitable for 
GA-HDTV 

14.3.3 GA-HDTV Audio Issues 
and Parameters 

We now list the mam issues in GA-HDTV 
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Table 14.1 GA-HDTV Video Parameters Summary 

Video Parameter Value for Format I Value for Format 2 

Active pels 

Total Samples 

I 280 (hor) X 720 (vert) 

1600 (hor) X 787.5 (vert) 

60 Hz progressive/ 

I 920 (hor) X I 080 (vert) 

2200 (hor)X 1125 (vert) 

30 Hz interlaced/ 

Frame Rate 30 Hz progressive/ 30 Hz progressive/ 

24 Hz progressive 24 Hz progressive 

4:2:0 
16:9 

Chrominance Sampling 

Image Aspect Ratio 

Data Rate 
Colorimetry 

Selected Fixed Rate (IO - 45 Mbit/ s)/Variable 

SMPTE240M 

Picture Coding Types 

Video Refresh 

Intra (I-), Predictive (P-), Bidirectionally Predictive (B-) pictures 

I-picture/progressive refresh 

Picture Structure 

Coefficient Scan 

DCT coding Modes 

Motion Comp Modes 

Frame 
ZigZag 
Frame 
Frame 

Frame/Field {interlace only) 

Zigzag/ Alternate 

Frame/Field (interlace only) 

Field/Dualprimc (interlace only) 

Horizontal: Unlimited by Syntax 

Vertical: - 128, + 127 .5 

l /2 pixel precision 

8 bits/9 bits/ IO bits 

Motion Vector Range 

Motion Vector Precision 

DC Coefficient Precision 

Rate Control 

Film Mode Processing 

Max VBV Buffer size 

Inter / Intra Quantization 

VLC Coding 

Modified TM5 with Forward Analyzer 

Automated 3:2 pull down detection and coding 

8 Mbits 

Error Concealment 

Download scene dependent matrices 

Coefficient VLC Intra and Inter 2D VLC tables 

Motion compensated frame holding (slice level) 

AC-3 audio coding address these issues. The list of 

issues is summarized as follows. 

• Main audio service can range from monophonic, 

through stereo upto 6 channel surround service 

(left, center, right, left surround, right surround, 

and subwoofer). Sixth channel conveys only low 

frequency (subwoofer) info and is called 0.1 

channel; total of 5.1 

• Additional service can be provided, for example: 

- Service for hearing or visually impaired 

- Multiple simultaneous languages 

• Audio sampling rate is 48 kHz, with 6 channels 

and 18 bits per sample. Raw data rate is 5 

Mbit/s and needs to be compressed to 384 

kbit/ s, a compression factor of 13 

• From a multichannel service, if mono or stereo out­

puts are needed, downmix is done at the decoder 

- Downmix may be done in frequency domain 

to reduce decoder complexity 

- Program originator indicates in bitstream 

which downmix coefficients for program 

Next, in Table 14.2 we summarize specific Dol­

by AC-3 audio coding parameters suitable for GA­

HDTV 

14.3.4 GA-HDTV Transport Issues 
and Parameters 

We now list the main issues in GA-HDTV 

Transport and the choice of parameters in 

MPEG-2 Transport system. The list of issues is 

summarized as follows. 

• A Transport packet is composed of 4 bytes of 

header followed by 184 bytes of payload 

-Header identifies content of packet and the 

nature of the data. It also provides info about 

packet synchronization, error hanclling and 

conditional access 

- For conditional access, header indicates if the 

payload data is scrambled 

- Sometimes additional header information in 

adaptation header, a variable length field in 



148

316 High-Defi,nition Television (HDTV) 

Table 14.2 GA-HDTV Audio Parameters 
Summary 

Audio Parameter 

Number of Channels 
Audio Bandwidth 
Sampling Frequency 
Dynamic Range 
Compressed Data Rate 

Value 

5.1 
10-20 kHz 

48 kHz 
100 dB 

384 kbit/s 

Table l 4.3 GA-HDTV Transport Parameters Summary 

Transport Parameter 

Multiplex Technique 
Packet Size 
Packet Header 
Services 

Conditional Access 
Error Handling 
Prioritization 

System Multiplex 

Value 

MPEG-2 Systems Layer 
188 bytes 

4 bytes including sync 

Payload scrambled on service basis 
4-bit continuity counter 

1 bit/packet 
Multiple program capability 

described in PSI Stream 

payload of Transport Packet. This is used for 
audio-video synchronization, random access 
into compressed bitstream, and local program 
insertion 

Transport stream provides interoperability with 
ATM 
- ATM cell contains 5 byte header and 48 byte 

payload; a transport packet ( 188 bytes) can fit 
into four ATM cells (4 X 48 = 192) 

Next, in Table 14.3 we summarize11•13 specific 
MPEG-2 Transport parameters suitable for HDTV 

14.3.5 GA-HDTV Transmission 
Issues and Parameters 

We now list the main issues 1 1, 13 in GA-HDTV 
Transmission and the choice of parameters in the 
modulation scheme chosen. 

Vestigial Sideband (VSB) transmission system 
with 2 modes 
-8-VSB for terrestrial broadcasting 
- 16-VSB for high data rate cable transmission 

• Both Modes use Reed-Solomon coding, segment 
sync, a pilot, and a training signal. Terrestrial 
mode adds trellis coding 

• Symbol rate and Payload Data Rate 
- Terrestrial mode uses 10.76 Msymbols/s at 3 

bits/ symbol; payload 19.3 Mbit/ s 
-Cable mode uses 10.76 Msymbols/s but 4 

bits/symbol; payload 38.6 Mbit/s 

• Data transmitted according to a data frame 
- It contains, a first data field sync segment, 3 l 2 

data segments, a second data field sync segment, 
312 data segments. Each segment is 4 symbols 
for sync followed by 832 symbols of data 

• Terrestrial Mode Segments 
- O ne segment corresponds to l MPEG-2 

Transport packet. Number of bits plus FEC 
per symbol is 832 symbols X bits/symbol = 
2496. MPEG-2 transport packet is 188 bytes, 
RS encoding adds 20 bytes, further trellis cod­
ing adds I b it for every 2 input bits increasing 
ratio by 3/2, for total of 312 bytes 

• Symbols modulate a carrier using suppressed­
carrier modulation 
-Before transmission most of lower sideband is 

. removed, resulting in flat spectrum except at 
band edges. At receiver, a small p ilot is used to 
achieve carrier lock is added 310 kHz above 
lower band edge 

Next, in Table 14.4 we summarize11,13 specific 
Transmission parameters suitable for GA-HDTV 

14.4 PERFORMANCE OF MPEG-2 
VIDEO ON HDTV PICTURES 

In the previous section we have covered the GA­
HDTV system in detail. Since MPEG-2 video is a 
main component of this system we now evaluate 
the performance of various encoding options and 
tools on HDTV pictures. Simulations on several 
sequences are performed. Although our simula­
tions5•12 primarily report results on Peak-Signal to 
RMS-Noise Ratio (PSNR), we are aware that a 
subj ective measure of performance is usually need­
ed to truly evaluate the video coding quality. Also, 
the simulation results presented here are for illus­
tration purposes and do not represent the results of 
an optimized MPEG-2 video encoder. Generally, 
they use the various macroblock mode decisions 
and rate control of the MPEG-2 Test Mode. 1 

In our simulations we employ three interlaced 
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Table 14.4 GA-HDTV Transmission Parameters Summary 

Transmission Parameter 

Channel Bandwidth 

Excess Bandwidth 
Symbol Rate 

Bits per Symbol 
Trellis FEC 
Recd-Solomon FEC 
Segment Length 
Segment Sync 
frame Sync 
Payload Data Rate 

Terrestrial Mode 

6 MHz 
11.5% 

IO. 76 Msymbols/s 
3 

2/3 rate 
(208, l88) T = IO 

836 Symbols 
4 symbols/segment 
I per 3 I 3 segments 

19.3 Mbit/s 
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High Data Rate Cable Mode 

6MHz 
11.5% 

10.76 Msymbols/s 
4 

None 
(208, 188) T = IO 

836 Symbols 
4 symbols/ segment 
I per 3 13 segments 

NTSC cochannel Rejection 
Pilot power contribution 
C/N threshold 

NTSC Rejection Filter inReceiver 
0.3 dB 

38.6 Mbit/s 
NIA 

0.3 dB 
26.3 dB 14.9dB 

HDTV sequences of 1920 X I 024 active resolu­
tion, derived from a 1920 X I 035 resolution 
SMPTE 240M source. For each of these 
sequences, namely Marching in, Leaves, and Bas­
ketball, 60 frames were employed. 

14.4. l Group-of-Pictures Length 
N = 9 versus N = 15 
Comparison for HDTV 

We now show PSNR results12 of experiments of 
frame-picture coding for P-picture prediction dis­
tances M = I and M = 3 and group-of-pictures of 
size N = 9 and 15 on HDTV sequences. We per­
form simulations with and without dual-prime 
motion compensation, but do not use concealment 
motion vectors. Adaptive motion compensation 
and adaptive DCT coding modes are allowed. 
Table 14.5 indicates that the use of N = 9 instead 
of N = 15 degrades the PSNR performance only 
by a small amount, up to 0.2 dB. Thus, N = 9 can 

be used for faster switching between TV channels 
without noticeable degradation in performance. 

Table 14.6 shows that Dual-prime achieves a 
higher PSNR without the extra delay of B-pic­
tures. However, as shown in Table 14.3 B-pictures 
achieve a higher PSNR than Dual-prime. 

14.4.2 No B-Pictures versus with 
B-Picture Comparison for 
HDTV 

With the adaptive motion compensation and 
adaptive DCT coding conditions for frame-pic­
tures we conduct simulations on interlaced HDTV 
video to estimate performance tradeoffs with (M = 
3 case) and without B-pictures (M = I case). The 
detailed PSNR statistics are provided for each pic­
ture types only for reference. Table 14.4 illustrates 
that M = 3 case outperforms M = I without dual 
prime by as much as 0.25 to 0.6 dB with the possi­
bility of 0.3 to 0.6 additional dB improvement 

Table 14.5 Luminance PSNR [dB] for interlaced HDTV: 

Sequence 

Marc:hinu in 

M = l versus 3 and N = 9 versus 15 comparison, bitrate = 18 Mb its/ s 

M= I without 
Dual-prime MC 

N= 9 N= 15 

25.40 25.51 (+ 0.11) 

M = ! with 
D ual-prime MC 

N=9 N= 15 

25.96 26.12 (+ 0.16) 

N = 9 

25.70 

M = 3 

N = 15 

25.75 (+ 0.05) 
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Table 14.6 Coding statistics for interlaced HDTV M = I with and without Dual prime, N = 15, bitrate 
= 18 Mbits/s. (a) "Marching in," (b) "Leaves," (c) "Basketball" 

"Marching In" M = I Without Dual-Prime MC M = I with Dual-Prime MC 

Statistic I-Picture P-Picture Avg. Picture I-Picture P-Picture Avg. Picture 

Bits 1,866,871 509,462 599,956 1,973,228 501 ,979 600,062 
Avg. Qnt step 31.32 3I.14 3I.16 29.50 28.40 28.48 
SNR,Y 26.89 25.41 25.51 27.10 26.05 26.12 

"Leaves'' M = I Without Dual-Prime MC M = I with Dual-Prime MC 

Statistic I-Picture P-Picture Avg. Picture I-Picture P-Picture Avg. Picture 

Bits 1,888,359 508,093 600,111 1,964,643 502,588 600,059 
Avg. Qnt step 43.36 43.36 43.36 4 1.00 39.50 39.60 
SNR,Y 26.14 24.03 24.17 26.40 25.05 25.14 

"Basketball" M = I Without Dual-Prime MC M = I with Dual-Prime MC 

Statistic I-Picture P-Picture Avg. Picture I-Picture P-Picture Avg. Picture 

Bits 1,662,531 523,859 599,771 1,739,009 518,647 600,005 
Avg. Qnt step 28.72 26.04 26.22 27.48 22.94 23.24 
SNR,Y 29.97 28.69 28.78 30.14 29.56 29.60 

Table 14.7 Coding statistics for interlaced HDTV sequence M = 3, N = 15, 
bitrate = 18 Mbits/s. (a) "Marching in," (b) "Leaves," (c) "Basketball" 

Statistic I-Picture P-Picture B-Picture Avg. Picture 

Avg. Bits 2,060,618 762,721 377,477 599,830 
Avg. Qnt. step 28.46 29.16 40.92 36.82 
SNR,Y 27.27 25.82 25.56 25.75 

Statistic I-Picture P-Picture B-Picture Avg. Picture 

Avg. Bits 2,140,284 930,871 297,573 599,360 
Avg. Qnt. step 37.30 38.68 52.16 47.42 
SNR,Y 26.89 24.72 24.54 24.75 

Statistic I-Picture P-Picture B-Picture Avg. Picture 

Avg. Bits 1,941,327 7 13,456 405,251 596,209 
Avg. Qnt. Step 22.44 22.62 33.02 29.42 
SNR,Y 30.78 29.35 28.76 29.07 
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Table 14.8 Luminance PSNR [dB] for interlaced HDTV: with B- versus without B-picture comparison, 

N= 15, bitrate = 18 Mbits/s 

P-Picturcs Only Average of All Pictures 

M= l,No M= land M= l ,No M= land 

Sequence Dual-Prime Dual-Prime M= 3 Dual-Prime Dual-Prime M= 3 

Marching in 25.51 26.05 ( + 0.54) 25.82 (+0.31) 25.51 26.12 (+0.61) 25.75 (+0.24) 

Leaves 24.03 25.05 (+ 1.02) 24. 72 (+0.69) 24.17 25.14 ( +0.97) 24.75 (+0.58) 

Basketball 28.69 29.56 (+0.87) 29.35 (+0.66) 28.78 29.60 (+0.82) 29.07 ( +0.29) 

when dual-prime is included in adaptive motion linear table has an additional benefit for rate con-

compensation. trol in difficult sequences. 

14.4.3 MPEG-1 Quantization 
versus MPEG-2 Nonlinear 
Quantization Scale 
Evaluation for HDTV 

Using an interlaced HDTV video source we 

investigate 12 the effect of choosing linear or non­

linear quantization scale tables. In all the previous 

experiments, the linear quantization table was cho­

sen. As expected, Tables 14. 9 and 14. IO show that 

based on PSNR statistics it is not possible to draw 

any conclusion regarding which table is the best. 

The improvements are strictly subjective. The non-

Table 14.9 Luminance PSNR [dB] for interlaced HDTV 

sequences for quantizer comparison: M = 3, 

N = 15, bitrate = 18 Mb its/ s 

Linear Quant Nonlinear Quant 

Sequence Scale Scale 

Marching in 25.75 25.72 

Leaves 24.75 24.71 

Basketball 29.07 29.03 

Table 14.10 Luminance PSNR (dB] for interlaced HDTV 

sequences for quantizer comparison: M = 3, 

N = 15, 45 Mbits/s coding 

Linear Quant Nonlinear Quant 

Sequence Scale Scale 

Marching in 28.23 28.24 

Leaves 28.95 28.96 

Basketball 32.29 32.33 

14.4.4 Evaluation of HDTV 
Coding Performance at 
Various Bitrates 

Tables 14. 11 to 14. 13 show the PSNR results 12 

of coding interlaced HDTV source material at a 

variety of bitrates and under various motion com-

Table 14.11 Luminance PSNR [dB] for interlaced HDTV 

sequences: M = l without Dual-prime, 

N= 15, bitratcs = 18, 30, and 45 Mbits/s 

Sequence 18 Mbits/s 30 Mbits/s 45 Mbits/s 

Marching in 25.51 26.95 ( + 1.44) 28.09 (+2.58) 

Leaves 24.17 26.58 (+2.41) 28.70 (+4.53) 

Basketball 28.78 30.58 ( + 1.80) 32.08 (+3.30) 

Table 14.12 Luminance PSNR [dB] for interlaced HDTV 

sequences: M = l with Dual-prime, N = 15, 

bitrates = 18, 30, and 45 Mbits/s 

Sequence 18 Mbits/s 30 Mbits/s 45 Mbits/s 

Marching in 26.12 27.47 (+ 1.35) 28.62 (+2.50) 

Leaves 25.14 27.61 (+2.47) 29.42 (+4.28) 

Basketball 29.60 31.26 (+ 1.66) 32.66 (+ 3.06) 

Table 14.13 Luminance PSNR [dB] for interlaced HDTV 

sequences: M = 3, N = 15, bitrates = 18, 30, 

and 45 Mbits/ s 

Sequence 18 Mbits/s 30 Mbits/s 45 Mbits/s 

Marching in 25.75 27.10 (+ 1.35) 28.23 (+2.48) 

Leaves 24.75 26.99 (+2.24) 28.95 (+4.20) 

Basketball 29.07 30.84 (+ I. 77) 32.29 (+3.22) 
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pensation conditions. The coder uses adaptive 

frame/field DCT, zigzag scan, concealment 
motion vectors, and the MPEG-1 VLC table. 

14.5 EVOLUTION OF HDTV 

HDTV faces significant challenges to its wide­

spread deployment. One line of thinking indicates 

that the current resolution of television is sufficient 

for most applications and that the television should 

evolve first by being digital and then by being more 

interactive. This would help consumers get the 

content they want with modern computer process­

ing in a form (resolution, duration, etc.) that they 

choose. For example, better use of bandwidth 

could be made by filling it with a larger number of 

lower resolution programs and then interactively 

choosing between them. This is quite feasible since 

with 20 Mbits/s, which can be accommodated in 

the 6-MHz bandwidth, one can fit 4 to 10 com­

pressed digital 525-line NTSC programs. Thus, a 

60-channel cable television system would be con­

verted into a 240- to 600-channel digital NTSC 

system. Viewers could then select between them 

with ease, with the help of a good user interface. 

However, good interoperability with progressive 

scan computer displays is foregone. 
Many people also believe that the precious 

radio spectrum should not be used to transmit tele­

vision to fixed locations. They argue that the ter­

restrial spectrum should be reserved exclusively for 

mobile services, which are in great demand as a 

result of cost reductions of wireless terminals 

owing to low power, compact electronics, and bet­
ter batteries. Larger and larger fractions of mod­

ern industrialized countries are installing fiberoptic 

cables having enormous traffic capability. Televi­

sion could reach many people through such fixed 

wired connections. However, the cost of "wiring" 

any country is substantial, and therefore it may 

take quite a while before television could be dis­

tributed entirely by land-based cables. 

The high cost of HDTV sets may be another 

inhibiting factor, although with growing demand, 

both the electronics and displays should become 

cheaper over time. Previous experience from col­

or television and VCRs in terms of market pene-

tration, combined with cost projections from the 

electronics and display industries, give much hope 

for a low-cost HDTV by the year 2000. While the 

costs look more manageable than ever before, 

broadcasters are still unenthusiastic about the 

business value of HDTY. However, they are also 

concerned that the other media (tape, DBS, 

cable) might deliver HDTV to the public before 

them or that the FCC might assign the taboo 

channel spectrum to other services if the broad­

casters do not use it. 
HDTV may also grow by other means. In the 

United States, the National Information Infra­

structure (NII) is being created. Digital HDTV, 

with its flexible data transport structure, is an 

immediate opportunity to be deployed as an 

important part of the interconnected web of 

information superhighways that make up the NII. 

GA-HDTV's interoperability with the computing 

and telecommunication platforms may allow 

many uses of HDTV for medicine, information 

access, and education. Thus, it is clear that many 

of the technical impediments to HDTV are being 

removed. Customers and the marketplace will 

decide which way it will evolve. 
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17 
MPEG,4 and the Future 

The MPEG-1 and the MPEG-2 standards are two 
remarkable milestones, the overwhehning impact 
of which, in defining the next generation of digital 
multimedia, products, equipment, and services is 
already being felt. MPEG-1 decoders/players are 
becoming commonplace for multimedia on com­
puters. MPEG-1 decoder plug-in hardware boards 
have· been around for a few years, and now, soft­
ware MPEG decoders are already available with 
release of new operating systems or multimedia 
extensions for PC and Mac™ platforms. MPEG-2 
is well on its way to making a significant impact in 
a range of applications such as digital VCRs, digi­
tal satellite TV, digital cable Tv, HDTV, and oth­
ers. So, you may wonder, what is next? 

As mentioned earlier, MPEG-1 was optimized 
for typical applications using noninterlaced video 
of 30 (25, in European format) frames/sat bitrates 
in the range. of 1.2 to 1.5 Mbits/s, although it can 
certainly be used at higher bitrates and resolutions. 
MPEG-2 is more generic in the sense of picture 
resolutions and bitrates although it is optimized 
mainly for· interlaced video of TV quality in a 
bitrate range of 4: to · 9 Mbits/ s; it also includes 
MPEG-1-like noninterlaced video coding, and also 
supports scalable coding. Getting back to the ques­
tion of what's next, a possible reply is in the form 
of yet another question: What about coding of 
video at lower (than 1 Mbit/s) bitrates? 

Next, yet another question arises: Is it possible 

for a standard to be even more generic than 
MPEG-2 and yet be efficient, flexible, and extend­
able in the future? If so, can it also be compatible 
in some way with the previous standards such as 
MPEG-1, MPEG-2, or other related standards. 
Further, can it also efficiently code or represent 
multiviewpoint scenes, graphics, and . synthetic 
models, and allow functions such as interactivity 
and manipulation of scene contents? Indeed, we 
seem to have very high expectations from a new 
MPEG standard! To what extent this wish list may 
eventually be fullfilled is difficult to predict; howev­
er, it appears that ongoing work in MPEG-4 (the 
next MPEG_ standard) certainly seems to be 
addressing these issues. We will discuss this more a 
little later; for now we explore'- the relationship of 
MPEG-4 with other low-bitrate video standards. 

During the early 1980s it was believed that for 
videocom:erencing applications, reasonable quality 
was possible only at 384 kbits/s or higher and good 
quality was possible only at significantly higher 
bitrates, around 1 Mbit/s. Around 1984, the ITU­
T (formerly CCITT) started an effort to standard­
ize video coding primarily for videophone ' and 

· video confen~ncing applications. This effort, 
although originally directed at video coding at 384 
kbits/s and multiples of 384 kbits/s to about 2 
Mbits/ s, was refocused after a few years to address 
bitrates of 64 kbits/s and multiples of 64 kbits/s 
(p X 64 kbits, where p can tal{e values from 1 to 
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30). That standard was completed in late 1988 and 
. is officially called the H.26 l standard (the coding 

method is often referred to asp X 64.). The H.26 l 
standard, like the MPEG-1 and the MPEG-2 stan­
dards, is a decoder standard. In fact, the basic 
framework of the H.261 standard was used as a 
starting point in design of the MPEG-1 standard . 

A few years ago, owing to a new generation of 
modems allowing bitrates of 28 kbits/s or so over 
PSTN, a new possibility of acceptable quality 
videophones at these bitrates arose. In early 1994, 
ITU-T launched a short-term effort to optimize 
and refine H.261 for videophone applications over 
PSTN; this effort is nearly complete and has result­
ed in a standard, called H.263.5 Although, in this 
standard, video coding is optimized for the 10 to 
24 kbits/ s range, as is usual, the same coding 
methods have also been found to ,be quite efficient 
over a wider range of bitrates. Within ITU-T, 
effort is also in progress to come up with a version 
of this standard with more error resilience that 
would be robust for mobile applications as well. 
The ITU-T also has a plan for a long-term stan­
dard by 1998, capable of providing eve~ higher 
coding efficiency; joint work is in progress with 
MPEG and it is expected that a subset of an ongo­
ing MPEG-4 standard will satisfy this goal. 

Besides videophone applications, at very low to 
low bitrates, several new applications have recently 
~risen. The requirements of such applications 
appear to be fairly diverse and not satisfactorily met 
by the H.263, the MPEG-1, the MPEG-2, or any 
other standards. To address such potential applica­
tions, in 1993, ISO started work toward the MPEG-
4 standard, which is expected to reach a mature 
stage of Committee Draft (CD) by November 1997 
and the final stage of International Standard (IS) by 
November 1998. Much of this chapter is an evalua­
tion of the current status of MPEG-4 and what is 
foreseen beyond MPEG-4. However, before dis­
cussing MPEG-4, it is useful to have a good idea of 
the coding methods and the syntax of H.263, since 
H.263 has been found to offer a good starting basis 
for MPEG-4 (history repeats itself!). MPEG-4, as we 
shall see, is not only about increased coding efficien­
cy but also about content-based functionalities, 
higher error resilience, and much much more. 

17.1 H.263: THE ITU-T LOW-BITRATE 
STANDARD 

In general, H.263, since it is derived from H.261 
is based on the framework of block motion-com­
pensated DCT coding. Both the H.261 and the 
H.263 standards, like the MPEG-1 and the 
MPEG-2 standards, specify bitstream syntax and 
decoding semantics. However, unlike the MPEG-
1 and the MPEG-2 standards, these standards 
are' video coding standards only and thus do not 
specify audio coding or systems multiplex, which 
can be chosen from a related family of ITU-T 
standards to develop applications requiring full 
systems for audio-visual coding. Als~, unlike the 
MPEG standards, the ITU-T standards are pri­
marily intended· for conversational applications 
(low bitrates and low delay) and thus usually do 
not include coding tools needed for fully support­
ing applications requiring interactivity with 
stored data. 

The H.263 standard5 specifies decoding with 
the assumption of block motion-compensated 
DCT structure for encoding. This is similar to . 
H.26 l, which also assumes a block motion-com­
pensated DCT structure for encoding. There are, 
however, some significant differences in the 
H.263 decoding process as compared to the 
H.261 decoding process, which allow encoding to 
be performed with higher coding efficiency. For 
developing the H.263 standard, an encoding 
specification called the Test Model (TMN) was 
used for optimizations. TMN s progressed through 
various iterative refinements; the final test model 
was referred to as TMN5. Earlier, during the 
1980s, when H.261 was developed, a similar 
encoder specification referred to as the Reference 
Model (RM) was used and went through iterative 
refinement leading to the final reference model, 
called RMS. The H.263 standard, although it is 
based on the H.261 standard, supports a struc­
ture that is significantly optimized for coding at 
lower bitrates such as several tel!,S of kbit/ s while 
maintaining good subjective picture quality at 
higher bitrates as well. We now discuss the syntax 
and semantics of the H.263 standard as well as 
how TMN5 encoding works. 
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17. l. l Overview 

. 'µle H.263 standard,5although intended for low 
bitrate video coding, does not specify a constraint on 
video bitrate; such constraints are given by the termi­
nal or the network. The video coder generates a self­
contained bitstream. The decoder performs the 
reverse operation. The codec can be used for either 
bidirectional or unidirectional visual communication. 

The video coding algorithm is based on H:261 
with refinements/modifications to enhance coding 
efficiency. FoU:r negotiable options are supported to 
allow improved performance. The video C<:Jding 
algorithm, as in H.261, is designed to exploit both 
the spatial and temporal redundancies. The tempo­
ral redundancies are exploited by interpictm:e pre­
diction, . whereas the spatial redundancies are 
exploited by DCT coding. Again as in H.261, 
although the· decoder supports motion compensa­
tion, the encoder may or may not use it. One differ­
ence with respect to H.261 is that instead of full-pix­
el motion compensation and loop filter, H.263 
supports half-pixel motion compensation (as per 
MPEG-l /2), providing improved prediction. 
Another difference is in the Group-of-Block (GOB) 
structure, the header for which is now optional. Fur­
ther, to allow improved performance, H.263 also 
supports four negotiable options which can be used 
together or separately, and are listed as follows: 

• Unrestricted Motion Vector mode-This mode 
allows motion vectors to point outside a picture, 
with edge pixels used for prediction of nonexist­
ing pixels. 

• Syntax-based Arithmetic Coding mode-This 
mode allows use of arithmetic coding instead of 
variable length (huffman) coding. 

• Advanced Prediction mode-This mode allows 
use of overlapped block motion compensation 
(OBMC) with four 8X8 motion vectors instead 
of 16X 16 vectors per macroblock. 

• PB-frames mode-In this mode, two pictures, 
one, a P-picture and the other a B-picture, are 
coded together as a single PB-picture unit. 

17. 1. 1. 1 Source Format 

The video coder operates on noninterlaced pic­
tures occurring 29.97 times per second (that 1s, 
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30000/1001, the same picture rate as NTSC). Pic­
tures are represented by luminance, Y, and the two 
color difference signals ( chrominance signals, Cb 
and Cr). Five picture formats are standardized and 
are referred to as sub-QCIF, QCIF, CIF, 4CIF, and 
l 6CIF; the corresponding resolution of luminance 
signal for these formats is 128 X 96, 176 X 144, 
352 X 288, 704 X 576, or 1408 X 1152. All 
H.263 decoders are mandated to operate using 
sub-QCIF and QCIF. Some decoders may also 
operate w'i.th CIF, 4CIF, or 16CIF. The informa­
tion about which formats can be handled by 
decoders are signalled to encoder by external 
means. The two chrominance signals (Cb and Cr) 
have half the resolution of luminance in each 
direction. The chrominance samples are located at 
the center, equidistant from the four neighboring 
luminance samples. 

17. 1. 1.2 Data Structures 

Each picture is divided into GOBs. In H.263, a 
GOB consists of a row of k X 16 lines with k = I 
for sub-QCIF, QCIF, and CIF, k = 2 for 4CIF and 
k = 4 for l6CIF; thus there are 6 GOBs for sub­
QCIF, 9 for QCIF, and 18 for CIF, 4CIF, and 
16CIF. Data for each GO:{3 consists of a GOB 
header (which may be empty) followed by data for 
each of the macroblocks contained in a GOB. A 
macroblock in H.263 is the same as that in MPEG-
1/2, that is, it consists of a 16 X 16 block of Y, and 
corresponding 8 X 8 blocks of each of the two 
chrominance components. 

17. 1. 1.3 Coding and Decoding Basics 

• Prediction-Motion-compensated interpichlre 
prediction (as in H.261 and MPEG-1/2) is sup­
ported for high efficiency, although the use of 
motion compensation is optional at the encoder. 
If no prediction is applied, the coding mode is 
said to be Intra; otherwise it is Inter. There are 
two basic picture types, I-pictures and P-pictures. 
In I-pictures, macroblocks are coded in Intra 
mode only whereas in P-pictures, both Intra and 
Inter modes may be used as indicated by mac­
roblock type. The optional PB-frames are always 
coded in the Inter mode. B-pictures are partly 
coded bidirectionally. 
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• Motion Compensation-The decoder normal­
ly accepts one motion vector per macroblock, 
or either one or four motion vectors per mac­
roblock when Advanced Prediction is used. If 
the PB-frame mode is used, one additional 
delta motion vector is transmitted per mac­
roblock of B-pictures and is used for refine­
ment of motion vectors derived by scaling of 
motion vectors of the corresponding mac­
roblock in P-pictures. 

• Quantization-The number of quantizers is 1 
for the first coefficient (DC coefficient) of Intra 
blocks and is 31 for all other coefficients of an 
Intra block as well as all coefficients in an Inter 
block. All coefficients except for the first coeffi­
cient use equally spaced reconstruction levels 
with a central dead zone around zero, 

• Coding Control-A number of parameters can 
be varied to contrql the rate . of generation of 
~oded video data. These include preprocessing, 
quantizer selection, block coding mode selection, 
and temporal subsampling and are encoding 
issues and thus not standardized. 

Group of Blocks Layer 

17.1.2 Syntax and Semantics 

The video bitstream is arranged in a hierarchi­
cal structure composed of the following layers: 

• Picture Layer 

• Group of Blocks Layer 

Macroblock Layer 

• Block Layer. 

The syntax diagrams of each of these layers is 
\ 

shown in Fig. 17. 1. 
For each of the layers, the abbreviations used, 

their meaning, and semantics are discussed next. 

17. 1.2. 1 Picture Layer 

This represents the highest layer in bitstream; 
the structure of this layer is shown in Fig. 17. 2. 
Each coded picture consists of a picture header 
followed by coded picture data, arranged as Group 
of Blocks (GOBs). After all pictures belonging to a 
sequence are sent, an End-of-Sequence (EOS) 

~,e~vmT 
Macroblock Layer 

Block Layer 

~.--NT ____ :: 

Fig, 17 .1 Syntax diagram of various layers in the H.263 bitstream. 
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I FSclrnlPTYPEI FQUANTI CPMI PS31ITFBj DBQUANTj Ps 11 Ps:>AR:I PB 11 G-oup of Blopksl ESTU9 Ecsl PSTUF I 
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Fig. 17, 2 Structure of Picture layer in the H.263 bitstream. 

code and stuffing bits (ESTUF) is sent. The pres­
ence of some elements is conditional. For instance, 
if the Continuous Prescence Multipoint (CPM) -
indicates it, a . Picture Sub-bitstream Indicator 
(PSBI) is sent. Likewise, if picture type (P1YPE) 
indicates a "PB-frame" Temporal Reference for B­
pictures (TRB) and a B-picture Quantizer 
(DBQUANT) is sent. Combinations of Picture 
Extra Insertion Information (PEI) and Picture 
Spare Information (PSPARE) may not be present. 
EOS may not be present, while ESTUF may be 
present only if EOS is present. Further, if during 
the coding process some pictures, are skipptd, their 
picture headers are not sent. Some of ~e syntax 
elements in this layer are represented by variable 
length codes while others _ are of fixed length as 
shown in the figure. 
· The Picture Start Code (PSC) is 22 bits in 

length represented by 0000 0000 0000 0000 1 
00000. All PSCs are byte aligned by using PSTUF 
bits .before PSC. 

Temporal Reference (TR) is 8 bits allowing 256 
possible values. To generate TR for the current 
picture the TR of the previously transmitted pic­
ture is incremented _by the number of nontransmit­
ted pictures. When the optional PB-frame mode is 
employed, TR refers to P-pictures only, the TR of 
B-pictures is represented by TRB, a 3-bit code that 
represents the number of nontransmitted pictures 
since the last P- or I-picture and before the B-pic­
ture. 

Picture type, PTYPE, is a 13-bit code, with bits 
6 to 8 representing source format ("00 l" sub­
ncIF "0 1 0" ncrn "0 11" CIF "100" 4CIF 
'x!.,; ' '::<,; ' ' ' 
"10 l" . 16CIF); bit 9 representing picture coding 
type ("0" I-picture, "l" P-picture ); and bits 10, 11, 
12, and 13 identifying the presence or absence of 
optional modes Unrestricted Motion Vector, Syn-

tax-Based Arithmetic Coding, Advanced Predic­
tion Mode, and PB-frames. Other bits in PTYPE 
are as follows: bit 1 is always "l" to avoid start 
code emulation; bit 2 is always "0" for distinction 
with H.261; bits 3, 4, and 5 respectively corre­
spond to split screen indication, document camera 
indication, and freeze picture release indication. 

The Picture Quantizer (PQUANT) is a 5-bit 
code that represents quantizer values in the range 
of 1 to 31. DBQUANT is a-2-bit code representing 
BQUANT ("00" 5 X QUANT/4, "01" 6 X 

QUANT/4, "10" 7 X QUANT/4, "11" 8 X 

QUANT/ 4) such that QUANT is used in the P­
block and BQUANT in the corresponding B-

. block. 

17. 1.2.2 Group of Blocks Layer 

Data fat the GOB layer consists of a GOB 
header followed by data for macroblocks. The 
structure of the GOB layer is shown in Fig. 17 .3. 
For the first GOB (GOB number 0) in each pic­
ture, the GOB header is not transmitted, whereas 
for other GOBs, depending on the encoder deci­
sion, the GOB header may be empty. A decoder, if 
it so desires, can signal using an external means, 
the encode!i to send nonempty GOB headers. 
Group · stuffing (GSTUF) may be present wh,en 
Group of Blocks Start Code (GBSC) is present. 
Group 'Number (GN), GOB Frame ID (GFID), 
and GOB quantizer (GQUANT) are present when 
GSBSC is present. Further, the GOB Sub-bit­
stream indicator (GSBI) is present if the Continu­
ous Presence mode is indicated by CPM. 

GBSC is a 17-bit code with value 0000 0000 
0000 0000 1 and may be byte aligned by using· 
GSTUE The group number is a 5-bit code identi­
fying the GOB number, which can take values 
from O to 17, while. values from 18 to 30 are 

! G51"UF I GBSC I GN ! GSBI I GAD I 00.JANTI IVacroblock Dal a ! 
var 17 5 2 2 5 var 

Fig. 17 ,3 Structure of Group-of-Blocks layer in H.263. 



159

374 AtfPEG-4 and the Future 

reserved for the future and a value of 31 indicates 
the end of sequence (EOS). The GOB number O is 
used in the PSC and for this value GOB header 
including GSTUF, GBSC, GN, GSBI, GF1D, and 
GQUANT is empty. The length of GSBI and 
GFTD codes is 2 bits each whereas for GQUANT 
it is 5 bits. 

17. 1.2.3 . Macrob/ock Layer 

Data for each macroblock consists of a mac­
roblock header followed by data for blocks. The 
structure of the Macroblock layer is shown in Fig. 
17.4. A coded macroblock indication (COD) is 
present for each macroblock in P-pictures. A mac­
roblock type and Coded block pattern for chromi­
nance (MCBPC) is present when indicated by 
COD or when PTYPE is an I-picture. A mac­
roblock mode for B-pictur,ts (MOD}l) is pr~sent 
for Nonlntra MB types if PTYPE indicates a 
PB-frame. A coded block pattern for luminance 
(CBPY), codes for differential quantizer 
(DQUANT), motion · vector data MVD, and 
MVD2--4 are present when indicated by MCBPC. 
The coded block pattern for B-blocks (CBPB) and 
motion vector data for the B-macroblock (MVDE) 
are present only if indicated by MODB. Block 
data are. present when indicated by MCEPC and 
CBPY MVD2-4 is present only in the Advanced 
Prediction mode. MODE, CBPB, and MVDE are 
present only in the PB-frame mode. 

COD is a 1-bit codeword; its value when "O" 
indicates that a macro block is coded and when "l" 
indicates that no further information is sent for 
that macroblock. A COD of "l" thus implies an 
Inter macroblock with zero motion vector and no 
DCT coefficient data. COD is present for each 
macroblock in pictures where PTYPE indicates a 
P-picture. 

MCEPC is a variable length ~odeword that 
jointly represents macroblock type and coded 
bfock pattern for chrominance; it is always includ­
ed for coded macro blocks. Macro block type pro­
vides information about the coding mode and 

which data elements are present. The coded block 
pattern for chrominance (CBPC) indicates whether 
at least one NonlntraDC DCT coefficient is trans­
mitted (IntraDC is de coefficient for Intra blocks). 
The first and second bits of CEPC indicate the sta­
tus of each of the chrominance blocks in a mac­
roblock; either of the bits when set to "1" indicates 
the presence of N onlntraDC coefficients for that 
block. Owing to different macroblock types in l­
and P-pictures, separate VLC tables representing 
MCEPC for these pictures are used. For I-pictures, 

. macroblock types allowed are Intra and Intra + Q 
(Intra with quantizer update). For P-pictures the 
macroblock types are Inter, Inter + Q, Inter4V, 
Intra, and Intra + Q The Inter4V mode allows 
use of four motion vectors per macroblock when 
the Advanced prediction option is employed. 

For PB-frames, the macroblock types allowed 
are the same as that for P-pictures; however, for 
these frames, MODE is present for each mac­
roblock and indicates if CBPE or MVDB is also 
present. CEPB is a 6-bit code with each bit sig­
nalling the status of a E-block in the macro block; if 
a corresponding bit is set to "l" it indicates the 
presence of DCT coefficients for that block. 

CEPY is a variable length code that represents a 
pattern of Yblocks in the macroblock for which at 
least one NonlntraDC DCT coefficient is trans­
mitted. 

DQUANT is a 2-bit code indicating four• possi­
ble changes in values of quantizers, -1, -2, 1, 
and 2, over the va).ue of QUANT which ranges 
from 1 to 31. After addition of differential values 
the values are clipped to lie in the range of 1 to 31. 

Motion vector data (MVD) are included for all 
Inter macroblocks and consist of a variable length 
code for the horizontal component followed by a 
variable length code for the vertical component. 
Three additional codewords, MVD2-4, are also 
included if indicated by PTYPE and by MCBPC 
and each consists of a variable length code for the 
horizontal component followed by a variable 
length code for the vertical component. MVD2-4 

COD tvCBFC MODS CBPB CSP( OOUANT MVD MVD2 MVD3 MVD4 MVDB Block Data 
var var 6 var. 2 var var var var var var 

Fig. 17.4 Structure of the macroblock layer in H.263. 
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are present when in the Advanced Prediction 
mode. 

For B-macroblocks, MVDB is present if indicat­
ed by MODE and also consists of a variable length 
code for the horizontal component followed by a 
variable length code for the vertical component. 
MVDB is present in PB-frames only if indicated 
byMODB. 

17. 1.2.4 Block Layer 

In normal mode (not PB-frame mode), a mac­
roblock consists of four luminance blocks and two 
chrominance blocks. The structure of the Block 
layer is shown in Fig. 17.5. IntraDC is present for 
every block of the macroblock if MCBPC indi­
cates the MB type of Intra or Intra + Q TCOEF 
is present if indicated by MCBPC or CBPY 

In PB-frames, the macroblock4 can be thought of 
as being composed of 12 blocks. First, the data for 
six P-blocks is transmitted followed by data for the 
next six B-blocks. An IntraDC is sent for every P­
block of the macroblock if the MCBPC indicates 
an MB type of Intra or Intra + Q IntraDC is not 
present for B-blocks. TCOEFF is present for P­
blocks if indicated by MCBPC or CBPY; TCOEF 
is present for B-blocks as indicated by CBPB. 

When the Syntax-Based Arithmetic Coding 
option is employed, the block layer is different and 
is explained later. 

IntraDC is coded with 8 bits with values 0000 
0000 and 1000 0000 not used. The reconstruction 
levels of 8, 16, 24, ... 1016 are represented by 
corresponding codewords 0000 0001, 0000 0010, 
0000 0011, . . . . 0111 1111. The reconstruction 
levels of 1032, 1040, 1048, .... 2032 are repre­
sented by corresponding codewords 1000 0001, 
1000 0010, 1000 0011, ..... 1111 1110. The 
reconstruction level of 1024 is signalled by code­
word 1111 1111. 

The most frequently occurring EVENTs are 
variable length coded. An EVENT is a combina­
tion of a last nonzero coefficient indication (LAST; 
"O": there are more nonzero coefficients in this 

I INTRA.DC I ram= I 
8 var 

Fig. 17 .5 Structure of the Block layer in H.263. 
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block, "l "; this is the last nonzero coefficient in this 
block), the number of successive zeros preceding 
the coded coefficient (RUN), and the nonzero val­
ue of the coded coefficient (LEVEL). In contrast, 
the EVENTs in VLC coding in MPEG-1 and 
MPEG-2 include the (RUN, LEVEL) combination 
and a separate code to signal end-of-block (EOB), 
instead of the (LAST, RUN, LEVEL) combination 
employed by the H.263. The remaining ~ess fre­
quently occurring EVENTs) are coded by 22-bit 
codewords cbmprised of 7 bits of ESCAPE (0000 
011), 1 bit of last (1 or a 0), 6 bits of RUN (0000 00 
to 1111 11 ), and 8 bits of LEVEL. LEVELs of 
-127, ... -1 are represented by corresponding 
codewords 1000 0001, ... 1111 1111. LEVELs of 
1, ... 127 are represented by corresponding code­
words 0000 0001, .... 0111 1111. Further, LEV­
ELs of - 128 and O are FORBIDDEN. 

As a point of comparison, the dynamic range of 
LEVELs in MPEG-1 is -255 to +255 and in 
MPEG-2 it is +2047 to -2047 as compared to 
H.263 in which the range is only -127 to +127. 

17.1.3 The Decoding Process 

We now describe the decoding process which 
basically consists of motion compensation, coeffi­
cients decoding, and block reconstruction. 

17. 1. 3. 1 Motion Compensation 

Motion compensation in H.263 may simply use 
the default prediction mode and in addition may 
use either one or both optional modes such as the 
Unrestricted Motion Vector mode or the 
Advanced Prediction mode. For now, we discuss 
the default prediction mode and will discuss the 
various optional modes a little later. 

In default mode when coding P-pictures, each 
Inter macroblock has one motion vector. This vec­
tor is obtained by adding predictors to the vector 
differences indicated by MVD. Predi.ctors for dif­
ferential coding are taken from three surrounding 
macroblocks as shown in Fig. 17.6. The predictors 
are calculated separately for the horizontal and 
vertical components. 

At the boundary of a GOB or picture, predic­
tions are calculated according to a set of decision 
rules applied in the following sequence. The imme-
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MV : Current motion vector 
MV I: Previous motion vector 
MV2: Above motion vector 
MV3: Above right motion vector 

MVIMVI 

MVI V 

- : Picture or GOB bonier 

Fig. 17 .6 Motion vector prediction in H.263. 

diately previous candidate Qeft) predictor MVI is 
set to zero if the corresponding macroblock is out­
side the picture. Then, the :immediately above can­
didate (top) predictor MV2, and right of immedi­
ately above (top right) predictor MV3 are set to 
MVI if the corresponding macroblocl.p; are outside 
the picture (at the top) or outside the GOB (at the 
top) if the GOB header of the current GOB is 
nonempty. Next, the candidate predictor MV3 is 
set to zero if the c·orresponding macroblock is out­
side the picture (at the right side). Finally, if the 
corresponding macroblock is Intra coded or was 
not coded (COD = 1), the candidate predictor is 
set to zero. 

Once the values of each of the three predictors 
MVI, MV2, and MV3 are determined, the actual 
predictor is obtained by taking median values of 
the three predictors for the horizontal and vertical 
components. 

The value of each component of the motion 
vector is constrained to.lie in the range of [-16, 
+ 15.5]. Each VLC word for MVD is used to rep­
resent a pair of difference values, only one of 
which is a valid value falling in the range [-16, 
+ 15.5] depending on the value of the predictor. 

A positive value of the horizontal. or vertical 
component of the motion vector means that the 
prediction is being formed from pixels in the previ­
ous pictures which are spatially to the right or 
below the pixels being predicted. The same motion 
vector is used for all four luminance blocks in a 
macroblock. Motion vectors for chrominance 
blocks are obtained by dividing each of the motion 
vector components by 2, since chrominance resolu­
tion is half of that of the luminance resolution in 
each direction. Since, after division, the chromi-

nance vectors can now in fact be at quarter pixel 
resolution, they are truncated to the nearest half­
pixel position. 

Luminance or chrominance intensities at half­
pixel position are calculated by bilinear interpola­
tion as in MPEG-1 /2. 

7 7. 7 .3.2 Coefficient Decoding 

If LEVEL = "0," the reconstructed value is 
given by REC = "0." The reconstructed values of 
IntraDC is simply 8 X LEVEL, except for decod­
ed level ·of 255, which indicates REC = "1024." 
The reconstructed values of nonzero coefficients 
other than IntraDC are calculated as follows: 

IRECI = (2 X !LEVELi + 1) X QUANT 
when QUANT = "odd" 

jRECI = ((2 X jLEVELj + I) X QUANT) - I 
when QUANT = "even" 

The coefficient reconstruction process disallows 
even values at the output to prevent IDCT mis­
match errors. The value of REC is calculated from 
jRECjas follows: · 

REC = sign(LEVEL) X jRECj; -
where sign(LEVEL) is given by 
last bit of TCOEFF code. 

After inverse quantization, the reconstructed val­
ues of all coefficients other than IntraDC are 
clipped to lie in the range -2048 to 204 7. 

The reconstructed DCT coefficients are placed 
into an 8 X 8 block along the zigzag path, essen­
tially undoing the zigzag scan performed at the 
encoder. 

After inverse quantization and zigzag place­
ment of coefficients, the resulting 8 X 8 block is 
inverse DCT transformed as in case of MPEG-2, 
discussed earlier in· the book. The output of the 
inverse transform is 9 bits with a range of - 255 to 
+255. 

7 7; 1.3.3 Block Reconstruction 

After motion compensation and coefficients 
decoding, luminance and chrominance blocks are 
reconstructed. If the blocks belong to an Intra 
macroblock, the inverse transformation already 
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provides the reconstruction. If the macroblock is 
Inter, the reconstructed blocks are generated by 
adding 'prediction on a pixel basis to the result of 
the inverse transformation. A clipping operation is 
then performed to ensure that the reconstructed 
pixels lie in the range of Oto 255. 

17 .1.4 Optional Modes 
Next, we discuss the optional modes in H.263. 

As mentioned earlier, there are four such modes 
and the capability of such modes is signalled by 
the decoder to the encoder by external · means 
(such as ITU-T Recommendation H.245). The 
H.263 bitstream is self sufficient and carries infor­
mation about the optional modes in use via the 
PTYPE information. 

17. 1.4. 1 Unrestricted Motion Vector 
Mode 

The Unrestricted Motion Vector mode removes 
the restriction of the default prediction mode which 
forces all referenced pixels in prediction to be from 
inside the coded picture area. Thus, in this mode, 
motion vectors are allowed to point outside of the 
picture. When a pixel referenced by a motion vec­
tor is outside of the coded picture area, an edge 
pixel is used instead and is found by restricting the 
motion vector to the last full pixel inside the coded 
picture area. The restriction of motion vector is 
performed on a pixel basis and separately for each 
component of the motion vect01: 

Thus, for example, if a picture size of QCIF 
(picture size 1 7 6 X 144) is used, and if prediction 
needs to access a pixel at an . x-coordinate larger 
than 175, an x-coordinate of 175 is used instead; 
or if prediction needs to access a pixel at x-coordi­
nate of less than 0, then an x-coordinate of 0 is 
used. For the same example, if prediction needs to 
access a pixel at a y-coordinate larger than 143, a 
y-coordinate of 143 is used, or if prediction needs 
to access a pixel at a y-coordinate of less than 0, 
then a y-coordinate of 0 is used. 

Earlier, we noted that in the default prediction 
mode, the value of each component of motion 
ve'Ctor is limited to [-16, 15.5]. This range is 
clearly insufficient in many cases and thus in Unre­
stricted Motion Vector mode, this range is extend-
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ed to [-31.5, 31.5] with the constraint that only 
values in the range of [ - 16; 15 .5] around the pre­
dictor for each motion vector component can be 
reached if the predictor is in the. range [-15.5, 
16]. If the predictor is outside this range, all values 
in the range of [-31.5, 31.5] with the same sign as 
the predictor and the zero value can be reached. 

With the unrestricted Motion Vector mode all 
motion vector data (1\1\TD, MVD2-4, MVDB) are 
interpreted as follows. If the predictor for the 
motion vector1 component is in the range [-15.5, 
16] only the first of the pair of vector dilferences 
applies. If the predictor is outside the motion vec­
tor component range [-15.5, 16], the vector dif­
ference from pairs of vector differences will be 
used which results in a vector component in range 
[ -31.5, 31.5] with the same sign as the predict01; 
including zero. 

17. 1.4.2 Syntax Based Arithmetic 
Codes 

In, MPEG-1, MPEG-2, and the default coding 
mode of H.263, each symbol is VLC encoded using 

· a specific table based on the syntax -of the coder. 
The table typically stores lengths and values of VLC 
codewords. The symbol is mapped to an entry by 
table look-up and the binary codeword specified by 
the entry is sent to the buffer for transmitting to th·e 
receiver. In VLD decoding, the received codewords, 
depending on the context, are compared against 
appropriate tables based on the syntax of the coder 
to determine matching entries and these actual sym­
bols resulting from VLD decoding are an interim 
stei;> in the video decoding process. Of course, the 
tables used at the encoder and the decoder must be 
exactly the same. The VLC/VLD process implies 
that each symbol must be coded in integer number 
of bits and removing this restriction can result in 
increase in coding efficiency; this can be accom­
plished by arithmetic coding. 

In Syntax-Based Arithmetic coding (SAC), all 
the corresponding variable length coding/ decod­
ing operations of H.263 are replaced with arith­
metic coding/ decoding operations. The capability 
of this mode is signalled by external means while 
the use of this mode is indicated by PTYPE. 

In the SAC encoder, a symbol is encoded by a 
specific array of integers (a model) based on the 

·i, l'l ,·i' 
:i 
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syntax of the coder and by calling a procedure 
called encode_a_~mbol (index, cumul_freq). A FIFO 
(first-in-first out) called PSC_FIFO is used for 
buffering the output bits from the arithmetic 
encoder. The model is specified through 
cumul_freq[], and the symbol is specified using its 
index in the model. 

In the SAC decoder, a symbol is decoded by 
using a specific model based on the syntax and by 
calling a procedure called decode_a_~bol (cumul_ 
freq). As in the encoder, the model is specified via 
cumul_freq[ ]. The decoded symbol is returned 
through its index in the model. A FIFO similar to 
one at the encoder called PSC_FIFO is used for 
buffering the incoming bitstream. The decoder is 
initialized by calling a procedure called decoder _reset 
() to start decoding an arithmetic coded bitstream. 

As discussed earlie1~ th~ H.263 s.yntax can be 
thought of as composed of four layers: ·Picture, 
Group-of-Blocks, Macroblock, and Block. The 
syntax of the top three layers, Picture, Group-of­
Blocks, and Macro_block, remain exactly the same 
between variable length coding (default) or SAC 
mode. The syntax of the fourth layer, the Block 
layer, is slightly modified as shown in Fig. I 7. 7. 

TCOEFl, TCOEF2, TCOEF3, and TCOEFr 
are symbols representing (LAST, RUN, LEVEL) 
EVENTs, and possibly can be the first, second, 
third, and the rest of the symbols respectively. 
Thus TCOEFl, TCOEF2, TCOEF3, and 
TCOEFr are present only when one, two, three, or 
more coefficients respectively are present in the 
block layer. 

At the encoder or at the decoder, the 
PSC_FIFO, a FIFO of size > 17 bits is used. In 
PSC_FIFO at the encoder, illegal emulations of 

Fig, 17. 7 Structure of SAC block layer in H.263. 

PSC and GBSC are located and are avoided by 
stuffing a "1" after ·every successive appearance of 
14 "0"s, which are not part of PSC or GBSC). In 
PSC_FIFO of the decoder, the first "l" after every 
string of 14 "0"s is deleted; if instead of a string of 
14 "0"s is followed by a "0," it indicates legal PSC 
or GBSC is detected with the exact location of 
PSC or GBSC determined by the next "I" follow­
ing the string of zeros. 

Fixed Length Symbols form three possible strings 
PSC-tR-PTYPE-PQUANT-CPM-(PSBI)-(TRB 
-DSQUANT)-PEI-(PSPARE-PEI-... ), 
(GSTUF)-GBSC-GN-(GSBI)-GFID-GQUANT, 
and (ESTUF)-(EOS}-(PSTUF). These strings are 
directly sent to PSC_FIFO as in the normal VLC 
mode of the H.263 encoder, and are directly sent 
out from PSC_F1FO in the decoder after a legal 

. PSC or GBSC or EOS is detected. If a fixed length 
string is not the first in a video session, the arith­
metic encoder is reset before sending the fixed 
length string by calling a procedure called 
encoder_jlush ( ). This procedure is also called at the 
end of video session or before EOS. At the ·decoder 
side, after each fixed length symbol string, a proce-
dure decoder _reset () is called. · 

Nonfixed Length Symbols employ precomput­
ed models with a separate model for each symbol 
type. All models are stored as a one-dimensional 
array whose values are accessed by using the same 
indices as used in normal VLC coding. The mod­
els for COD and MCBPC in P-pictures are 
cumf_COD [] and cumf_MCBPC[ ]. The model 
for MCBPC in I-pictures is cumf_MCBPC_ 
intra[]. The model for MODB is cumf_MODB[]. 
For CBPB, two models are used, one for luminance 
and the other for chrominance and are respectively 
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called cumf_ YCBPB [ ] and cumf_ UVCBPB [ ] . 
The mo1el for CBPY is cumf_CBPY [] in Inter 
macroolocks and cumf_ CBPY _intra [ ] in Intra 
macroblocks. The model for DQUANT is 
cui:nf_DQUANT [ ] . For all MVDs, a single model, 
cumf_MVD [], is used. The model for INTRADC 
is cumf_INTRADC[ ]. The models for TCOEFl, 
TCOEF2, TCOEF3, and TCOEFr in Inter blocks 
are cumf_TCOEFl[ ], cumf_TCOEF2[ ], cumf_ 
TCOEF3[ ], and cumf_TCOEFr[ ]; the corre­
sponding models in Inter blocks are cumf_ 
TCOEFl_intra[ ], cumf_TCOEF2_intra[ ], 
cumf_TCOEF3_intra[ ], and cumf_TCOEFr_ 
intra[]. A separate model is .used for coefficient 
sign and is cumf _SIGN[ ] . Finally, the models for 
LAST, RUN, LEVEL after ESCAPE in Inter 
blocks are cumf_LAST[ ], cumf_RUN [ ] and 
cumf_LEVEL [ ] and the correspotiding mocAels in 
Intra blocks are cumf_LAST_intra[ ], cumf_ 
RUN_intra[], and cumf_LEVEL_intra[]. 

For details of procedures encode_a_symbol (index; 
cumul_.freq), decode_a_symbol (cumul_.freq), encoder_ 
flush ( J-, decoder _reset (), and the actual models. used 
consult the H.263 standard. 

17. 1.4.3, Advanced Prediction Mode 

H.263 allows yet another option to allow 
improved prediction; this option, like other options 
of H.263, is·signalled through external means and 
when used is identified in the H.263 bitstream in 
the PTYPE information. This option is called the 
Advanced Prediction Mode and includes over­
lapped block motion compensation and the possi­
bility of using four motion vectors per macroblock. 
In this mode, like in the Unrestricted Motion Vec­
tor Prediction mode, motion vectors can refer to 
an area outside of the picture for prediction. How­
ever, the extended motion vector range feature of 
the Unrestricted Motion Vector mode is active 
only if that mode is explicitly selected. If the 
Advanced Prediction mode is used in combination 
with the PB-frame mode, overlapped motion com­
pensation is used only for prediction of P-pictures 
and not for B-pictures. 

In the default mode of H.263, .one motion vec­
tor is used per Inter macroblock in P-pictures. 
However, when the Advanced Prediction Mode is 
used, either one or four motion vectors can be used 
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as indicated by the MCBPC codeword. If informa­
tion about only one motion ·vector MVD is trans­
mitted, this is interpreted as four vectors each with 
the same value. If MCBPC indicates that four 
motion vectors are transmitted, the first motion 
vector is transmitted as codeword MVD and infor­
mation about three additional vectors is transmit­
ted as MVD2-4. The vectors are obtained by 
adding predictors to vector differences MVD and 
MVD2-4 in a similar manner when only one 
motion vector ls present with the caveat that candi­
date predictors are defined for each 8 X 8 block of 
a macroblock as shown in Fig 1 7 .8. 

The motion vector for chrominance is comput­
ed for both chrominance blocks by the sum of the 
four luminance vectors and dividing the sum by 8, 
separately for the horizontal and the vertical com­
ponents. This divisi~m can result in chrominance . 
vectors to 1/16 pixel accuracy and have to be round­
ed to the nearest half-pixel position. The lumi­
nance or chrominance values at half-pixel position 
are calculated by bilinear interpolation. 

We now discuss Overlapped Moti,on Compensati,on, a 
very important feature of the Advanced Prediction 
mode. In overlapped motion compensation, each 
pixel in an 8 X 8 luminance prediction block is 
computed as a weighted sum of three pre~ctions. 
The three predictions are calculated by using three 
motion vectors: a vector of current luminance 
block and two out of four "remote" motion vec­
tors. The "remote" vector candidates are the 
motion vector of the block to the left or the right 
side of the current luminance block, and the 

MV2 MV2 MV31 

MV1 MV MV1 MV 

'· 

MV2 MV3 

MV1 MV 

Fig. 17 .8 Candidate preJictors MVl, MV2, MV3 for each 
luminance block of a macroblock in H.263. 
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motion vector of the block above or below the cur­
rent luminance block. Remote motion vectors from 

, o'ther GOBs are used in the same way as the 
motion vector within a GOB. For each pixel, 
remote motion vectors of the block corresponding 
to the two nearest block borders are used. Thus, 
for the upper half of the block, the motion vector 
corresponding to the block above the current block 
is used, while for the lower half of the block, the . 
motion vector corresponding to the block below 
the current block is used. The weighting values 
used in conjunction with this type of prediction 
with motion vectors of luminance blocks are 
shown in Fig. 17 .9b. Similarly, for the left half of 
the block the motion vector corresponding: to the 
block on the left side of the current block is used, 
while for right half of the blo_ck the motion vector 
corresponding to the block tm the right side of the 
current block is used. Again, the weighting values 
used in conjunction with this type of prediction 
with motion vectors of luminance blocks are 
shown in Fig. 1 7. 9c. 

Each pixel p(i,j) in the 8 X 8 luminance predic­
tion block is calculated as follows: 

p(i,j) = (q(i,j) X H0(i,j) + n._i,j) X H 1(i,j) + s(i,j) 
X H2(i,j) + 4)/8 

where q(i, j), r(i, j), and s(i, j) are pixels from refer­
enced picture obtained using motion vectors MV0, 

MV1, and MV2, such that MV° represe~ts the 
motion vector of the current block, MV1 represents 
the motion vector of the block either above or 
below, and MV2 represents the motion vector either 
to the left or to the right of the current block. As 
always, each MV is in fact a pair (MV x> MV) rep­
resenting horizontal and vertical components. 

4 5 5 5 5 5 5 4 2 2 2 
5 5 5 5 5 5 5 5 1 1 2 
5 5 6 8 8 8 5 5 1 1 1 

5 5 8 8 8 8 5 5 1 1 1 
5 5 8 8 8 8 5 5 1 1 1 
5 5 8 8 8 8 5 5 1 1 1 

5 5 5 5 5 5 5 5 1 1 2 
4 5 5 5 5 5 5 4 2 2 2 

2 

2 
1 
1 
1 
1 

2 
2 

(a) (b) 

If some motion vectors are not available such as 
when a surrounding block is not coded or it is cod­
ed as Intra, the corresponding remote motion vec­
tor is replaced by the motion vector of the current 
block (except in the PB-frame mode). If the scur­
rent block is at the border of a picture and a sur­
rounding block is not present, the corresponding 
remote motion vector is replaced by the current 
motion vector. 

The. weighting values in terms of matrices H0(i, 
j), H 1(i;j), and Hii,j) are shown in Figure 17.9a, 
b, and c, respectively. 

17. 1:4.4 PB-Frames Mode 

The last optional mode in H.263 is called the 
PB-frames mode. Like other optional modes dis­
cussed thus far, its capability is signalled by exter­
nal means and when this mode is enabled it is indi­
cated by PTYPE information as discussed earlier. 

A PB-frame consists of a pair of pictures coded 
together as a single unit. A PB-frame consist of a 
normal P-picture coded with prediction from a 
previously decoded reference picture which may 
be an I- or a P-picture, and a B-picture coded with 
bidirectional prediction from a decoded past ref er­
ence picture and a decoded future reference pic­
ture. In fact, the B-picture in the PB-frame mode 
of H.263 is a simplified and overhead reduced ver­
sion of MPEG-1 · (or MPEG-2) B-pictures. The 
prediction process of H.263 B-pictures is illustrat­
ed in Fig. 17 .10. 

When using PB-frames, the interpretation of 
Intra macroblocks is revised to mean P-blocks are 
Intra coded and B-blocks are Inter coded with pre­
diction as for an Inter block. For Intra macroblocks 
in P-pictures, motion vectors are included for use 
by corresponding B-blocks in B-pictures of PB-

2 2 2 2 2 1 1 1 1 1 1 2 

2 2 1 1 2 2 1 1 1 1 2 2 
1 1 1 1 2 2 1 1 1 1 2 2 
1 1 1 1 2 2 1 1 1 1 2 2 
1 1 1 1 2 2 1 1 1 1 2 2 
1 1 1 1 2 2 1 1 1 1 2 2 
2 2 1 1 2 2 1 1 1 1 2 2 
2 2 2 2 2 1 1 1 1 1 1 2 

(c) 

Fig. 17.9 Weighting values (a) HO, (b) HI, (c) H2, used for overlapped motion compensation in H.263. 
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PB frame 

B p 

Fig. 17 .10 Prediction in PB-frame mode of H.263. 

frames. Further, when using the Advanced Predic­
tion mode and the PB-frame mode if one of the ' . 
~urrounding blocks is coded Intra, the correspond-
mg remote motion vector is not" replaced •by the 
current block motion vector but uses the remote 
Intra motion vector instead. 

As noted earlier, in the PB-frame mode a mac­
roblock is considereq to consist of 12 blocks. First 
the data for six P-blocks are transmitted, next fol­
lowed by data for six B-blocks. If the macroblock is 
Intra in the P-picture, IntraDC is present for each 
P-block; however, IntraDC is not present for B­
blocks. TCOEF is present for P-blocks if indicated 
by MC~PC or CBPY; TCOEF is present for B­
blocks if indicated by CBPB. 

The vectors for a B-picture are calculated using 
motion vectors available for the corresponding P­
block in the P-picture. Assume the motion vector 
of a P-block is MV; then we calculate a forward 
motion vector MV Fand a backward motion vector 
MV B from MV and enhance it by· a delta motion 
vector given by MVDB. Further, let TRn be the 
increment in temporal reference TR from the last 
picture header (if TRn is negative, TR0 = TR0 

+ 256), and TRB be the temporal reference for 
the B-picture and represents the number of non­
transmitted pictures since the last I-or P-picture, 
just before the B-picture. Let MV O be the delta 
motion vector for a B-block derived from MVDB 
and com;sponds to the vector MV of a P-block. If 
MVDB is not present, MV0 is set to zero; other­
wise, the same MV0 given by MVDB is used for 
each of the four luminance B-blocks in a mac­
roblock. 
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The forward vector MV F and the backward 
vector MV B in half-pixel uriits are calcul_ated as fol­
lows: 

MVF = (TRn X MV)/TRD + MVD 

MVn = ((TRn - TR0 ) X MV)/TRD 
if MV O is not equal to 0 

MVn=MVF-MV 
if MV D is not equal to 0 

Similar to that for MY, the range of values for 
MV Fis constrained. Also, a VLC word for MVDB 
represents a pair of difference values with only one 
value of MV F falling in the default range of [ - 16, 
15.5] or [-31.5, 31.5] in Unrestricted Motion 
Vector mode. For chrominance blocks, MVF is cal­
culated by sum of four luminance MV F vectors 
dividing the sum by 8, and truncating to neares~ 
half-pixel; the MV is calculated similarly using four 
luminance MV B vectors. 

To calculate prediction for an 8 X 8 B-block in 
a PB-frame, first the fo1ward and the backward 
vectors are calculated. It is assumed that the P­
macroblock is first decoded and the reconstructed 
value PREc is calcul~ted. The prediction for B­
block is calculated next and consists of two parts. 
First, for pixels where the backward vector MV.: 

' ' points to inside PREC, use bidirectional prediction 
which is computed as average of forward predic­
tion obtained by MV F and backward prediction 
obtained by MV B· For all other pixels, forward pre­
diction using MV F relative to the previous decoded 
picture is used. Figure 1 7. l l illustrates the part of 
the block that is predicted bidirectionally and the 
r~maining part that is predicted by forward predic­
tion. 

Forward 
prodlcllon 

Bldlrecuonal 
B-block prediction 

P.macroblock 

Fig. 17 .11 Forward and bidirectional prediction for the B­
block. 
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17. 1.5 The Encoder 

, In Fig. 1 7 .12 we show a high-level structure of a 
typical interframe encoder that can be used for the 
H.263 standard. This encoder is very similar to the 
encoder used for MPEG-1 encoding and uses 
motion estimation and compensation to generate 
an interframe prediction signal which is analyzed 
on a macroblock basis to decide if Intra or Inter 
coding should be employed. If Intra coding is 
employed, the prediction signal is ignored, and the 
block is transformed to a block of coefficients by 
DCT and quantized by Quant and Quant idices 
are sent along with the Inter/Intra decision and 
quantizer scale information to the video multiplex 
coder which generates the H.263 bistream. If Inter 
coding is employed, the motion-compen~ated pre­
diction macroblock is differenced from the mac­
roblock being coded and tlie prediction error sig­
nal is _transformed by DCT, quantized by Quant, 
and results in Quant indices which along with 
motion vectors, Inter/Intra flag, transmit or not 
flag, and quantizer scale are sent to the video mul­
tiplex coder. 

Details of motion estimation and compensation 
are not shown; depending on the coding options 
selected, motion estimation and compensation may 
involve computations specific to Unrestricted 
Motion Vectors, Advanced Prediction, or PB-

video in;....;.._,......_ 

Fig, 17, 12 Encoder structure. 

frames. Also, the ·scaling of luminance motion vec­
tors to generate chi-ominance motion vectors and 
calculation of bilinear interpolation for half-pixel 
motion compensation is not shown. Video multiplex 
uses various VLC tables and incoming flags to cor­
rectly format the bitstream to be H.263 compliant. 

17 .2 CODING ADVANCES 

While various key- standardization efforts related to 
image and video coding have been ongoing for the 
last ten years or so, outside of the standards arena, 
considerable progress has also· been ongoing, 15 

leading to a refinement of well-established coding 
schemes, gradual maturity of recent less estab­
lished coding schemes, and invention of new 
promising coding schemes. Not only in terms of 
performance but also in terms of implementation 
complexity a number of coding schemes are begin­
ning to be competitive with standards-based video 
coding. Thus, before proceeding with our discus­
sion on- MPEG-4, which is currently an ongoing 
standard, a brief review of the state of the art is 
necessary. 

In reality, the MPEG standardization process 
has been fairly· open such that whenever a new 
standard is initiated, a call for proposals is sent, 

To Video 

MJltiplex 

Coder 
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inviting any candidate proposals to an open "con­
test" µivolving subjective testing of video quality, 
evaluation of functionalities it can achieve, and 
analysis of its implementation complexity. Further, 
even if a candidate proposal is not among the top 
rated proposals but consists of some promising 
components, as long as there are organizations 
willing to study them further, these components are 
evaluated and even improved via Core Experi-. 
ments. 

There are various ways of classifying image and 
video coding schemes. In one such technique for 
classification, terms such as first generation coding, 
second generation coding, and so forth have been 
used. The underlying implication of this technique 
for classification is that the second generation 
schemes analyze a scene· and thus can code it more 
efficiently by using a contours (;dges separating 
various regions) and texture (intensity variations in 
various regions) based representation, while the 
first generation schemes do not. Another technique 
for classification is based on clearly identifymg the 
segmentation and motion models employed by a 
scheme. Various possibilities for segmentation 
models are: statistically dependent pixel blocks, 2D 
models based on irregular regions/ deformable tri­
angles/ specific features, and 3D models such as 
wireframe representations. Likewise, possibilities 
for motion models are: 2D translation, sophisticat­
ed 2D models based on affine/bilinear/perspective 
transformations, and 3D models with global or . 
local motion. Another technique for classification, 
besides coding efficiency, uses additional function­
alities that a coding scheme can provide as a crite­
rion for judging its value. Examples of functionali­
ties are degree of scalability, error resilience, 
content based access, and others. 

The performance, functionality, and, compiexity 
tradeoffs are different for different applications, 
and in general there are no easy answers. It is diffi­
cult for a single coding algorithm to be able to pro­
vide significantly higher compression than current 
standards while achieving desirable functionalities 
and somewhat reasonable complexity. Further, an 
irriportant question is how general should a coding 
scheme be? Should it be very application specific, 
or should it be very generic? One way to answer 
these questions is in terms of coding efficiency/ 
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functionalities achieved. If very significant cod­
ing/functionality improvements can be obtained 
by being application specific, it should be applica­
tion specific; otherwise it should be generic. In fact 
one of the motivations in studying various tech-

. niques for classification is to determine trends and 
predict which methods are likely to lead to signifi­
cant improvements in the future. 

In presenting a comparative overview of vari­
ous recent co~g advancements, one of the main 
difficulties is that one is judging the performance of 
an overall coding system, and not that of individ­
ual components. To be more concrete, a typical 
image or video coding system consists of a number 
of components such as analyzer, quantizer, and 
entropy coder, with a number of possibilities for 
each component. Further, analysis may itself be 
done on an entire signal or on portions of the sig­
nal, on the original signal, or on the prediction 
error {including motion-compensated prediction 
error) signal, and moreover may use DCT trans­
form, Sub-band, Discrete Wavelet Transform, 
Fractals, or others. The next component is quanti­
zation which may be perceptual visibility based or 
not, fixed or adaptive, linear or nonlinear, scalar or 
vector. The third major component is entropy cod­
ing which may. again be fixed or adaptive, Huff­
man (VLC), or arithmetic. Recognizing the various 
pitfalls, we briefly review the state of progress of 
various promising coding schemes. 

17 .2.1 Transform Coding 
Transform coding and in particular DCT cod­

ing has enjoyed significant popular owing to its 
ability to effectively exploit high spatial correla­
tions in image data,. It has even proven to be effec­
tive for coding of motion-compensated prediction 
error data which typically have fairly low correla­
tions. All major image and video coding standards 
use DCT transforms of 8 X 8 block size. Besides 
DCT, other orthogonal block transforms have also 
been experimented with but from a: practical 
standpoint significant benefits of other transforms 
over DCT have not yet been proven. From a cod­
ing efficiency standpoint, on the average, a block 
size of 8 X 8 has been pn;>Ven to provide a suitable 
tradeoff in exploiting correlations and providing 
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adaptations needed owing to local structures in 
images, and is thus commonly used in DCT cod­
mg. 

Improvements in DCT coding have been 
reported by use of somewhat larger size trans­
forms, which from the implementation standpoint 
are becoming feasible only now. Overall, to be suf­
ficiently adaptive across images of different resolu­
tions, variable block size (VBS) schemes22 may be 
promising. Further, optimized VBS coding may 
involve a hybrid of DCT and pixel domain coding. 
By pixel domain coding, we mean schemes such as 
Vector Quantization (VQ) in which an approxima­
tion to the block being coded is obtained by look­
up into a limited codebook, or by template coding 
(similar to VQ) but with a codebook satisfying spe­
cific properties. As an example of. 4 VBS scheme, 
block sizes of 16 X 16, 8 X 8, and 4 X 4 may be 
used for DCT coding and block size of 4 X 4 may 
be used for pixel-domain template coding. The 
extent to which VBS coding can be successful 
depends on minimization of overhead, good code­
book design, and use of optimized VLCs for differ­
ent block sizes. Other directions for improvements 
have focused on adaptation of block DCT to cod­
ing of irregular shaped regions. 

Some improvements have also been reported. 
with VQ of DCT coefficients at the expense of 
loss of genericity over a wide range of bitrates. 
Before motion-compensated interframe coding 
became popular, 3D-DCT coding was also tried 
for coding of video but such attempts were not 
very successful. Recently, 3D-DCT of 8 X 8 X 4 
block size has been proposed for motion-compen­
sated prediction error coding for B-pictures. 16 

17 .2.2 Wavelet Coding 
Sub-band coding decomposes an image signal 

·into its frequency components similar to transform 
coding but also manages to retain spatial relation­
ships (present in pixel domain representation) in its 
frequency components. Sub-band coding achieves 
critical sampling, unlike pyramid coding in the pix­
el domain, which requires oversampling. Sub-band 
encoding typically consists of applying a series of 
analysis filters over the entire image, downsam­
pling of each band by a factor, quantization, and 

entropy coding. Sub-band decoding consists of 
complementary operations of entropy decoding, 
inverse quantization, upsampling of each band, 
and applying synthesis filters to generate the recon­
structed image. The analysis and synthesis filters 
are generally chosen to allow perfect reconstruc­
tion. In general, sub-band coding can be viewed as 
transform coding with overlapped blocks so that it 
can exploit correlation over a· larger set of pixels. 
While transform coding has the potential of pro­
ducing blocking artifacts, sub-band coding may 
typically produce ringing or contouring artifacts. 
An advantage of sub-band coding is in terms of 
the flexibility it offers to allocate different rates to 
different sub-bands. 

Typically, wavelet transform coding15•18 has 
been treated as sub-band·coding because sub-band 
analysis filtering and the transform operation are 
essentially equivalent and wavelet transform can 
be achieved with the sub-band filter bank. Without 
going into detail, the wavelet transform operation 
can be identified by properties such as shorter basis 
for high frequencies; higher resolution for high fre­
quencies, orthogonality . between basis, and mul­
tiresolution representation. Despite its relationship 
to sub-band decomposition, there is some benefit 
to treating wavelet coding as transform coding 
instead ·of subband coding owing to nonstationari­
ty properties of images; these properties can be 
best exploited by locally adaptive quantization, 
scanning, and use of end of block code, such as 
often done in transform coding. 

It has often been reported that wavelet coding 
can provide intraframe image coding with signifi­
cantly higher performance25, however,· it is not 
completely clear as to how it can provide improve­
ments in video coding. If simple intra.frame 
wavelet techniques are applied for video coding, it 
is difficult to obtain sufficient performance. To 
improve performance, several ways of performing 
interframe coding with wavelets are being investi­
gated by researchers and include coding of differ­
ences in wavelet transforms of current image and a 
previous image, wavelet coding over the entire 
image of block motion-compensated error signal 
generated by use of overlapped block motion com­
pensation, and wavelet coding adapted to each 
region where motion compensation is performed 
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on a region basis. Among the more promismg 
techni~I_L\eS ,are those that employ overlapped block 
motion compensation and wavelet coding of the 
entire image, followed by arranging of coefficients 
into a number of blocks that can be quantized, 
scanned, and VLC (or arithmetic) coded much like 
transform coding. Some improvements have also 
been reported by vector quantization of wavelet 
coefficients instead of scalar quantization and 
scanmng. 

17 .2.3 Fractal Coding 
Fractal coding15•17 exploits the property of self­

similarities within an image; some of the self-sinµ­
larities may exist at different resolution scales and 
may not be directly obvious. Fractal coding basi­
cally uses concepts such as affine transformations, 
iterated function systems, and the collage theorem. 
Affine transformations consist of mappings such· as 
translation, rotation, and scaling that allows a part 
of source image to yield a target image. An -iterat­
ed, function system is a collection of contractive 
affine maps that when applied iteratively on a part 
of source image can generate a part of the target 
image using repeated parts (such as translations, 
rotations, and scales) of a source image. The col­
lage theorem says that if an image can be 
described by a set of contractive affine transforma­
tions then these transformations specify an iterated 
function system that can be used to reconstruct an 
approximation after some number of iterations 
and that it will eventually converge. 

Fractal coding and VQ seem tci have distinct 
similarities owing to use of some codebooks and 
need for matching operations. Like VQ and trans­
form coding practical fractal· coding is also block 
based. In fractal transform coding, first an image is 
partitioned into nonoverlapping smaller blocks 
called domain blocks that cover the entire image. 
Next, range blocks are defined and are allowed to 
overlap and not necessarily cover the entire image. 
Affine transformations are then computed which 
allow mapping of range blocks to domain blocks. 
The compressed representation then involves . 
affine transformation ~aps, domain bock geome­
try, and range block addresses. Fractal decoding 

· then consists of generating two buffers, a domain 
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buffer and a range buffer. _Affme transforms are 
applied using the range buff er and filling the 
domain buffer. The range and domain block are 
identified in the opposite buffers and affme trans­
forms are applied again; this process is repeated 
until differences in the two buffers are small and 
results in an image that is a close approximation to 
the original image. 

Again, fractal coding is promising for coding of 
intraframes h11it has obvious difficulties in coding of 
video. Intrafrarne coding of video using fractals 

_ does not provide the desired compression. Fractal 
coding of difference images does not work well 
owing to the pulsive nature of the differential or 
motion-compensated differential signal. Fractal 
coding of video by using self-similarities in 3D 
blocks has also been investigated. Currently 
research is in progress to determine' ways in which 
motion compensation and fractal coding can be 
combined to provide an effective solution for video 
coding. 

17 .2.4 Region-Object-Based 
Coding· 

Images and video of natural or artificial scenes 
are generally quite nonstationary. This is due to 
the presence of local structures (edges) that corre­
spond to imaged objects in scenes. Earlier we dis­
cussed a classification of images in which second 
generation coding was meant to represent contours 
and textures in a scene. It has been believed for 
quite some time that to achieve very high compres­
sion, not only information theoretic (such as corre­
lations) but also structural properties (such as 
organization of structures, edges, etc.) need to be 
exploited. Region-based coding can be derived as a 
generalization of contour/ texture coding, where 
regions can be of arbitrary shapes. Consider a 
scene in which each region can be identified; then 
the image coding problem reduces to fmding an 
efficient represeI!,tation of region boundaries 
(shapes) and that for texture values Ouminance ahd 
chrominance intensities) to fill in for each region. 
This can also be looked upon as generalization of 
block transform coding; however, in that case 
shape information is not needed since block sizes 
and locations are known a priori; the transform 
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coding provides a means to specify texture infor­
mation. 

One of the main challenge in region-based cod­
ing17,19 is to derive a few meaningful homogeneous 
regions in a scene; this is referred to as the segmen­
tation problem. It is always possible to perform 
edge detection and try to define regions; however, 
this may result in too many regions which may cost 
considerable coding overhead. Ideally, one would 
like to segment a scene into a few principal objects 
that have real-world significance (semantic mean­
ing). Each object could then be further subdivided 
into as many homogeneous regions as may provide 
overall good coding quality. However, automatic 
segmentation of scenes, except for the most trivial 
scenes, is a rather difficult problem for which con­
siderable effort has been put forth by the computer 

~ ► 

vision community. 
Next, for regions/ objects that have been locat­

ed, an efficient way of specifying shapes is neces­
sary, since accurate shape representation causes a 
significant overhead, in effect reducing the number 
of bits available for texture coding. This is even 
more critical for low-bitrate video coding, in which 
the number of coding bitrates is limited. One of 
the simplest ways of representing shapes is via cod­
ing of chains of pixels, such that at each pixel a 
decision is made from among eight ( or fom) possi­
ble directions; with the use of differential coding 
and variable length coding chain coding can be 
made effective. Another method of shape coding is 
based on the use of polygon approximations20 to 
actual shape via straight lines; this method is usual­
ly effective when some errors in shapes can be tol­
erated and does provide an overhead-efficient 
method for shape representation. Yet another 
method of shape representation is to use variable 
block size type segmentation using quadtree struc­
tures; this method also allows control of accuracy 
of shape representation to trade off shape coding 
overhead with texture coding overhead. 

Finally, the texture for each ~egion needs to be 
coded. For region-based texture coding, pixel 
domain coding (average values of region), trans­
form coding, or other techniques such as wavelets 
can be employed. Recently, solutions for transform 
coding of arbitrary shaped regions have been pro­
posed in the form of shape-adaptive DCT (SA-

DCT), projection onto a convex set and DCT 
(POCS-DCT), and other schemes have been pro­
posed. Attempts have also been made to jointly 
solve shape and texture coding problems by 
designing the texture coding scheme to implicitly 
specify shapes. Yet another direction has been to 
use block transform coding in conjunction with 
chroma keying to implicitly represent shapes, 
transferring some shape overhead into texture cod­
ing. Mal\ly of the aforementioned techniques can 
be applied for intraframe or motion-compensated 
interframe coding. In addition to texture coding 
improvements, attempts are also being made to 
reduce motion-compensated prediction error sig­
nal by use deformable triangles or quadrilaterals to 
perform advanced motion compensation. Such 
schemes can be used in conjunction with normal 
or region-based coding. 

l 7 .2.5 Model-Based Coding 

By model-based coding, we primarily mean 3D 
model based coding.21,26 Schemes that use 2D 
models were already discussed within the context 
of region-based coding. One of the main applica­
tions scenario in which research is ongoing in 3D 
model based coding is for representing the human 
head. Some advancements have also been made to 
extend this to represent a head and shoulders view 
as would be typical in a videophone scene. A 
generic wireframe model is used to represent the 
human head and provide the structure for key 
facial features. 

A model-based coder then consists of three 
main components: a 3D head (facial) model, an 
encoder, and a decoder. The encoder segments an 
object of interest (a person) from the background, 
estimates motion of th,e object (translation, rota­
tion, etc.), and then transmits these analysis para­
meters to the reeeiver. Further, as. new previously 
unseen areas are uncovered at the encoder, it 
updates and corrects the model. This generates 
output images by using the 3D facial model and 
the analysis parameters. To model a person's face 
in sufficient detail, a deformable wireframe model 
consisting of several hundred triangles can be 
used. This model is adapted to a person's face by 
use of feature point positions. Then the front view 
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of the person's face is mapped onto the wireframe 
mo~el Now this model can be manipulated and 
the resulting images appear natural. Research is 
ongoing to improve the accuracy of model by use 
of side views, modeling of muscles, and so forth. 
To regenerate natural looking images by animating 
this model, accurate synthesis of facial movements 
is necessary. Several methods to accomplish this 
exist, such as transmitting of fine details and past­
ing them, use ·of deformation rules to control ver­
tices of the model by identifying the facial actions, 
and translating them into movement of a set of 
action units. 

The problem of analysis is a lot more difficult 
as compared to the problem of synthesis · and 
deserves separate mention. At present there is no 
system that can automatically work for modeling of 
objects and extraction of modef parameters, even 
for head and shoulder images. Analysis actually 
includes a number of subproblems such as deter­
~g feature points, segmentation of objects, 

. estimation of global and local motion, and so 
forth. A number of solutions are being investigated 
to allow better analysis by tracking marks plotted 
on the moving object and using that to compute 
giobal (head) motion as well as a number of local 
movements corresponding to important features. 
Researchers27- 32 are looking into ways by which 
additional information such as range data, two or 
more views, speech, facial muscle models etc can 
improve the overall performance and robustness of 
3D model based video coding system. 

17.3 INTRODUCTION TO MPEG-4 

The MPEG-4 standard is the next generation 
MPEG standard which was started in 1993 and is 
currently in progress. It was originally intended for 
coding· of audio-visual information with very high 
compression at very low bitrates of 64 kbits/ s or 
under. When MPEG-4 video was started, it was 
anticipated that with continuing advances in 
advanced (non-block-based) coding schemes, · for 
<?xample, in region-based an~ model-based coding, 
a scheme capable of achieving very high compres­
sion, emerge. By mid 1994, two things became 
clear. First, video coding schemes that were likely 
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to be mature within the t4neframe of MPEG were 
likely to offer only moderate increase in compres­
sion (say, up to 2 at the most) over existing methods 
as compared to the original goal of MPEG0 4. Sec­
ond, a new class of multimedia applications was 
emerging ~at required greater levels of functional­
ity than that provided by any other video standard 
at bitra_tes in the range of 10 kbits/s to 1024 
kbits/ s. This led to broadening of the original 
scope of MfEG-4 to larger range of bitrates and 
important new functionalities. 3 

17.3. l Focus of MPEG-4. 

The mission and the focus statements of 
MPEG-4 explain the trends leading up to MPEG-
4 and what can be expected in the future and are 
directly stated here from the MPEG-4 Proposal 
Package Description (PPD) document. 1 

The traditional boundaries between the 
telecommunications, computer, and TV/ film 
industries are blurring. Video, sound, and commu­
nications are being added to computers; interactiv­
ity is being added to television; and video and 
interactivity are being added to telecommunica­
tions. What seems to be convergence in reality is 
not. Each of the industries approach audio-visual 
applications from different technological perspec­
tives, with each industry providing its own, often in 
compatible solutions for similar applications. 

Three important trends can be identified: 

• The trend toward wireless communications 

• The trend toward interactive computer applica­
tions 

• The trend toward i~tegration of audio-visual 
data into a number of applications. 

At the intersection of the traditionally separate 
industries these trends must be considered in com­
bination; new expectations and requirements arise 
that are not adequately addressed by current or 
emerging standards. 

Therein lies the focus of MPEG-4, ·the conver­
gence of common applications of the three indus­
tries. MPEG-4 will address these new expectations 
and requirements by providing audio-visual cod­
ing solutions to allow interactivity, high _ compres­
sion, or universal accessibility. 
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Fig. 17 .13 Applications area addressed by MPEG-4 (shaded 
region). 
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Figure I 7 .13 shows the applications of interest 
to MPEG-4 arising at the intersection of different 
industries. 

17 .3.2 MPEG-4 Applications 

We now provide a few concrete examples of 
applications or application classes that the MPEG-
4 video standard may be most suitable for: 

• Video on LANs, Internet video 

• Wireless video 

• Video databases 

• Interactive home shopping 

• Video e-mail, home movies 

• Virtual reality games, flight simulation, multi­
viewpoint training. 

17 .3.3 Functionality Classes 

Now that we have some idea of the type of 
applications MPEG-4 is aimed for we clarify the 

• High Compression is. needed to allow increase in 
efficiency in transmission or the amount of stor­
age required. For low-bitrate applications, high 
compression is very important to enable new 
applications. 

• Universal Accessibili91 means the ability to access 
audio-visual data over a diverse range of storage 
and transmission media. Owing to an increasing 
trend toward mobile communications, it is 
important that access be available to applications 
via 1wireless networks. This acceptable perfor­
mance is needed over error-prone environments 
and at low bitrates. 

17.3.4 MPEG-4 Work 
Organization 

Currently the MPEG-4 work is subdivided into 
five parts: 

• Video 

• Audio 

• Integration 
-Requirements 
-MPEG-4 Syntax Description Language (MSDL) 
-Synthetic and Natural Hybrid Coding (SNHC) 

• Implementation studies 

• Test. 

Each part is handled by a separate subgroup, so 
in fact there are five parts. Further, some parts are 
divided into a number of subparts; for example, 
Integration work consists of Requirements, 
MSDL, and SNHC. Each subgroup, depending on 
the number of technical issues that need to be 
addressed, forms a number of ad hoc · groups, 
which by definition are temporary in nature to 
ensure maximum flexibility. 

three basic functionality classes1 that the MPEG-4 17.4 MPEG-4 REQUIREMENTS 
standard is addressing. T?ey are as follows:, · 

• Content-Based lnteractiviry allows the ability to 
int~ract with important objects in a scene. Cur­
rently such interaction is possible only for syn­
thetic objects; extending such inter,:i.ction to nat­
ural and hybrid synthetic/natural objects is 
important to enable new audio-visual applica­
tions. 

The process of collection of requirements for 
MPEG-4, although it was started in late 1993, is 
continuing at present, 8 in parallel with other work 
items. This is so because the process of develop­
ment of an MPEG standard is intricate, tedious, 
thorough, and thus time intensive (about 3 to 5 
years per standard with overlap between stan-
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dards). T9 keep up with marketplace needs for 
practical standards at the right time and follow 
evolvhig trends, the requirements collection 
process is kept flexible. This ensures the ability to 
modify requirements as they evolve over time as 
well as to be able to add new ones when absolutely 
necessary. The work for various parts ( or subparts) 
of MPEG-4, Video, Audio, MSDL, and SNHC is 
kept synchronized with the requirements collected 
at any given point in time, to the maximum extent · 
possible. The major restructuring of the MPEG-4 
effort inJuly 1994 to expand its scope to a number 
of useful functionalities and not to be limited to 
very low bitrates only was in part due to an 
exhaustive effort in requirements analysis which 
indicated changing marketplace and new trends. 

Before we specify the new functionalities of 
MPEG-4, the standard functionah1:ies it must ;up­
port, and some general requirements, we need to 
clarify the terminology used in MPEG-4. Some of 
the terms used have evolved from MPEG-1 and 
MPEG-2 while other terms are new. 

17.4.1 Terminology 

Tool: A tool is a technique that is accessible or 
described by the MSDL. Tools may themselves 
consist of other tools. Motion compensation, trans­
form filters, audio-visual synchronization, and so 
forth are some examples ·or tools. 

Algorithm: An algorithm is an organized collection 
of tools that provides one or more functionalities. 
An algorithm may be composed of a number of 
tools tools, or even of other algorithms. DOT 
image coding, Code Excited Linear Prediction, 
Speech-Driven Image Coding, and so forth are 
some examples of algorithms. 

Flexibil#y: Flexibility is the degree of programma­
bility provided in an MPEG-4 implementation. 
Three degrees of flexibility can b.e defined: fixed 
set of tools and algorithms (Flex_O); configurable 
but fixed tools (Flex_l ); and downloadable tools, 
algorithms, and configuration (Flex_2). 

Prqfile: A profile addresses a cluster of functionali­
ties that can enable one or more applications. At 
each . flexibility, one or more profiles can be 
defined. Thus, at Flex_O, a profile is a set of tools 
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configured into an algori~; at Flex_l, a profile is 
a set of tools; and at Flex_2, a profile enables the 
ability to download and configure tools and algo­
rithms. MPEG-1 audio layer 3, MPEG-2 Video 
Profile, MPEG-2 System, and H.263 are all exam­
ples of profiles at Flex_O. 

Level: A level is a specification of the constraints 
and performance criteria needed to satisfy one or 
more applications. Each profile is classified by a 
degree of fle'xibility and · a value of level. At 
Flex_O, for a profile, a level simply indicates perfor­
mance achieved. At Flex_l, for a profile profile, a 
level is the capability of a system to configure a set 
of tools and execute the resulting algorithms. At 
Flex_2, for a profile, a level specifies system capa­
bility relative to downloading, configuration of 
tools, and execution of resulting algorithms. 

Conformance Points: Conformance points are specifi­
cations of particular Flexibility /Profile/Level 
combinations at which conformance may be test­
ed. Like MPEG-2, MPEG-4 expects to standardize 
a set of conformance points. 

· 17 .4.2 MPEG-4 Functionalities 

Earlier, we had discussed the various classes of 
functionalities being addressed by MPEG-4. In 
Table 17 .1 we show a detailed list of eight k€:y func­
tionalities1•2•8 and how they are clustered into three 
functionality classes. These functionalities are to be 
supported through definition of a set of coding 
tools and a mechanism. (MSDL) to access, down­
load, combine, and execute these coding tools. 

17 .4.3 Basic Functionalities 

Besides the new functionalities that the ongoing 
work in MPEG-4 expects to support, a set of basic 
functionalities are also required and can be listed 
as follows. 

Synchronization: The ability to synchronize audio, 
video, and other content for presentation.-

Auxiliary data capabili91: The ability to allocate chan­
nels for auxiliary data streams. 

Virtual channel allocation: The ability to dynamically 
partition video, audio, and system channels. · 
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Table 17 .1 Functionalities Supported by MPEG-4 and Their Explanation 

Content Based Interactivity 

Content-Based Multimedia Data Access Tools: The access of multimedia data with tools such as indexing, hyperlinking, browsing, 
uploading, downloading, etc. 

Content-Based Manipulation and Bitstream Editing: The ability to provide manipulation of contents and editing of audio-visual 
bitstreams without the requirement for transcoding. 

Hybrid Natural and SyntlU1tic Data Coding: The ability to code and manipulate natural and synthetic objects in a scene including 
decoder controllable methods of compositing of synthetic data with ordinary video and audio, allowing for interactivity. 

lmproued Temporal Random A.cess: The ability to efficiently access randomly in a limited time and with fine resolution parts (frames or 
objects) within an audio-visual sequence. This also includes the requirement for conventional random access. 

I 

Compression 

lmproued Coding Effidenqy: The ability to provide subjectively better audio-visual quality at bitrates compared to existing or emerging 
video coding standards. 

Coding ef Multiple Concurrent Data Streams: The ability to code multiple views/ soundtracks of a scene efficiently and to provide 
1 sufficient synchronization between the elementary streams. To obtain high coding efficiency techniques for exploiting 

redundancies that exist between multiviewpoint scenes are required. 

Universal Access 

Robustness in Error-Prone Enuironments: The capability to allow robust access to applications over a variety of wireless and wired 
networks and storage media. Sufficient robustness is required, especially for low-bitrate applications under severe error 
conditions. 

Content-Based Scalabili91: The ability to achieve scalability with fine granularity in spatial, temporal, or amplitude resolution; quality; 
or complexity. Content-based scaling of audio-visual information requires these scalabilities. 

Low delO!)I mode: The ability for system, audio, and 
video codecs to operate with low delay. 

User controls: The ability to support user control for 
interactive operation. 

Transmission media adaptibility: The ability to operate 
in a number of different media. 

Interoperability with other systems: The ability to inter­
operate with other audio-visual systems. 

Security: The ability to provide encryption, authen­
tication, and key management. 

Multipoint capability: The ability to have multiple 
sources or destinations. 

Coding of audio types: The ability to deal with a 
range of audio and speech data such as wideband, 
narrowband, intelligible, synthetic speech, and syn­
thetic audio. 

QJ!,ality: The ability to provide audio-visual services 
at sufficient quality level. 

Bitrates: The ability to efficiently operate over range 
of bitrates from 9.6 to 1024 kbits/s. 

Low complexity mode: The ability to operate with low 
complexity (in hardware, software, or firmware). 

17 .4.4 Evolving Requirements 

The various aforementioned advanced as well 
basic functionalities give rise to certain require­
ments that an MPEG-4 coding system must satisfy. 
Further, it is not surprising that several functionali­
ties sometimes have common requirements and 
often, one or more such functionalities is simulta­
neously needed in an application. One way to 
derive specific requirements is to choose a number 
of representative applications and provide numeri­
cal bounds or characteristics for every single para­
meter; however, such an exercise is feasible for 
applications that are already in use and are well 
understood enough to allow full characterization. 
Another solution is to look for functional common­
alities between applications to generate several 
clusters and specify parameter ranges for these 
clusters. Generating requirements for MPEG-4 is 
an ongoing exercise and is using a little bit of both 
approaches. 
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The requirements process is complicated fur­
ther by, the fact that requirements for MPEG-4 
coding · need to be translated into a set of 
requirements for · Video, Audio, MSDL, and 
SNHC. The current approach is to specify 
requirements for Flexibility/Profile/Level com­
binations. In this manner, for each degree of 
flexibility, the requirements for one or more pro­
files are being described. Further, for each pro­
file, requirements for one or more levels are also 
being specified. 

17.5 MPEG-4 VIDEO 

MPEG-4 video was originally intended for very 
high compression coding at bitral:es of under 64 
kbits/s. As mentioned earlier, in July 1994, the 
scope of MPEG-4 was modified to include a new 
set of functionalities, and as a cor~sequence, it was 
no longer meaningful to restrict bitrates to 64 
kbits/ s. Consistent with the functionalities it 
intends to support, the MPEG-4 video effort is 
now aimed at very efficient coding optimized at 
(but not limited to) a bitrate range of 10 kbits/s to 
about 1 Mbit/s, while seeking a number of con­
tent-based and other functionalities.· 

Following the tradition of previous MPEG 
video standards, the MPEG-4 video effort is . cur­
rently in its collaborative phase l:lfter undergoing a 
competitive phase, The competitive phase consist­
ed of issuing an operi call for proposals in Novem­
ber 1994 to invite candidate schemes for testing in 
October/November 1995. A proposal package 
description (PPD) was developed describing the 
focus of MPEG-4, the functionalities being 
addressed, general applications MPEG-4 was 
aimed at, the expected workplan, planned phases 
of testing, how Verification Models (VMs) would 
be used, and the time iternary of MPEG-4 devel-
. opment. The MPEG-4 PPD which was started in 
November 1~94 underwent successive refinements· 
until July 1995. In parallel to the PPD develop­
ment effort, a documeiit describing the MPEG-4 
Test/Evaluation Procedures started in March 1995 
underwent several iterations and was subsequently 
finalized by July 1995. 
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17 .5. l Test Conditions for First 
Evaluation 

· For the first evaluation tests, 2 proposers were 
required to submit algorithm proposals for formal 
subjective testing or tools proposals. Since not all 
functionalities were tested in the first evaluation, 
for the untested functionalities, tools submissions 
were invited. It turned out that some tools submis­
sions were made by proposers who were unable to 

I 
complete an entire coding algorithm because of 
limited time or resources. In a few cases, proposers 
also used tools submissions as an ppportunity to 
identify and separately submit the most promising 
components of their coding proposals. Since tools 
were not formally tested they were evaluated by a 
panel of experts and this process was refe1Ted to as 
evaluation by experts. 

The framework of the first evaluation involved 
standardizing test material to be used in the first 
evaluation. Toward that end, video scenes are clas­
sified from relatively simple to more complex by 
categorizing them into three classes: Class A, Class 
·B, and Class C. Two other classes of scenes, Class 
D and Class E, were defined; Class D contained 
stereoscopic video scenes and Class E contained 
hybrids of natural and synthetic scenes. 

Since MPEG-4 is addressing many types of 
functionalities and different classes of scenes, it was 
found necessary to devise three types of test meth­
ods. The first type of test method was called the 
Single Stimulus (SS) Method and involved rating 
the quality of coded ~cene on an 11-point scale 
from O to 10. The second type of test method was 
called the Double Stimulus Impairment Scale 
(DSIS) and involved presenting to assessors a refer­
ence scene (coded by a known standard) and after 
a 2-second gap, a scene coded by a candidate algo­
rithm, with impairment of the candidate algo­
rithm compared to reference using a five-level 
impairment scale. The third test method was 
called the Double Stimulus Continuous Quality 
Scale (DSCQS) and involved presenting two 
sequences with a gap of 2 seconds in between. 
One of the two sequences was coded by the ref er­
ence and the other was c~ded by the candidate 
algorithm; however, the assessors were not 
informed of the order in which the reference scene 
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Table 17 .2 List of MPEG-4 First Evaluation Formal Tests and Their Explanation 

Compression 

Class A Sequences at 10, 2 4, and 48 kbits Is: Coding to achieve the highest compression efficiency. Input video resolution is CCIR-60 l 
and although any spatial and temporal resolution can be used for coding, the display format is CIF on a windowed display. The 
test method employed is SS. 

Class B sequences at 24, 48, and 112 kbitsls: Coding to achieve the highest compression efficiency. The input video resolution is CCIR-
601 and although any combination of spatial and temporal resolutions can be used for coding, the display format is CIF on a 
windowed display. The test method employed is SSM. 

Class C Sequences at 320, 512, and 1024 kbitsl s: Coding to achieve the highest compression efficiency. The input video resolution is 
CCIR-601 and although any combination of spatial and temporal resolution can be used for coding, the display format is 
CCIR-601 on a full display. The test method employed is DSCQS. 1 

Scalability 

O/yect Scalabilig, at 48 kbit/sfor Class A, 320 kbitlsfor Class E, and 1024 kbitslsfor Class BIG Sequences: Coding to permit dropping of 
specified objects resulting in remaining scene at lower then total bitrate; each object and the remaining scene is evaluated 
separately by experts. The display format for Class A is CIF on a windowed display and for Class B/C and Class Eis CCIR-601 
on a full display. The test method employed for Class A is SSM, for Class B/C DSCQS, and for Class E DSIS. 

Spatial Scalabilig, at 48 kbitlsfor Class A, and 1024 kbitslsfor Class B/CIE Sequences: Coding of a scene as two spatial layers with each 
layer using half of the total bitrate; however.,full flexibility in choice of spatial resolution of objects in each layer is allowed. The 
display format for Class A is CIF on a windowed display and that for Class B/C/E is CCIR-601 on a full display. The test 
method employed for Class A is SSM, and that for Class B/C/E is DSCQS. 

Temporal Scalabili91 at 48 kbits/sfor Class A, and 1024 kbitslsfor Class BICIE Sequences: Coding qf a scene as two temporal layers with 
each layer using half of the total bitrate; however, full flexibility in choice of temporal resolution of objects in each layer is 
allowed. The display form:at for Class A is CIF on a windowed display and that for Class B/C/E is CCIR-601 on a full display. 

Error Robustness 

Error &silience at 24 kbits/sfor Class A, 48 kbitslsjor Class B, and 512 kbits/sfor Class C: Test with high random bit error rate (BER) of 
10-3, multiple burst errors with three bursts of errors with 50% BER within a burst, and a combination of high random bit 
errors and multiple burst errors. The display format for Class A and Class B sequences is CIF on a windowed display and for 
Class C sequences it is CCIR-601 on full display. The test method employed for Class A and Class B is SSM and that for Class C 
DSCQS. 

Error &covery at 24 kbitslsfor Class A, 48 kbitslsfor Class B, and 512 kbitslsfor Class C: Test with long burst errors of 50% BER within 
a burst and a burst length of 1 to 2 seconds. Display format for Class A and Class B is CIF on a windowed display and for Class 
Cit is CCIR-601 on full display. The test method employed for Class A and Class Bis SSM and that for Class C DSCQS. 

and the coded scene under test were presented to 
them. In the DSCQS method, a graphical contin­
uous quality scale was used and was latter mapped 
to a discrete representation on a scale of 0 to 100. 

17 .5.2 First Evaluation and 
Results 

Table 17 .2 summarizes the list of informal tests 
and gives explanations of each test and the type of 
method employed for each test. · 

To ensure that the MPEG-4 video subjective 
testing process would provide a means of compari­
son of performance of new proposals to known 
standards it was decided to use existing standards 

as anchors. In tests involving Class A and B 
sequences, it was decided to use the H.263 stan­
dard (with TMN5 based encoding results generat­
ed by a volunteer organization) as the anchor. The 
anchors for Class A and B used test sequences 
downsampled for coding and upsampled for dis­
play using filters that were standardized. 

Likewise, in tests involvin'g Class C sequences, it 
was decided to use the MPEG-1 standard (with 
encoding results generated by a volunteer organi- · 
zation) as the anchor. The anchor for Class C, 
however, used test . sequences downsampled for 
coding and upsampled for display using propri­
etary nonstandardized filters. To facilitate scalabili­
ty tests (object scalability, spatial scalability, and 
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temporal scalability), standardized segmentation 
masts were generated so that all proposers could 
use the same segmentation, with the expectation of 
making the comparison of results easier. 

The proposers were allowed to address one or 
more of the tests listed in the table. By the regis­
tration deadline of mid September 1995, more 
than 34 proposers had registered. By the end of 
the first week of October 1995, for the proposals 
being subjectively tested, proposers submitted D 1 
tapes with their results, the description of their 
proposals, coded bitstreams, and executable· code 
of their software decoders. By the third week of 
October 1995, proposers of tools had also submit­
ted demonstration D 1 tapes and a description of 
their tool submissions. About 40 video tools sub­
missions were received. The formal subjective 
tests of algorithm proposals as•well as art informal 
evaluation by experts of tools were started by the 
end of October 1995. The results of the individ­
ual tests23 and a thorough analysis of the trends 
were made available during the November MPEG 
meeting. 

The results of compression tests in various cate­
gories revealed that the anchors performed quite 
well, in many cases among the top three or four 
proposals. In some cases, the differences between 
many top performing proposals were found to be 
statistically insignificant. In some categories there 
were, p.owever, innovative proposals that beat the 
anchors or provided as good a picture quality as 
the anchors while providing additional (untested) 
functionalities. It was also found that since spatial 
and temporal resolutions were not prefixed, there 
was some difficulty in comparing subjective and 
objective (SNR) results, owing to differences in the 
choices made by each proposer. It seemed that sub-

. jective viewers had preferred very low temporal 
resolutions as long as the spatial quality looked 
good,· over a more balanced tradeoff of spatial · 
quality and temporal resolution. Besides compres- . 
sion, the proposers had also managed to successful­
ly achieve other functionalities tested. 

Besides the results from subjective tests, the 
tools evaluation experts _presented their results, 24 

· about 16 tools were judged as promising for further 
study. 
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17 .5.3 Core Experiments 
Formulation 

lri the period from November 1995 through 
January 1996, the process of definition of core 
experiments was initiated. A total of 36 core 
experiments were defined prior to January 96 
MPEG meeting;7 another five experiments were 
added at the meeting itself, bringing the total num­
ber of experiments to about 41. Since the total 
number df experiments is rather large, these 
experiments are classified into a number of topics: 

1. Prediction 

2. Frame Texture Coding 

3. Quantization and Rate Control 

4. Shape and alpha Channel Coding 

5. Object/Region Texture Coding 

6. Error Resilience and Error Correction 

7. Bandwidth and Complexity Scalability 

8. Multiview and Model Manipulation 

9. Pre-, Mid-, and Postprocessing 

A set of common experimental conditions was 
also agreed to. A number of ad hoc groups were 
initiated each focusing on one or more topics as 
follows: 

• Coding Efficiency-topics, 1, 2, and 3 

• Content-Based Coding-topics 4 and 5 

• Robust Coding-topic 6 

• Multifunctional Coding-topics 7, 8, and 9. 

BetweenJanuary 1996 and March 1996 MPEG 
meetings these ad hoc groups undertook the 
responsibility of producing an improved descrip­
tion of each core experiment consistent with the 
VM 1.0, seeking volunteer organizations for per­
forming core experiments and finalizing experi­
ment conditions. In the meantime, a few new 
experiments were also proposed. At the MPEG 
meeting in March 1996, the ad hoc group on con­
tent-based coding was subdivided into two groups. 
At the same meeting, there were also minor 
changes in rearrangement of experiments and an 
addition of three or four experiments. 
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17 .5.4 Verification Model (VM) 
It was agreed that MPEG-4 only have a single 

verification model for development of the standard 
to address the various functionalities. 6 The first 
MPEG-4 Video VM (VM 1.0) was released on 
January 24, 1996. It supports the following fea­
tures: 

• VOP structure 
• Motion/Texture coding derived from H.263 
• Separate Motion/Texture syntax as an alterna­

tive for error resilience 
• Binary and Grayscale Shape Coding 
• Padding. 

The second MPEG-4 Video VM (VM 2.0)9 was 
released on March 29, f996. It re'fines some exist­
ing features of VM 1.0 and adds a few new fea­
tures as follows: 

• B-VOPs derived from H.263 B-pictures and 
MPEG-1 /2 B-pictures 

• DC coefficients prediction for Intra-Macroblocks 
as per MPEG-1/2 

• Extended Motion Vector Range 
• Quantization Visibility Matrices as per MPEG-

1/2 

17.5.4. 1 VM Description 

We now describe the important elements of the 
latest MPEG-4 Video VM. 9 An input video 
sequence consists of a sequence of related pictures 
separated in time. Further, each picture can be 

-considered as consisting of a set of flexible objects, 
that from one picture to the next picture undergo a 
variety of changes such as translations, rotations, 
scaling, brightness and color variations, and so 
forth. Moreover, new objects enter a scene and 
existing objects depart, leading to the presence of 
certain objects only in certain pictures. Sometimes, 
scene changes occur; and thus the entire scene may 
either get reorganized or initialized. 

Many of MPEG-4 functionalities require access 
not only to individual pictures but also to regions 
or objects within a picture. On a very coarse level, 
access to individual objects can be thought of as 
generalization of the slice structure of MPEG-1/2 

or that of the GQB structure of H.263, although 
such structures do not have a semantic meaning in. 
these standards and although potentially there is a 

way of accessing them, they are not intended for 
individual access or display. MPEG-4, to allow 
access to contents of a picture, has introduced the 
concept of Video Object planes (VOPs). 

A VOP can be a semantic object that is repre­
sented by texture variations (a set of luminance 
and\ chrominance values) and (explicit or implicit) 
shape information. In natural scenes, VOPs are 
obtained by semiautomatic or automatic segmen­
tation, and the resulting shape information can be 
represented as a binary mask. On the other hand, 
for hybrid (of natural and synthetic) scenes gener­
ated by blue screen composition, shape informa­
tion is represented by an 8-bit component. • 

In Fig. 1 7 .14 we show the decomposition of a 
natural scene into a number of VOPs. The scene 
consists of two objects (head and shoulders view of 
a human, and a logo) and the background. The 
objects are segmented by semiautomatic or auto­
matic means and are referred to as VOPl and 
VOP2, while the background without these objects 
is referred to as VOP0. Each picture of interest is 
segmented mto VOPs in this manner. The same 
object in a different picture is refered to by the 
VOP number assigned to it when it first appeared 
in the scene. The number of VOPs selected in a 
scene is dependent on the total available bitrate for 
coding; the degree of interactivity desired, and of 
course, the number and size of unique objects in 
-the scene. 

The VOPs are encoded separately and multi­
plexed to form a bitstream that users can access 
and manipulate (cut, paste, .. ). The encoder sends, 
together with VOPs, information about scene com­
position to indicate where and when VOPs are to 
be displayed. This information is however optional 
and may be ignored at the decoder which may use 
user-specified information about composition. 

In Fig. 17 .15 we show a high-level structure of a 
VOP-based Codec. Its main components are VOP_ 
Formatter, VOP Encoders, Mux, Demux, and 
VOP Decoders and VOP Compositor. The VOP 
Formatter segments the input scene into VOPs and 
outputs formatted VOPs for encoding. Although 
separate encoders (and decoders) are shown for 
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~ . 
Fig. 17 .14 Semantic segmentation of a picture into VOPs. 

each VOP,- this separation is rriainly a logical one 
rather than · a physical one. In principle even 
though different VOPs can use different methods 
of coding, it is anticipated that this will mainly be 
the case when VOPs contain different data types 
such as natural data, synthetic data, etc. Thus, 
although there may be many VO Ps, there may be 
only a few (typically, one or two) coders. The multi­
plexer, Mux, multiplexes coded data from different 
VOPs into a single bitstream for transmission or 
storage; the demultiplexer, DeMux, performs the 
inverse operation. After decoding, individual VOPs 
are fed to a VOP compositor which either utilizes 
the composition information in the bitstream or 
composes VOPs under user control. 

VCP 

Formatter 

VOP0 
Encoder 

VOP 1 
Encoder 

VOP2 
Encoder 

Mux 

I .. 

Fig. 17 .15 Structure of VOP-based Codec for MPEG-4 Video. 
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VOPO 

+ 

VCP 2 

+ 
In Fig. 17 .16 we show a block diagram structure 

of a VOP coder; this coder is meant for coding of 
natural video data. Its main components are: Tex­
ture Coder, Motion Coder, and Shape Coder. 

The Texture Coder codes the luminance and 
chrominance · variations of the region bounded by 
the VOP. This region may either be subdivided into 
macroblocks and blocks and coded by DCT coding, 
or other non-block-based techniques such as region­
oriented DCT or wavelet coding may be used. Fur­
ther, the coded signal may in fact be either an Intra­
or motion-compensated Inter-frame signal. The 
Texture Coder is currently assumed tci be a block­
based DCT coder involving block DCT, quantizer, 
scan (and complementary operations of inverse 

VOP0 
Decoder 

VOP1 
Decoder 

VOP2 
Decoder 

VOP ~~f0 

Compositer ~ 
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Fig. 17, 16_ Detailed structure of VOP Encoder. 

DCT, inverse quantizer, and inverse scan) as per 
H.263, MPEG-1, and MPEG-2 standards. Since 
VOPs can be of irregular shape, padding of VOPs 
(see discussion of Motion Compensation) is needed. 

The Motion Coder consists of a Motion Esti­
mator, Motion Compensator, Previous VOPs 
Store, Motion Vector (MV) Predictor, and Coder. 
The Motion Estimator computes motion vectors 
using the current VOP and temporally previous 
reconstructed version of the same VOP available 
from the Previous Reconstructed VOPs Store. The 
Motion Compensator uses these motion vectors to 
compute motion-compensated prediction signal 
using the temporally previous reconstructed ver­
sion of the same VOP (reference VOP). The MV 
Predictor and Coder generates prediction for the 
MV to be coded using H.263-like median predic­
tion of MVs. Currently, the motion estimation and 
compensation in the VM is block based, basically 
quite similar to that in H.263. The current MPEG-
4 VM employs not only default motion mode but 
also Unrestricted Motion Vector mode and 
Advanced Prediction modes of H.263; these 
modes are however not options. In the current 
VM, at the VOP borders, owing to irregular shape 
of VOPs, polygon matching instead of block 
matching is employed. This requires use of repeti­
tive padding on the reference VOP for performing 
motion compensation and for texture coding when 
using block DC'I'. 

VOP1 
coded dat 

VOP2 
coded dat 

bitstream 

MJx -4, 
channel 

In repetlt1ve padding each pixel outside the 
object boundary is considered as zero pixel, each 
line is scanned horizontally for zero pixel segments, 
and if the zero pixels occur between nonzero pixel 
segments they are filled by the average of pixels at 
endpoints; otherwise they are filled by pixels at end­
points of the nonzero segment. E.ach line is then 
scanned vertically, repeating the filling operation as 
for horizontal scanning. If zero pixels can be filled 
by both horizontal and vertical scanning an average 
of the two values is used, and finally the remaining 
zero pixels are filled by the average of horizontally 
and vertically closest nonzero pixels. 

While we are still on the subject of motion esti­
mation and compensation, it is worth clarifying that 
the MPEG-4 VM now supports B-pictures. B-pic­
tures currently in VM are derived by combining B­
picture modes from H.263 and MPEG-1/2. Thus 
motion estimation and compensatiol\ also have to be 
performed for B-pictures. In the current MPEG-4 
B-pictures, a choice of one out of four modes that 
differ mainly in the type of motion compensation is 
allowed on a macroblock basis. The motion com­
pensation modes allowed are Direct, Forward, Back­
ward, and Interpolated. The Direct mode is derived 
from H.263 and uses scaled motion vectors and a 
delta update vector. The Forward, Backward, and 
Interpolated are modes from MPEG-1/2. with one 
vector each in Foreward and Backward modes and 
two vectors in Interpolated mode. 

I ' 

i 
' 
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The Shape Coder codes the shape information 
of a VOP and may involve a quadtree representa­
tion:·a chain representation, a polygonal representa­
tion, or some other representation. If a VOP is of 
the size of a full picture, no shape information is 
sent. Thus, inclusion of the shape information is 
optional depending on the value of the binary sig­
nal, arbitary_shape_ VOP, which controls the associ­
ated switches. The Shape Coder in the current ver­
sion of the VM is assumed to be Quadtree based. 
Efforts are in progress to replace it by a Chain or a 
Polygon Approximation based technique. 

The complete VOP Coder just described allows 
either combined coding of motion and texture 
data as in H.263, MPEG-1/2, or separate coding 
of motion and texture data for increased error 
resilience. The main difference is whether different 
types of data can be combined•for entrory coding; 
this is not possible for separate motion and texture 
coding which assumes separate entropy coding to 
belong to individual Motion, Texture, and Shape 
coders rather than to a single entropy coder. Fur­
ther, since in our discussion we have assumed 
VOPs derived from natural image or video data, 
all VOPs are coded by the same VOP Coder and 
the coded data of each VOP is output (by Proces­
sor and Buffer) for multiplexing to Mux which gen­
erates the bitstream for storage or transmission. 
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Earlier, although we mentioned the quadtree 
based shape coding method currently in the 
MPEG-4 VM, a few words of explanation are in 
order. The shape information may be either binary 
or grey scale and is correspondingly referred to as 
binary alpha plane or grey scale alpha plane. Cur­
rently in VM, binary alpha planes are coded with 
quadtree (without vector quantization) and grey 
scale alpha planes are coded by quadtree with vec­
tor quantization. An alpha plane is bounded by the 
tightest rec1tangle that includes the shape of a .VOP. 
The bounding rectangle is extended on the right­
bottom side to multiples of 16 X 16 samples, 
extended alpha samples set to zero, and the 
extended alpha plane is partitioned to blocks of 16 
X 16 samples and encoding/ decoding is done per 
16 X 16 block. We now briefly explain binary 
alpha plane coding. 

Figure 1 7 .17 shows the quadtree structure 
employed for · binary alpha plane coding. At the 
bottom level ~evel 3) of quadtree, a 16 X 16 alpha 
block is partitioned into 64 sub-blocks of' 2 X 2 
samples. Each higher level of quadtree is then 
formed by grouping 4 sub-blocks at the lower level 
as shown. The following sequence of steps is then 
employed. 

I. Rounding process for bitrate control 

i I Fig. 17 .17 Quadtree structure for binary shape {alpha plane) coding. 

t.: 
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2. Indexing of sub-blocks at Level 3 

3. Grouping process for higher levds 
• grouping of sub-blocks from Level 3 to Level 2 
• grouping of sub-blocks from Level 2 to Level 1 
• grouping of sub-blocks from Level 1 to Level 0 

4. Encod;ing process. 

The rounding process is needed only for lossy 
coding of binary alpha planes and can be ignored 
for loss-less coding. 

The indexing of sub-blocks at level 3 consists of 
assigning an index to each 2 X 2 sub-block by first 
performing a swapping operation on alpha pixels 
of each sub-block, comparing their values against 
values of upper-block alpha pixels and left-block 
alpha pixels, except for sub-blocks belonging to the 
uppermost row of 2 X 2 sub-blocks or left-most 
column of 2 X 2 sub-blocks in LeveJ. 3 block com­
prised of a 8 X 8 array of sub-blocks (each of size 
2 X 2). After swapping, a numerical index is calcu­
lated for the 2 X 2 sub-block as follows: 

index= 27 X b[O] + 9 X b[l] + 3 X b[2] + b[3] 

where b[i] = 2 if the.sample value= 255; b[i] = 0 
if the sample value = 0. 

The current sub-block is then reconstructed 
and used as a reference when processing subse­
quent sub-blocks. 

The grouping process of blocks at the higher 
level first starts at Level 2 where four sub-blocks 
from Level 3 are grouped to form a new sub-block. 
The grouping process involves swapping and 
indexing similar to that discussed for Level 3. The 
current sub-block is then reconstructed and used as 
a reference when processing subsequent sub­
blocks. At the decoder swapping is done following 
a reverse sequence of steps as at the encoder. The 
grouping process is also performed similarly for 
level l where four sub-blocks from Level 2 are 
grouped to form a new sub-block. The swapping, 
indexing, and reconstruction of sub-block follows 
grouping, the same as that for other levels. 

The encoding process involves use of results 
from the grouping process which produces a total 
of 85 (= 1 = 4 + 16 + 64) indices for a 16 X 16 
alpha block. Each index is encoded from topmost 
level (Level 0). At each level, the order for encoding 

and transmission of indices is shown by numbers 
in · Fig. 1 7 .1 7. Indices are encoded by variable 
length codes. 

As a final note on the current Video VM, it now 
supports a larger range of motion vectors (H.263 
range was too limited even when using the Unre­
stricted Motion Vector mode), MPEG-1/2 style 
quantization visibility matrices for Intra- and Inter­
macroblocks, MPEG- l /2 style DC prediction for 
Intra-macroblocks, and of course, B-VOPs. The 
MPEG-4 Video VM is currently undergoing an 
iterative process which is eventually expected to 
lead to convergence as core experiments get 
resolved and the successful techniques get adopted. 

17 .5.5 Video Directions 

From our discussion of the MPEG-4 Video VM 
development process, it may appear that the goal 
of VM is solely to address all functionalities via a 
single coding algorithm, _the various parts of which 
are selected based on best results of core experi­
ments. In reality, the goal of MPEG-4 is to select a 
set of coding tools ( and thus the resulting algo­
rithms) to address the specified functionalities, in 
the best possible way. Tools are expected to be 
selected to minimize redundancy in problems they 
solve; however, at times a tool may be selected if it 
significantly outperforms another tool, which was 
originally selected for solving a different problem. 

Although it is a bit difficult to completely pre­
dict which tools will eventually be selected in the 
MPEG-4 Video standard, the trends · are quite 
clear. Block motion-compensation ·and DCT-based 
schemes still remain fairly competitive and in many 
cases outperform any other alternative schemes. 
The continuing core experiments will most likely 
be able to achieve up to about 40% to 50% 
improvement over existing standards in specific 
bitrate ranges of interest. A number of useful tools 
on content-based scalability, error-resilient coding, 
synthetic model based coding, multiviewpoint cod­
ing, and others will offer functionalities not offered 
by any other standard in an integrated manner. 

The MPEG-4 Video effort is expected to con­
tribute to tools and algorithms for part 2 of the 
MPEG-4 Working Draft-1 scheduled for Novem­
ber 1996. After the first revision, Working Draft-2 
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is scheduled for release in March 1997, and after 
the se~ond revision, Working Draft Version-3 is 
scheduled for release injuly 1997; both these revi­
sions will involve refinements in tools and algo­
rithms contributed to part 2. Also, injuly 1997, the 
final MPEG-4 Video VM will undergo Verification 
Tests for its validation; any new candidate propos­
als at that time are also allowed to participate in 
those tests. The MPEG-4 effort (MSDL, Video, 
and Audio) is expected to lead to a stable stage-of 
Committee Draft by November 1997 and be final­
ly approved as the International Standard in 
November 1998. 

17.6 MPEG-4 AUDIO .. 
The MPEG-4 Audio coding effort 1s also in 
progress in parallel with the MPEG-2 NBC Audio 
coding effort which is now reaching a mature 
stage. The MPEG-4 Audio effort is targeting 
bitrates of 64 kbits/ s or under. Besides coding effi­
ciency, content-based coding of audio objects, and 
scalability are also being investigated. 

The MPEG-4 Audio effort also underwent sub­
jective testing recently. Three classes of test 
sequences-Class A, B, and C-were identified. 
Class A sequences were single-source sequences 
consisting of a clean recording of a solo instru­
ment. Class B sequences were single-source with 
background sequences consisting of a person 
spealcing with background noise. Class C sequences 
were complex sequences consisting of an orchestral 
recording. All sequences were originally sampled at 
48 kHz with 16 bits/ sample and were monophonic 
in nature. For generating reference formats filters 
were specified to downsample them to 24, 16, and 
8 kHz. A number of bitrates such as 2, 6, 16, 24, 
40, and 64 kbits/s were selected for testing of 
audio/speech. The first three bitrates are obviously 
suitable only for speech material. The audio test 
procedures used were as defmed in ITU-R Recom­
mendation 814. 

The. submissions to tests included variants of 
MPEG-2 NBC Audio coding, improvements on 
MPEG-1 coding, and new coding schemes. For 
specific bitrates, improvements over existing coding 
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solutions were found. The collaborative work has 
been started and an initial MPEG-4 Audio VM 
has been developed. MPEG-4 Audio development 
is expected to undergo a core experiment process 
similar to the MPEG-4 Video development 
process. The MPEG-4 Audio effort is expected to 
contribute to tools and algorithms for part 3 of the 
MPEG-4 standard. The schedule of various ver­
sions of the Worlcing Draft, the Committee Draft, 
and the International Standard is the same as that 

l 
mentioned while discussing MPEG-4 Video. 

17.7 MPEG-4 SYNTAX 
DESCRIPTION LANGUAGE 
(MSDL) 

Owing to the diverse nature of the various func­
tionalities to be supported by MPEG-4 and the 
flexibilities offered by software based processing, it 
was envisaged that the MPEG-4 standard would 
be basically different from traditional audio-visual 
coding standards such as MPEG-1, MPEG-2, or 
others. While the traditional standards are fairly 
fixed in the sense of the bitstream syntax, and the 
decoding process they support, the MPEG-4 stan­
dard expects to relax these constaints and offer. 
more flexibility and extensibility. 

The MPEG-4 Syntax Description Language, 
MSDL, was originally conceived to deliver flexibil­
ity and extensibility by providing a flexible means 
to describe algorithms (including new ones in the 
future) and related syntax. With time, however, the 
MSDL10 is evolving into the role of systems layer, 
addressing system capabilities needed to support 
MPEG-4 functionality classes such as content­
based manipulation, efficient compression, univer­
sal accessibility, and basic functionalities, in addi­
tion to its original role. 

17.7. l MSDL Scope 
To support flexibility and extensibility, MSDL10 

defines three types of decoder programmability as 
follows: 

• Level O (nonprogrammable) decoder incorpo­
rates a prespecified set of standardized alga-
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rithms which must be agreed upon by the 
decoder during the negotiation phase. 

• Level I (flexible) decoder incorporates a prespec­
ified set of standardized tools which can be flexi­
bly configured into an algorithm by the encoder 
during the scripting phase. 

• Level 2 (extensible) decoder provides a mecha­
nism for the encoder to download new tools as 
well as algorithms. 

The aforementioned definitions of various levels are 
nested, that is; Level 2 programmability assumes 
Level 1 capabilities and Level 1 programmability 
assumes Level O capabilities. Currently MPEG-4 is 
planning to address Level O and Level 1 capabilities 
only and Level 2 may be addressed later. 

To support MPEG-4 functionalities to the 
fullest, MSDL deals with presel\table audiovisual 
oqjects (audio frames, video frames, sprites, 3D 
objects, natural or synthetic objects, .. ) and their 
representati,on methods (waveform, splines, models, .. ). 
The decoder decodes· each object and either based 
on prespecified format or under user control com­
poses and renders the scene. All audio-visual objects 
are assumed to have the necessary interfaces. 

In Fig. 17.18 we show the position of MSDL in 
a vertical stack of protocols as was envisaged earli­
er. Then, the MSDL was considered as in between 
the channel coding protocols and the presentation 
protocols, with some overlap with these protocols. 

Owing to MSDL recently taking over the role of 
systems layer also, it is expected that the overlap 
with presentation protocols will be even more sig­
nificant. 

Presentation of A/V Data 
(Ex: MHEG) 

Channel Coding 

Fig. 17 .18 Position of MSDL in a vertical stack of protocols. 

Earlier, while. discussing · MPEG-4 require­
ments, we mentioned one role of MSDL as the 
glue between Tools, Algorithms, and Profiles. 
Since MSDL uses object-oriented methodology, 
we can represent Tools, Algorithms, and Profiles 
as objects, each with a clearly defined interface for 
input/ output. In the context of MPEG-4, a num­
ber of Tools when connected together in a mean­
ingful manner result in an Algorithm, and a Pro­
file contains a number of related Algorithms. 

l 

Figure 1 7 .19 more clearly illustrates the role of 
MSDL as a glue between Tools, Algorithms, and 
Profiles. 

17.7.2 MSDL Requirements 

Our dis-cussi'on of the scope of MSD L, 
although quite helpful in clarifying the range of 
flJ,nctions MSDL is addressing, is still not specific 
enough. We now list various categories of require­
ments10 that MSDL is expected to satisfy and list 
detailed requirements in each category: 
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• General Requirements 

• Structural Requirements 

lnte,jace Requirements 

Construction Requirements 

• Downloading Requirements. 

17.7.2. 1 General Requirements 

1. The MSDL should allow for genericity up to 
Level 2 

I;]~~ Profiles 

Q QtV' 
£ £ ~ 

£ & ~ 
Algorithms 

0 c1~ Tools 

09 
Fig. 17.19 Role of MSDLin binding Tools, Algorithms, and 
Profiles. 
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2. The MSDL shall provide rules for parsing the 
~bitstream. This will define the procedure for 
understanding the ensuing data. 

3. The MSDL should define a Structure Module, 
the Interface Description · Module, an Object 
Construction Module, a Downloading Descrip­
tion Module, and a Configuration Module. 

4. The MSDL should provide solutions for a con­
figuration phase, a learning phase, and a trans­
mission phase. 

5. The MSDL should provide means for synchro­
nization. 

6. The MSDL should provide a means for error­
free transmission of its data files (which contain 
set-up information between encoder and 
decoder, downloading of new tools/logarithms, 
etc.) 

17.7.2.2 Structural Requ1rementS' 

1. The MSDL should provide a structural library 
for the objects (tools, algorithms, and profiles). 

2. The MSDL should provide different ranges of 
programmability for different applications. 

3. The MSDL objects should be extensible with a 
mechanism to add in the future, ISO standard­
ized data. 

4. The MSDL structure shall use constructs, nota­
tions, and formats in a consistent manner. 

5. The MSDL should provide for efficient coding 
of object identifiers. 

17.7.2.3 Interface Requirements 

1. The MSDL should provide ways to describe 
objects, this means describing their interfaces, 
what information fields exist, and which fields 
have to be set up each time the object is used and 
which ones do not. 

2. The MSDL shall use constructs, notation, and 
formats in a consistent manner. 

3. The MSDL shall code data with maximum effi­
ciency. This means that dynamic and static para­
meters shall be coded with maximum efficiency. 
Further, there shall be an efficient mechanism to 
default such parameters· when their coding is 
necessary. 

17.7.2.4 Construction Requirements 

1. The MSDL should provide a language to link 
elementary objects or already built complex 
objects to create new t;omplex objects. 
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2. The MSDL via OCM should allow for easy 
mapping from the description of the objects used 
and connections among these objects to a real 
coding/ decoding processor. 

17. 7.2.5 Downloading Requirements 

1. The MSDL should be a language that has a flex­
ibility and expressiveness similar to that of other 
general-purpose programming languages. 

2. The MSDL should have as a goal to construc.t a 
machihe-independent downloading language. . 

3. The MSDL via DDM should support dynamic 
binding of objects during the run-time to allow 
adaptation and adjustment during communica­
tion. 

4. The MSDL should provide for mechanisms to 
ensure security and preservation of intellectual 
property rights. 

17.7.3 MSDL Parts 
Having reviewed the requirements that the 

MSDL must satisfy, it is clear that the MSDL effort 
needs to be clearly partitioned into a number ·of 
areas. 10 Currently, the ongoing MSDL work 
expects to address the following areas: 

Architecture (MSDL-A): Specifies the global architec­
ture of the MPEG-4 system. This includes the role 
of MPEG-4 system to support complete 
audio-visual applications as well as conceptual 
objects and their data content exchanged between 
encoder and decoder. 

Class Hierarchy Defi,nition (MSDL-O): Specifies partic­
ular classes of objects that are useful for specific 
audio-visual applications. It includes the definition 
of class libraries of MSDL. 

Readable Language Specification (MSDL-R): Describes 
a readable format for transmission of decoder 
scripts. 

Binary Language Specification (MSDL-B): This is a 
specification of a binary executable _format for 
scripts or descriptions. This is the executable bina­
ry language understood by the decoder. 

Syntactic Dese1iption Language (MSDL-S): This is a 
specification of a language that can be used to 
describe the bitstream syntax. It is expected to be 
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an extension of the MPEG-2 syntax· description 
,method into a formal well-defined language that 
can be interpreted by machines. 

Multiplex Specification (MSDL-M): Describes a proce­
dure for multiplexing of encoded information. 

Work on all the aforementioned parts of MSDL 
is currently in progress and thus it is best to discuss 
only the basic concepts behind these methods 
rather than any details. 

17.7.4 MSDL-A 
The MSDL-A specifies the global architecture 

of an MPEG-4 system;_ an MPEG-4 system is a 
system for communicating audio-visual objects. 
An audiovisual (AV) object may be aural or visual, 
2D or 3D, static or time .. varying, natural or syn­
thetic, or combinations of these types. The archi­
tecture for communicating these objects is as fol­
lows. The coded AV objects and their 
spatiotemporal relationships if any are transmitted 
by an MPEG-4 encoder to an MPEG-4 decoder. 
At the encoder, the AV objects are compressed, 
error protected, multiplexed, and transmitted 
( downstream) to the decoder. Actual transmission 
may take place over multiple channels each with 

different service qualities. At the decoder, AV 
objects are demultiplexed, error corrected, decom­
pressed, composited, and presented to the user. 
The user may interact with the presentation; the 
user interaction information may be used locally at 
the decoder or transmitted back (upstream) to the 
encoder. Figure 17 .20 shows the architecture of 
the MPEG-4 system from the MSDL aspect. 

The encoder and the decoder exchange config­
uratiqn information prior to the encoder transmit­
ting AV objects. The encoder determines the class­
es of algorithms, tools, and other objects that the 
decoder must have to process coded AV objects it 
intends to send to the decoder. Each class of 
objects can be defined by a data structure and the 
executable code. The definitions of missing classes 
are downloaded to the decoder, where they supple­
ment or override existing or predefined classes at 
the decode1~ If the decoder peeds new class defini­
tions in response · to the user interaction it can 
request these from the encoder to download addi­
tional class definitions, in parallel with transmitted 
data. Figure 17 .20 clarifies these various aspects 
just discussed. 

For the new classes that the encoder communi­
cates to the decoder, class definition can be consid­
ered as the header and the data component as the 

X 

& 

downs! ream data D 1------111~ 

(spatio-temP,oral Encoder 
relationshl~) 

Downloadable 
Oass Library 

e 
downs! ream data 1----M 1---------- m 1----M 

u st ream data u 1----M 

X ...,..,__-1 
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Fig. 17 .21 Audio-visual objects specification. 

body of a transmitted A/V objects. The class defi­
nition specifies the data structure and the methods 
that are used to process the data component. The 
specification of an AV object is illustrated in Fig. 
17.21. 

Not all AV objects need to transmit their class 
definition along with the data, for example, in the 
case of an MPEG-1 movie, its class definition can 
be found in a standard library. Likewise, if an AV 
object uses the same class definition as one already 
sent, it does not need to be sent again. Data are 
used to_ control the behavior of objects. Fdr some 
AV objects, there may be no data component, as 
the behavior of the object may be predetermined. 
It is expected that all class definitions may be trans­
mitted lumped separate from the data compo­
nents. 

17.7.5 MSDL-0 

The MSDL-O specifies classes of MPEG-4 
objects needeq in specific applications. Ip particu­
lar it addresses classes of objects that would need 
to be constructed during decoding to render and 
manipulate the audio-visual scene. 

Audio-visual objects correspond to data struc­
tures that can actually be rendered by the composi­
tor. In a coded bitstream audio-visual objects are 
represented as a sequence of content objects of 
various types. 

Process Objects correspond to a process that 
will be applied on content or presentable objects 
and will return a new presentable object. Hence, 
each prqcess object contains an Apply method. 

A partial class hierarchy for MSDL-O is as fol­
lows: 

• Audio-visualand Content Objects 
-Audio-visual Scene Model · 
-Hierarchical Model for Spatiotemporal Scene 
-Modeling 2D Objects 
-Texture Information 
-Shape Information 
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-Motion Informatioi;i 
-Depth and Opacity Information 
-Location Information 

• Process Objects 
-Quantizer Object 
-Transformer Object 
-Compensator Object. 

17.7.6 MSDL-R 

The MSDL-R specifies a readable format or a 
textual representation of the algorithm. It uses a 
subset of (C and) C + + as the starting point; how­
ever, it is envisaged that new capabilities not pre­
sent in C + + such as multithreading and message 
passing will need to be added at some point. 

The MSDL-R features include the following. 

• C variable names, expressions, and function calls· 

• C constructs: if-else, for, while, for which condi­
tions are limited to constants, variables, and 
function calls. 

• Return statements. 

The MSDL-R excludes the following: 

Definition of functions, procedures, and global 
variables 

• Preprocessor directives 

• Statements such as ~to, break, and continue 

• Virtual functions 

• Structures or Classes and access to them 

• Type casts. 

Overall, for security reasons, the MSDL-R is 
strongly typed, that is, no casts, function parametet" 
type checking, no implicit type change. 

An MSDL-R program is a procedure. It has 
local parameters, local variables, global variables, 
and instructions. No new data structure can be 
defined in MSDL-R; only the stan:dard elementary 
types and decoder known types are allowed. 

17.7.7 MSDL-B 

The MSDL-B is the specification of the binary 
executable format and can be generated fron;i. 
MSDL-R. Two approaches have been identified. 
In the first approach, MSDL-B is a coded version 



189

:I 
'::1 
'.Ii.I 
1,,:i 
i ;! 
1 ;\ 

:l!'l 
,, ·.1 
,_( .. \I 

:.l Ii ·, !I 

J} 

!: 

" I 

404 MPEG-4 and the Future 

of the high-level language MSDL-R; for example, 
Q.'ling Huffman coding of MSDL-R keywords. The 
second approach involves compilation of MSDL­
R to a platform-independent low-level representa­
tion. Currently both approaches are being evaluat­
ed and there are concrete proposals for each. 

In the first approach, MSDL-B is obtained by 
direct compression of the MSDL-R code: MSDL­
R keywords, arithmetic operators, and variables 
are mapped to predefined codewords. The 
decoder can reconstruct the original MSDL-R 
code, but without the symbolic names used for 
class instances, variables, and methods. MSDL-B 
can be executed directly or translated to native 
machine code. 

In the second approach, MSDL-B is obtained 
by compilation at the encoder. Compilation can be 

, done based on "lex" or "yacc" which are textual 
syntax analysis tools. Initially, the resulting MSDL­
B code may be suboptimal in terms of efficiency 
but its efficiency can be improved. Instructions are 
32 bits long and are interpreted by Forth (pro­
gramming language) like stack-based interpreters. 
The interpreter and tools are written in C + + and 
linked together. If required, a direct compilation to 
the native machine language is also possible. 

17.7.8 MSDL-S 

The goal of MSD L-S is to provide a language 
that can be used to describe the bitstream syntax. 
It is intended to somewhat separate the definition 
of bitstream syntax from the decoding/rendering 
process. Since MPEG-4 intends to provide flexibili­
ty and programmability it becomes necessary to 
separate syntax from processing to allow content 
developers to disclose only the bitstream structures 
they may use but not the details of any processing 
methods. Another advantage of this separation is 
that the task of the bitstream architect is greatly 
simplified, allowing focus on decoding and prepar­
ing it for display rather than the mundane task of 
extracting bits from the bitstream. Further, this 
separation also eases the process of compliance 
with the overall bitstream architecture. 
. Some explanation is in order regarding the rela­
tionship of MSDL-S and MSDL-R. The MSDL­
R, as discussed earlier, addresses the general pro-

gramming facilities o_f MSDL, and is the language 
in which decoding and generic processing opera­
tions are described. On the other hand, MSDL-S 
is an orthogonal subset of MSDL-R; orthogonality 
implies that the two are independent, that is, the 
specification of MSDL-S does not affect the speci­
fication of MSDL-R. There is, however, an 
assumption of commonality at the level of their 
capability to define· object hierarchies. Currently, 
MSDL;-S assumes a C + + or Java like approach to 

. be employed for MSDL-R. For example, MSDL-S 
can be thought of as generalizing the concept of 
declaring constants with hard coded values to 
declaring constants that derive values from the bit­
stream. An MSDL-R programmer can assume 
that a constant is parsed from the bitstream before 
it is accessed, similar to the way a programmer is 
not concerned about how the initialization of a 
constant occurs, as long as it does. 

We now briefly introduce the main elements of 
Syntax Description Language, the work on which 
is currently in progress. 

• Elementary Data Types 
-Constant-length direct representation bit­

fields 
-Variable-length direct representation bit-fields 
-Constant length indirect representation bit-

fields 
-Variable length indirect representation bit-

fields 

• Composite Data Types 

• Arrays 

• Arithmetic and Logical Expressions· 

• - Temporary Variables 

• Control Flow Structures 

• Parsing Modes. 

17.7.9 MSDL-M 

The goal of MSDL-M is to specify multiplexing 
and · demultiplexing procedures for coded 
audio-visual information. In pwticular this goal 
can be broken down into a number of functions, 
such as interleaving of multiple compressed 
streams into a single stream, rec0very of a system 
time base, managing of a decoder buffer, synchro­
nization of multiple compressed data streams on 
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decoding, ·and others. Owing to a large variety of 
anticipp.ted MPEG-4 applications, such as broad­
cast,' 1.·eal-time bidirectional communication, data­
base retrieval, and others, substantial flexibility 
needs to be provided. 

The starting point for MSDL-M is the MPEG-2 
systems specification (13818-1), the ITU-T multi­
plex specification H.223, and the evolving ITU-T 
multiplex specification H.22M. This approach is 
intended to maintain . commonality with various 
current and evolving standards. To proceed further 
with the design of MSDL-M, a number of cate­
gories of requirements, each with its own list of 
requirements, are taken into account. The main 
categories of requirements are as follows: 

• General Requirements 
~ 

• Application-Dependent Requirements 

• Timing/Synchronization Requirements 

• Error Resilience Requirements 

• Network Adaptation Requirements 

• Compatibility Requirements. 

The specification of MSDL-M is currently 
being developed taking into· consideration the 
detailed requirements in each of these categories 
and the system functionalities already in existence 
in other 'standards. A partial list of specific issues 
that are being addressed is as follows: 

• Clock Synchronization 

• Stream Synchronization 

• Error Resilience 

• Configuration 

• Periodic Retransmission 

• Buffer Management Models. 

17.7.10 MSDL Directions 
The MSDL effort is expected to result in part 1 

of the MPEG-4 Working Draft-1 by November 
1996, coincident with the schedule for parts 2 and 
3. The schedule for following iterations of the 
~orking Draft (Working Draft-2 and Working 
Draft-3), the Committee Draft, and the Interna­
tional Standard was discussed· earlier while dis­
cussing the schedule for Video. 
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17.8 SYNTHETIC AND NATURAL 
HYBRID CODING (SNHC) 

In recent years, with advances in digital video tech­
nology and fueled by ever increasing demand for 
sophisticated multimedia, traditionally separate 
fields of natural images/video and synthetic 
images/animations have been merging at a breath­
taking speed. For example, several recent movies 
have includ1td composites of natural and quite 
realistic_ looking synthetically generated scenes, 
with composition performed using chroma keying 
(Chapter 5). The key to even more sophisticated 
multimedia is not only to produce more sophisti­
cated composites but also to provide the ability to 
int~ract with audio-visual objects in these scenes; 
this ability is severely limited at the present time. 
Traditional audio-visual presentation has simply , 
consisted of displaying a frame of video and play­
ing with its accompanying audio soundtrack/ s. 
The increasing popularity of the World Wide Web, 
which offers the opportunity to interact with and 
thus control the presentation of data in a highly 
nonlinear fashion, implies that increasingly in the 
future, multimedia data will also be interacted with 
and presented in the same "Yay. Thus, coding of 
natural and synthetic image data, ability to interact 
with and manipulate objects in the coded domain, 
and the ability to control the order of presentation 
are related important functionalities that MPEG-4 

· is addressing via the Synthetic and Natural Hybrid 
Coding (SNHC)12 effort.. · 

The most obvious way of providing access to 
individual objects in the coded domain is by cod­
ing each object individually. In addition, it is antici­
pated that by coding objects separately some gain 
in overall compression efficiency may also be 
obtained as different coding strategies can be more 
easily used for different objects, as appropriate. A 
normal way to proceed would then simply appear 
to be to separately encode segmented or preren­
dered objects. However, there are certain applica­
tions such as video-games, CAD, medical, and geo­
graphical where many different types of image 
data are employed and no universal standards 
exist, the volume of data generated is usually too 
high, and user interactivity places additional syn­
chronization requirements. In such cases, a differ-
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ent coding paradigm is better suited and involves 
sending coded representation of parameters to the 
decoder followed by rendering at the decoder prior 
to display. In general, when dealing with both. nat­
ural and synthetic data, a combination of the two 
paradigms appears to offer a practical solution. 

The MPEG-4 SNHC effort is aimed at address­
ing the needs of sophisticated multimedia applica­
tions involving synthetic and natural, audio and 
video data in an efficient, yet practical way. The 
SNHC effort is expected to undergo two major 
phases, a competitive phase followed by a collabora­
tive phase, much like the ongoing effort in MPEG-4 
Video and Audio. MPEG-4 is currently seeking can­
didate proposals for consideration for- standardiza­
tion and is currently in its competitive phase. 

17.8.1 SNHC Goal and 
Motivation 

A more precise goal of MPEG-4 SNHC12 work 
is to establish a standard for--:efficient coding, repre­
sentation, and integration of 2D/3D, 
synthetic-natural hybrid data of an audio-visual 
nature. 

This· standard is intended to support a wide 
variety of multimedia experiences on a range of 
current and futur.e platforms. SNHC is expected to 

Video 

be employed in a variety of applications such as 
video games, multimedia entertainment, educa­
tional, medical surgery, industrial design and oper­
ations, geographical visualizations, and so forth. 

17.8.2 SNHC Architecture and 
Requirements 

The functional architecture for the SNHC 
De<roding System12 is shown in Fig. 17.22. It con­
sists of System Layer Decoder, a Video Decoder, 
an Image Synthesizer, an Audio Decoder, an 
Audio Synthesizer, a Cache, and a Display Proces­
sor. The Display Processor is controlled by the user 
to control compositing of audio, video, and graph­
ics objects for presentation. A Cache is used to 
store objects in repeated use such as 3D geometry, 
texture, audio clips, .and segmentation masks. 

The SNHC effort, by defining what is referred 
to as a ID;edia model, is expected to focus on pro­
viding building blocks for efficient coding and ren­
dering in interactive environments, which synchro­
nize 3D embedding of various objects such as 
images, real-time video, audio, and static or ani­
mated shapes. These objects may be either natural 
or synthetic in nature. We now list the various 
issues that need to be resolved in completely defin­
ing a media model: 

User control 
Dis la 

System 
Demultiplexer ---­

Renderer, 
---- Composil or and 

and Decoder Display Processo 
Audio 

Speaker 

Decoder 

Fig, 17,22 Overall Decoding System Architectures from the SNHC aspect. 

I 
1 
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Basic visual and audio primitives (polygons, 
• sprites, textures, wavetables) 

• . 2D and 3D spatial models including geometric 
and structural properties 

• Surface and material properties relative to scene 
illuminants 

• Texture mapping attributes for still and moving 
images 

• Combining natural and synthetic, static and 
moving, images and audio · 

• Combining synthetic spatial structures with tra-
ditional audio and video 

• Structures for compositing scenes from objects 

• Conventions for coordinate systems 

• Parameterized models and free-form deformations 

• Compressed and uncompressed data storage for­
mats . 

• Static and dynamic behavior of objects 

• Representation of viewers, cameras, and sound 
sources for rendering 

• Naming and hyperlhi.king conventions for servers 
and libraries 

• Modeling for different . class of terminal 
resources and scene degradation. 

17 .8.3 SNHC Test Conditions 

SNHC currently is in the process of establishing 
a standardized digital 2D/3D data set referred to 
as the Virtual Playground (VP). The VP will 
include critical data sets needed to discern perfor­
mance differences between various competing 
approaches expected to be submitted to MPEG-4 
for SNHC evaluation. 

The VP is a collection of data sets representing 
agreed upon objects. These objects will be stored in 
popular formats such as VRl\1L 1.0 for geometric 
objects, JPEG for image textures, and AIFF for 
audio clips. These objects, when selected, will be 
downloadable from MPEG World Wide Web home 
page. Various compositions of these VP objects will 
be used to demonstrate applications of MPEG-4 as 
well as uncover areas for study and standardization. 

The VP is expected to include objects with fea­
tures such as animations, complex geometry, texture 
mapping, and various sound sources to tes~ complex­
ity and synchronization issues. CAD models of vari­
ous items such as furniture and vehicles may be used 
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to represent complex geometry; talking synthetic 
characters may exercise the use of parametrized 
models, audio synchronization, and 3D localization. 

17.8.4 SNHC Evaluation 

SNHC focuses on coding for storage and com­
munication of 2D and 3D scenes involving syn­
thetic-natural images, sounds, and animated 
geometry. Further, the coded representation should 
facilitate ~arious forms of interactions. The SNHC 
group is seeking algorithm and tool proposals for 
efficient coding and interactivity in the coded 
domain; the following is a partial list11 of topics of 
potential interest: 

• Compression and simplification of synthetic data 
representations-synthetic and natur·al texture, 
panoramic views, mapping· geometry, mapping 
photometry, animation, and de.formation 

• Parametrized animated models-en~oding of 
parameterized models and encoding of parame­
ter streams 

New primitive operations for compositing of 
natural and hybrid objects 

• Scalability-extraction of subsets of data for 
time-critical use and time-critical rendering 

• Real-time interactivity with hybrid environments 

• Modeling of timing and synchronization 

• Synthetic Audio 

The MPEG-4 SNHC effort, in the competitive 
phase, similar to the MPEG-4 video effort, has 
made · an official call for proposals to undergo eval­
uation. The evaluation of proposals is likely to take 
place later in 1996. These proposals are expected 
to be evaluated by a group of experts. The evalua­
tion criteria are likely to be based on functionality 
addressed, coding efficiency, quality of decoded 
model, real-time interactivity, anticipated perfor­
mance in the future, and implementation cost. 
Each proposer is required to submit the following 
items: 

• Technical Description. detailing scope, advan­
tages, description, and statistics 

• Coded Bitstream of test data set and an exe­
cutable decoder capable of decoding submitted 
streams 
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A D 1 tape showing results of compression/ 
decompression, and simplification or any other 
process that modifies the data. 

17 .8.5 SNHC Directions 
The SNHC proposers are expected to provide 

algorithms and tools to address certain functionali­
ties, and provide associated media models and bit­
stream format. After the evaluation of SNHC pro­
posals,. the selected proposals ~ undergo fur~er 
testing by core experiments, similar to that bemg 
used for MPEG-4 video. These experiments are 
expected to cover many categories such as compres­
sion, scalability, new media primitives, timing and 
synchronization, and real-time interactivity. A collec­
tion of algorithms, tools, and associated media mod­
els and bitstream formats is e,cpect~d to result from 
the SNHC standardization effort. It•is also expected 
that during the convergence phase there will be a 
need to harmonize SNHC, MSDL, MPEG-4 Video, 
and MPEG-4 Audio. In response to the recent 
SNHC Call for Proposals, 11 the evaluation of pro­
posals is expected to take place in September 1996. 

The MPEG-4 SNHC effort is expected to con­
tribute to tools and algorithms for part 2 and part 3 
of the MPEG-4 Working Draft- I. Part 2 of MPEG-
4 deals with synthetic and natural visual representa­
tion and coding tools and algorithms, while part 3 of 
MPEG-4 deals with synthetic and natural aural rep­
resentation and coding tools and algorithms. The 
MSDL is expec!ed to provide the framework a~d 
glue for uniformly addressing natural and synthetic 
representations. The SNHC effort is thus expected. 
to contribute to tools and algorithms in parts 2 and 
3 of the MPEG-4 Working Draft-I by November 
1996 coincident with the tools and algorithm con-

' tributions from natural video to part 2 and natural 
audio to part 3. The schedule for following itera­
tions of the Working Draft (Working Draft-2 and 
Working Draft-3), the Committee Draft, and the 
International Standard was discussed earlier while 
discussing the schedule for Video. 

17.9 THE FUTURE 

The MPEG-4 standard, owing to its flexibility and 
extensibility, is expected to remain a very useful 

standard for many ,years to come. Although 
MPEG-4, .when completed, is expected to support 
many functionalities, only the very basic function­
alities may be applied initially for specific applica­
tions. This may occur on next generation video sig­
nal processors or on custom VLSI chips. The more 
advanced functionalities are likely to be deployed 
only at a much later stage when very powerful and 
flexible video processors that can take full benefit 
of the MSDL capabilities become possible. 

In the very near term, a number of applica­
tions, products, and services are expected to be 
based on MPEG-1, MPEG-2, and the MPEG-4 
standards. In the United States, it appear that even 
before the introduction of HDTV, digital TV may 
be introduced; currently the FCC Advisory Com­
mittee on Advanced Television Standards 
(ACATS) is finishing up specification of digi~al TV 
standard, the video and systems part of which are 
based on the MPEG-2 standard. A number of 
types of devices (e.g., set-top boxes) allowing access 
and interactivity to a new generation of services 
are expected to be deployed. Relating to these 
devices, besides MPEG standards, the work done 
by DAVIC (Digital Audio and Video Council) and 
MHEG (Multimedia and Hypermedia Experts 
Group) is quite relevant. 

17.9. l . Future Standards 
The MPEG-4 standard is promising unparal­

leled flexibility and extensibility. This would seem 
to imply that if it succeeds in achieving its goals, 
there would not be a need for a future audio-visual 
standard. In reality, there will still be a need for 
audio-visual standardization activity, although it 
may not be mainly related to standardization ~f 
coding methods. We br:iefly discuss one such topic 
on which there may be a need for future MPEG 
standards activity. 

17. <J. 1. 1 Man-Multimedia Service 
Interface 

Man-Multimedia Service Interface (MMSI)14 

can be defined as a set of high-level functions that 
enable user to access, utilize, and manage multime­
dia services. Examples of specific operations may 
be selection, browsing, navigation, customization, 
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and so forth. This activity may use existing and 
em~rging multimedia standards and may provide 
solutions for a wide range of multimedia access 
devices and mechanisms including minimal 
resource devices. 

Multimedia services are typically employed by a 
number of types of industries such as content 
providers, service operators, network operators, plat­
form manufacturers, and end users. Each industry 
has its own set of requirements; however, taking into 
account a common set of requirements across vari­
ous industries the following trends seem clear. 

• The need for standardized navigation and 
browsing facilities 

• The need for clear separation between contents 
and applications on one hand, and actual plat­
form and configurations on the other hand 

• The need for standardization · of multimedia 
information, balanced by the need for differenti­
ation between competing systems. 

It is envisaged that multimedia services under 
MMSI may be categorized as follows: 

Composition-Oriented Seruices: These services in­
clude providing access to decoded representa­
tions of objects or actual decoding. 

• Distribution-Oriented Services: These services may 
provide distribution of objects, scripts, content 
data, and so forth in a distributed environment. 

• Presentation-O1iented Services: These services sup­
port the development of a dedicated environ­
ment where published and distributed multime­
dia information encoded according to a given 
representation will be perceived as an applica­
tion-specific man-machine communication. 

Utility Services: This implies the need for user ser­
vice groups to regulate access to multimedia 
infprmation. This includes accounting, billing, 
Security, and so forth. 

This future work item 14 has recently been brought 
to MPEG for consideration and will undergo dis­
Gussion of its relevance to MPEG and possible 
reinterpretation. There appears to be some com­
monality between this topic and topics addressed 
by MPEG-4, which can provide a smooth transi­
tion to the next MPEG standard. 
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17.9.2 Example Applications 
Now it is time for some predictions about the 

future of audio-visual applications. This is where 
we the authors get to look into our crystal ball and 
with a fairly straight face try to make sense of 
where the technology is heading (a generally 

. impossible task!). And yes, even knowing well in 
advance that we are going to get a good-natured 
ribbing from our 'colleagues and friends, we still 
dare to sticlc1 our necks out!! So, here goes ... 

17. 9.2. 1 Short Term 
(Within 3 to 5 years) 

Digital TV to home via terrestrial broadcast and 
cable. Interactive features allowing viewer partic­
ipation 

• Multimedia of high quality via Internet and oth­
er means. Variety of multimedia services such as 
multimedia e-mail, shared real-time multimedia 
work spaces, VOD (video on demand), MOD 
(movies on demand), variety of databases, multi­
media information access, and retrieval tools 

• Wrrele~s multimedia on a number of devices 
such as personal phones that can be used any- · 
where, cellular phones, Personal Digital Assis­
tants (PDAs), wireless Internet access terminals, 
and so forth 

• Portable multimedia terminals that can be used 
for advanced networked games, video phones, or 
for database access 

17. 9.2.2 Medium Term 
(Within 5 to 12 years) 

• Digital HDTV via satellite, terrestrial and cable, 
for reception by home Tv, PC~ TVs etc. 
Advanced interactive features allowing viewer 
participation 

• Specialized services offering customized multi­
media .newspapers, customized magazines, cus­
tomized movies, and special events 

• Advanced, personal wireless multimedia com­
municators providing seamless acces~ to a variety 
of services and systems locally, regionally, nation­
ally, and globally. 

• High-quality wireless multimedia headsets bring­
ing capabilities of networked video game play­
ing, video database access, Internet access, telep­
resence and others via functionalities such as 
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stereoscopic viewing, high-end graphics, 3D 
sound, and others 

• PCs and high end game/Internet systems offer­
ing high-quality stereoscopic/multiviewpoint 
access, graphics capabilities, and interactivity. 

17. 9.2.3 Long Term (Beyond 15 years) 

• User configurable personalized information mul­
timedia services, devices, and networks 

• Virtual entertainment gear (suits) combining 
advanced multimedia and variety of sensors to 
provide advanced communication, networking, 
games, and experiences 

• Holographic TV/ display systems offering surre­
al interactivity and immersion experiences. 

17.10 SUMMARY 

In this chapter we have taken a step beyond MPEG-
2 and introduced the next MPEG (MPEG-4) stan­
dard currently in progress. The necessary back­
ground information leading up to the MPEG-4 
standard and the multiple facets of this standard are 
introduced showing relationships to the MPEG-1 
and the MPEG-2 standards. In particular we have 
discussed the following points: 

• The bitstream syntax, decoding process, optional 
modes, and encoder configuration of the low­
bitrate ITU-T H.263 standard which is the start­
ing basis for the MPEG-4 standard 

• Recent advances in Transform Coding, Wavelet 
Coding, Fractal Coding, Region-/Object-Based 
Coding, and Model-Based Coding that may 
offer promising solutions for MPEG-4 Video 
coding 

• An introduction to MPEG-4 including a discus­
sion of its focus, applications, functionality class­
es, and how it is organized 

• The requirements for MPEG-4 including termi­
nology, advanced functionalities, basic function­
alities, and analysis of evolving requirements 

• The MPEG4 Video development process includ­
ing test conditions, first evaluation, results of 
evaluation, formulation of core experiments, 
definition of the Verification Model, and direc­
tions of ongoing work 

• A brief introduction to the MPEG-4 Audio 
development process 

• Discussion abo.ut the MPEG-4 Synax Descrip­
tion Language inciuding its scope, requirements, 
its various parts, architecture, details of its parts, 
and directions of ongoing work. 

• The MPEG-4 Synthetic and Natural Hybrid 
Coding effort, its goals, architecture and require­
ments, test conditions, evaluation process, and 
directions of ongoing work 

• The Future-what are the implications of 
MPEG-4 and what lies beyond? Example appli­
btions involving audio-visual coding that seem 
promising for the short term, the medium term, 
and the long term. 
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