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e oeed for error control coding 

. crete) cornrnunicatio~ system, information is sent as 
dis di its, which are first converted to an analogue 
of gby modulation at the transmitter, and then con­
forrndigits by de-modulation at the receiver. An ideal 
to hannel would transmit information without any 
0

. c or distortion. Any real channel introduces noise 
(!Oil . 
however, and these cause the corruption or loss of 

'the receiver. The system designer can try to reduce 
of digit errors by appropriate design_of the analo~e 

unication system, but 1t may be either 1mposs1ble 
UU:hieve a sufficiently small probability of error in 
~a . b . 
etter solution will often e to use error control coding 

coding is the controlled addition of redundancy to the 
t stream in such a way that errors introduced in the 
detected, and in certain circumstances corrected, in 
is therefore a form of channel coding, so called 
ensates for imperfections in the channel; the other 
coding is transmission ( or line coding), which has 
es such as spectrum shaping of the transmitted 
d to lower the probability of error from the input 
e communication system. The added redundancy 

r, that extra digits have to be transmitted over the 
t either the channel transmission rate must be in­
rate of transmission of digits from input to output 

d addition of redundancy in ECC contrasts with 
data compression) in which redundancy is removed 

·gnal. For a signal (such as speech) with a high 
ic redundancy it would in principle be possible to 

rror detection and correction at the receiver without 
redundancy. However this is generally too complex 

t on the uncontrolled redundancy of the source 
tive. The functions of error control coding and 
therefore usually separated. 

blocks used for error control coding are a coder 
dulator in the transmitter, and a decoder following 
in the receiver. The decoder may be designed to 
s, or it may be designed to correct them. These 

own as error detection and error correction respec-

ain types of ECC: block coding and convolutional 
coding, the input is divided into blocks of k digit~. 

duces a block of n digits for transmission, and the 
d as 'an (n,k) code'. Each block is coded and 
separately from all other blocks. In convolutional 
input and output are continuous streams of digits. 

n output digits for every k digits input, and the 
as 'a rate k/n code'. 

ts are included unmodified in the coder output the 
as systematic. The additional digits introduced by 

n known as parity or check digits. As well as the 
llveness of systematic codes, they have the advan­

of decoder complexities is made possible. The 
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simplest decoder can simply extract the unmodified input digits 
from the coded digit stream, ignoring the parity digits. A more 
sophisticated decoder may use the parity digits for error detection, 
and a full decoder for error correction. Unsystematic codes also 
exist, but are less common] y used. 

14.2.2 Feedforward and feedback error 
correction 

In feedforward error correction (FEC) the decoder applies error 
correction to the received codeword, and it may also detect some 
uncorrectable errors. However, no return path from the receiver to 
the sender is assumed. Either block or convolutional codes may be 
used for feedforward error correction. 

In feedback error correction, for which only block codes can be 
used, the receiver only attempts to detect errors, and sends return 
messages to the sender which cause repeat transmission if any errors 
are detected in a received block. In the OSI model for packet data 
networks, this function is carried out within the data link layer, by 
the return of a positive or negative acknowledgement (ACK or 
NAK) to the sender on receipt of a data block, a system known as 
stop-and-wait ARQ. In go-back-N ARQ, receipt of a NAK by the 
transmitter makes it retransmit the erroneous codeword and the N-1 
following ones, where N is chosen so that the time taken to send N 
codewords is less than the round trip delay from transmitter to 
receiver and back again. This obviates the need for a buffer at the 
receiver. In selective repeat ARQ, only the codewords for which 
NAKs have been returned are re-transmitted. Performance analysis 
(Lin, 1983) shows that this is the most efficient system, although it 
requires an adequate buffer in the receiver. 

14.2.3 Arithmetic for ECC 

In a digital communication system, each transmitted digit is selected 
from a finite set of M values and is described as an M-ary digit. For 
example, binary digits (bits) have one of two values, which may be 
represented as O and 1. (The actual values of the physical signal used 
to transmit the digits, for example +12V and-12V, are irrelevant 
here). We shall assume that the input message digits use the same 
value of M as the transmitted digits; if not, the message digits can 
simply be converted to M-ary before coding. 

The analytical design of coders and decoders for M-ary digits 
requires the use of Galois field arithmetic, denoted GF(M). If M is 
a prime number (including the important case of binary digits, 
where M = 2), Galois field arithmetic is equivalent to arithmetic 
modulo-M. GF(M) arithmetic also exists when M is equal to a 
power of a prime, so coders using the principles described below 
can be designed for quaternary ( 4-valued) and octal (8-valued) digit 
systems, for example, but in these cases GF(M) arithmetic is not 
equivalent to modulo-M arithmetic. 

In the case of binary systems (M = 2), the addition and multipli­
cation operations in GF(2) (i.e. modulo-2) arithmetic are as follows: 

(0 + 0) = (1 + 1) = 0 
(0 + 1) = (1 + 0) = 1 
(() X 0) = (0 X 1) = (1 X 0) = () 
(lxl)=l. 

Clearly, addition in this system is equivalent to the logical exclu­
sive OR (XOR) function, and multiplication is equivalent to the 
logical AND function. For non-binary systems, multiplication and 
addition operations can be implemented using either dedicated logic 
or lookup tables. 
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Note that in modulo-2 arithmetic, addition and subtraction are 

equivalent. Some textbooks only discuss binary coders, and there­

fore treat all subtractions as additions. However for values of M 

other than 2 addition and subtraction are not equivalent, and it is 

essential to implement subtractions correctly. 

14.2.4 Types of error 

If the physical cause of digit errors is such that any digit is as likely 

to be affected as any other, the errors are described as random. A 

typical cause of random errors is thermal noise in the received 

signal. Other types of interference, however, may make it likely that 

when an error occurs, several symbols in succession will be cor­

rupted; this is known as a burst error. A typical cause of burst errors 

is interference. Although the true behaviour of the channel may be 

more complex than either of these simple models, the random error 

and burst error models are simple, effective, and universally used 

for describing channel characteristics and error control code per­

formance. 

A channel used for transmitting binary digits is known as a binary 

channel, and if the probability of error is the same for Os and ls, the 

channel is called a Binary Symmetric Channel. The probability of 

error in binary digits is known as the bit error rate (BER). 

14.2.5 Coding gain 

Coding gain is a parameter commonly used for evaluating the 

effectiveness of an error correcting code, and hence for comparing 

codes. It is defined as the saving in energy per source bit of 

information for the coded system, relative to an uncoded system 

delivering the same BER. The effects of both error correction and 

the increase in transmission rate by a factor of n/k must be included 

when calculating the coding gain. 

14.2.6 Criteria for choosing a code 

The primary objective of error control coding will be to achieve a 

desired end-to-end probability of either uncorrected or undetected 

digit errors. The choice of code will depend on the error charac­

teristics of the channel (particularly the random and burst error 

probabilities). The other important factors are likely to be the value 

of n/k (the increase in transmission rate over the channel), and the 

implementation complexity and cost of the coder and decoder. 

14.3 Block coding 

14.3.1 Single parity checks 

The simplest block coder appends a single parity digit to each block 

of k message digits. This produces a systematic (k + 1, k) code 

known as a single parity code. For binary digits, the parity bit may 

be either the modulo-2 sum of the message bits or 1 minus that sum. 

The former case is known as even parity, because the sum of the 

k + 1 bits of the codeword (including the parity bit) is 0, and the 

latter is known as odd parity. 

The decoder forms the sum of the bits of the received codeword. 

For even parity a sum of 1 means that there has been an error, and a 

sum of 0 is assumed to mean that the received codeword is correct. 

(For odd parity 0 indicates an error, and the correct sum is 1). Note 

that when an error is detected there is no way to deduce which bit( s) 

are in error; also, if more than one error occurs, and the number of 

errors is even, the single parity code will fail to detect the 

code is therefore a single error detecting (SEO) code. 
111· 

14.3.2 Linear block codes 

The even parity code is the simplest example of a powerful 

codes called linear block codes. For such codes, the bloc 

message digits is represented as the k-element row vector d 

n digit codeword produced by the coder is represented ~ 
n-element vector c. The function of the linear block code y 

scribed by the Equation 14.1 whereG is the(k x n) generato/ I& 

C=dG 

The multiplications and additions in this equation are carri 

in GF(M) arithmetic (i.e. modulo-2 for binary digits). The 

words generated by the equation are called valid codewords 

there are zk possible datawords, only zk of the zn possible· 

words are valid codewords. 

Systematic linear block codes are produced by a generator 

of th_e form shown in Equation 14.2, where ~ is the (k x k) 

matnx. 

When G has this form, the codeword c has the form of 

14.3, in other words the first k digits of the codeword equal 

dataword, and the last n - k digits are parity digits. 

C = [dldP] 

Let r be the received codeword; in the absence of errors r = c 
decoder performs the operation of Equation 14.4, where H 

((n - k) x n) parity check matrix, to produce the (n k) e 

syndromes. 

His chosen so that all valid codewords produce a zero syn 

the syndrome then plays a crucial role in error correction. F 

systematic code given above, the optimum form of parity 

matrix is simply as in Equation 14.5. 

For unsystematic codes, construction of the parity check 

more difficult. 

14.3.3 Distance and code performance 

The Hamming distance between two codewords is simply 

ber of hit positions in which they differ. If the Hamming 

between two codewords c1 and c2 is cl, and c1 is transmitt 

errors would have to occur for codeword c2 to be receiv 

generally, if the minimum Hamming distance between cod 

and any other valid codeword is dM and c1 is transmitted, 

received codeword will not be a valid codeword if betwe 

dM - 1 errors occur. The decoder could therefore detect u 

1 errors. 
Assume that an invalid codeword is received. The dista 

ber of discrepancies) between it and all the valid codewoT<l
5 
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40,1 Introduction 

The multiplexer is one of the most important components in com­
munications networking. Its central function, from the network 
managers viewpoint, is to concentrate many users (or information 
channels) on to a single transmission channel in order to maximise 
the efficiency of that channel: it is used in almost every aspect of 
networking digital data, voice and video. This section will describe 
the advantages and disadvantages of different data multiplexing 
techniques, why these different techniques evolved to solve particu­
lar network engineering problems and how they fit in to modern 
networks. 

figure 40. 1 shows the basic theoretical model for a multiplexer 
with the composite line speed exactly equal to the aggregate speed 
of the inputs. 

Given a transmission channel, there are two ways the available 
bandwidth can be used: firstly by dividing the available bandwidth 
frequency spectrum into a subset of frequencies, each of which can 
then simultaneously use the transmission channel and allocate each 
frequency band to an input channel that needs to be multiplexed; or 
secondly, allocate all the available bandwidth to each channel for a 
fixed discrete time period. The first of these methods would be 
frequency Division Multiplexing (FDM) and the latter Time Divi­
sion Multiplexing (TOM). FDM is used primarily as an analogue 
solution to multiplexing and, for example, has been used exten­
sively in telephony; indeed many of the FDM standards and tech­
niques such as the multiplexing ratios dictated by the early designs 
of telephone exchange multiplexers (such as 24:1) are still in evi­
dence in some of the latter digital exchanges. 

This chapter is concerned however with the use and applications 
of latter type of multiplexing technique, Time Division Multiplex­
ing which can be used in one of two modes, deterministic or 
non-deterministic. Deterministic TOM (which is the more com­
monly known just as TOM) allocates the available transmission 
channel bandwidth of a fixed regular basis to the input channels, 
whether they have data to send or not. Non-deterministic TOM or 
stalislical TOM (which is more commonly just statistical multiplex­
ing) allocates the available bandwidth to input channels only o n 
demand when data is present. 

40.2 Time Division Multiplexers 

40.2.l Principles 

Time division multiplexing is lhe earliest and simplest form of 
digital multiplexing. It was developed to solve the communications 

A 

B 

Introduction 40/3 

problem created by the growth in remote computer processing 
during the 1960s. Computer terminals (or consoles) were locally 
attached in early computers but as computers became multi-user, so 
the need grew for more users gaining remote access over a single 
transmission line. Single users could gain access by simply attach­
ing'their terminal to a modem that converted the digital information 
by modulation into a voice frequency that could then be transmitted 
down a telephone to a modem at the receiving end that demodulated 
the signals back into digital form and hence onto the computer. 
However the need for groups of co-located users to gain access to 
computing resource meant that multiplexing techniques had 10 be 
applied to maximise the utilisation of rented PTI lease line circuits 
or costly dial up calls. 

The early forms of multiplexers, which evolved to meet this 
growth in computing power, were designed for use with asyn­
chronous data as this was the most commonly available type of 
terminal and printer. Typically running at speed~ of up to t 200bit/s 
and with code formats of 5 and 7 bits (Baudot and ASCII respec­
tively). As computer manufacturers moved to synchronous data, as 
a more efficient form of communications, so the design of multi­
plexers was adapted for handling this type of traffic. It was in this 
period that many of the design techniques to overcome specific 
engineering and networking problems evolved. 

In common with all multiplexing techniques the primary require­
ment was for the two multiplexers to have some form of synchroni­
sation procedure whereby they could calculate the location of each 
channel. This was done by defining a fixed length composite frame 
format, as in Figure 40.2, that had a unique synchronisation code at 
the start. When the link was first started the multiplexers would 
enter into a 't raining' period, with only empty frames plus the 
synchronisation ' header ' code being sent to each other to delennine 
the frame boundaries. The composite overhead or bandwidth 
needed could be taken by reducing the available aggregate from the 
input channels. 

Starting with the first commercially avai lahle asynchronous 
multiplexers the initial multiplexing technique was bit interleaved. 
In this method, the incoming data on each channel is sampled bit by 
bit and s tored in a transitory central buffer before being assembled 
on lo a composite. This is the simplest technique that can be 
employed as it only requires lhal the multiplexer recognises the bit 
boundaries of the incoming data. Providing that the sequence of data 
bits is then forwarded lo the remote end and demultiplexed without 
losing integrity, then any lype of data formal can be handled. 
However, as this meant sending all data bits for an asynchronous 
character including the slop, start and parity bits, the multiplexing 
technique adopted quickly moved to hyte interleaved. In this 
method the ancillary bits could be stripped off and only the data 
sent. At the receiving end they could be reconstituted. The byte was 

A 

B 
Total = 
Nbit/s 

Total = Nbit/s 
Total= 
Nbit/s 

MUX MUX 
C C 

D D 

Figure 40.1 Basic model for a multiplexer 
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Sync. pattern 

I I I I I I 

I. i. 
Nbit/s fixed 

:I 
Frame 

Figure 40.2 The basic operation of framing 

8 bits with data requiring 7 bits and the 8th bit in each byte 
indicating whether data or controls were being sent. Although it 
meant that 5 bit data such as Baudot had 2 bits per byte wasted and 
that 8 bit codes could not be sent, as the majority of traffic was based 
on 7 bit code (ASCH), the overall gains made it worthwhile. 

As stated above, the origi nal design was for handling asyn­
chronous traffic and the only rules fo r configuration would involve 
working out the total aggregate input and formulating the best 
'scanning' method to cater for al l the different speeds, so that they 
could mapped on to the available composite bandwidth. According 
to the design of the multiplexer a small percentage of the bandwidth 
had to be allocated for the synchronisation pattern, or sequence, so 
the general design rule was to limit the overhead to around I % or 2 
bits in a 200 bit frame. In addition, if the status of the V.24 (RS232) 
control lines such as Data Terminal Ready (circuit l08/1 or 2) or 
Request to Send (circuit 105), then this had to be allocated band­
width as if it were data. As an example, if a half duplex circuit is 
being employed, which means that the data and control signals have 
to be kept contiguous, then the control information could require as 
much bandwidth as the data. The result is that the bandwidth 
actually available for data could be less than the theoretical maxi­
mum by up to 50%. The technique developed to overcome this 
problem is to use multi- frames with two types of controls, high and 
low priority. High priority is dealt with as described above. Low 
priority control information is sent every N frames, where N could 
be from 4 to 64 depending on the frame size and speed of the 
composite. 

Channel 1 

Virtual 
channels 

Figure 40.3 shows the ideal model of time division multiplexing 
operation, where all eight channels are being efficiently multiplexed 
onto a composite line. At any one instant in time there is always one 
of the channels using the available bandwidth. Figure 40.4 shows 
the realistic utilisation of the line. Note that only channels I, 2 and 
6 have any data to send. However, time slot~ in the form of band­
width still have to be allocated since the TOM cannot recognise the 
absence of real data; this is the trade-off against data transparency 
and speed. 

To summarise, the technique of sending asynchronous data by 
TOM is to use a frame synchronised, byte interleaved method with 
facilities for control information using a redundant bits. 

The advantage is transparency to data format; any format of 
asynchronous data can be sent, at any speed. 

The disadvantages are: 

1. Fixed speeds; it was usually difficult to change any speeds 
without completely re-programming the multiplexers. 

2. Poor efficiency; input channels always have a fixed allocation 
of composite bandwidth, whether they have data to send or not. 
As asynchronous data is by definition 'bursty ' interactive type 
traffic, there wi ll almost certainly be long periods of inactivity 
which still has bandwidth heing allocated to it. 

3. Prone to errors; in the process of being transmitted, any errors 
generated on the composite circuit are passed to the receiving 
end without any indication to the end device (in fact the parity 
recovery method makes this worse as it hides dual bit errors). 

Channel 1 

Virtual 
channels 

Direction of data 

Channel 8 Channel 8 - Bit interleaved data 

Figure 40.3 Ideal model of a TOM 

Figure 40.4 

As sy nchrono 
networks wit 
synchronous 
computing re 

For synchro 
as the most s 
chronous mul 
the multiplex 
sation so thal 
generated clo 
as it imposes 
networks and 
Apart from ti 
composite fra 
lation. 

In asynchro 
according to 
therefore devi 
Synchronous 
vary hy 0.1 %, 
important for 
ation from the 

The techniq 
allocating it I 
these constrai 

T 
N 

Figure 40.5 
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Channel 1 

I\ I 
Channel 1 

Virtual Virtual 
channels channels 

j Direction of data flow \ Channel 8 Channels - Bit interleaved data 

figure 40.4 Line utilisation in a typical TOM 

Unless the link synchronisation actually fails the remote end 
has no indication that there is a problem on the line. 

40.2.2 Synchronous TOM 

As synchronous protocols evolved the need to multiplex them grew; 
networks with remote sites that had a mix of asynchronous and 
synchronous terminals needed to connect them to the central site 

computing resource. 
For synchronous TDMs, the bit-interleaved method was adopted 

as the most superior technique. The main difference from asyn­
chronous multiplexing be ing that as well as keeping data integrity, 
the multiplexers had to keep the associated clock timing synch.roni­
sation so that the demultiplexed recovered data could have a re­
generated clock associated with it. This point will be referred to later 
as it imposes major restrictions on the design and operation of 
networks and techniques have heen developed to solve the problem. 
Apart from timing considerations, the synchronisation header in the 
composite frame h.as to be included in the overall bandwidth calcu­

lation. 
In asynchronous data the actual speed of transmission can vary, 

according to the manufacturer's specification, by up to :1:15%, 
therefore devices running overspeed were a particular problem. 
Synchronous data has a much. tighter specification and may only 
vary by 0.1 %, a, recommended by CCITI V.28. This is particularly 
important for synchronous moderns w hich cannot tolerate any devi­
ation from the specified speed. 

The technique of 'robbing' the low speed input channels and 
allocating it to the composite was normally only applied within 
lhese con.strainls. Two alternatives were: 

A 

B 

1. To designate one of the input channels as a 'vari-speed ' input 
which may be attach.ed to non-critical devices. T his approach, 
for obvious reasons, h.as to be handled with caution. 

2. By the preferred technique used by latte r designs to perma­

nently allocate a synchronisation overh.ead. 

A mixture of bit and byte interleaving with. a fixed synchronisation 
header was also adopted by some high order multiplexers, where 
multiple voice channels needed to be multiplexed after being digi­
tally encoded; the US Bell DI system for example. The basic 
technique employed is for an analogue sample of th.e voice signal to 
be converted into an 8 bit code word, after being manipulated 
through a compander circuit operating on a logarithmic law to 
reduce the signal to noise level. T he Bell D2 system used bit robbing 
for signalling purposes. The standards which has been adopted for 
this type of high order multiplexing are discussed later in this 
Chapter e.g. the CCITI standard G.71I for pulse code modulation. 

From the viewpoint of line efficiency between two point to point 
multiplexers, the advantages and disadvantages of synchronous 
TOM compared to asynchronous TOM are almost identical. The 
main exception is that error detection and correction is not an issue 
with a synchronous data, as it w ill be enveloped in its own protocol 
independent from the multiplexer and therefore wil l have its own 
error recovery mechanisms via retransmission. However, from a 
networking viewpoint, the network timing recovery mechanisms 
and the methods by which the nodes in a network can be syn· 

chronised together, is a ma,jor issue. 

Figure 40.5 shows a more realistic model of a multiplexer, with 
the overheads taken into account, that results in a composite that 

A 

B 

Total= 
NbiVs 

Total= MbiVs 
MUX MUX 

C C 

D D 

Figure 40.5 Model of a multiplexer with overheads considered 
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must be faster than the input aggregate. The value of M is given by 
Equation 40.5, therefore M > N. 

M=A+B+C+C 
+ synchronisation header + control information (40.1) 

In summary it can be stated that time divis ion multiplexing has 
established itself as the most efficient technique for handling syn­
chronous protocols and data at different speeds, even though it 
suffered from the fact that bandwidth is always wasted. It is not 
however very effective at handing asynchronous data due to the 
inflexibility and lack of error detection and correction. It is from this 
major disadvantage that the use of statistical multiplexers evolved. 

40.3 Statistical time division multiplexing 

40.3.1 Principle of Operation 

Caught between the exponential growth of computing power and 
the use of asynchronous terminals as a cheap and convenient way 
of accessing computers, the statistical TDM was developed. It was 
first formulated in the early 1970s and in particular on the Arpanet 
network in the USA from which the X.25 packet switch standard 
evolved (Davis, 1973). 

As stated above, the main problems with using mM techniques 
on asynchronous data were lack of error detection and correction, 
and poor efficiency on the composite line, especially since the 
average asynchronous device is only active for 5 to 10% o f the time. 

The solution for a~ynchronous multiplexers was to use a formal 
protocol between the multiplexer nodes which could concentrate 
the data and provide the means of detecting and recovering from 
errors on the line. The protocol invariably chosen was based on a 
High Level Data Link Control (HDLC) which in turn had been 
derived from the IBM's SDLC protocol. This protocol had several 
design advantages over previous synchronous protocols such as 
IBM's 3270, as follows: 

I. It was solely concerned with the maintenance of the data link 
and did not have to get involved with device control. 

2. It had one common frame format for data, control and supervi­
sion with a unique flag indentifier for synchronisation. 

3. It was bit oriented and therefore inherentl y transparent to data 
structures. However, it used byte aligned boundaries to permit 
byte interleaving, if required. 

4. It had a Frame Check Sequence (FCS), in the form of a Cyclic 
Redundanc.y Check sum (CRC), that allowed error checking of 
the complete contents of all frames and thereby providing a 
mechanism for error recovery. 

5. It was being considered as an international standard. 

There were still drawbacks however, in that early versions of 
HDLC only allowed one virtual circuit (or user) per frame, anct 
therefore modifications were made by many manufacturers to allow 
several users to share the same frame. In addition the multiplexers 
needed to pass not j us! data but also various other types of inforrna. 
lion such as: 

1. The status conditions of the V.24 (RS232) interface controls. 
2. Test information, such as setting a specific remote channel into 

loopback for testing purposes. 
3. Information for validation of a channel connection, to check 

that it is working end to end. 
4. A SPACE condition for so many milliseconds. 
5. Information to set remote buffers into an XOFF state so that no 

more data should be sent until further notification. 

It also had to allow the input channels to locally emulate some 
asynchronous polled protocols e.g. HP3000, so that polling could be 
locally acknowledged rather than end-to-end. The link need only 
carry a poll count and report polling exceptions. 

The standard HDLC format has no inherent mechanism for allow­
ing these facilities as it was designed purely to control the link level 
functions. It is up to the designer to implement this in the informa­
tion (data) fields in order to make the product as flexible as possible. 

Figure 40.6 shows a basic HDLC Information frame with the 
unique flag identifier 7E (hexadecimal), the address field and the 
control field, which in this case is indicating that the frame contains 
data. 

Figure 40.7 shows a modified HDLC information frame format, 
used by a proprietary smM manufactured by Dowty Case, other 
manufacturers using different encoding techniques. Here the infor­
mation frame does not require an address field . It does, however, 
require a mapping field for each block of 4 bytes for a given channel, 
which indicates whether the following bytes are data or control and 
timing codes e.g. DTR dropped, set channel loopbacks, set SPACE 
condition for l00mS. 

Given the mechanisms of a link protocol it was a small step to 
design a multiplexer that only transmitted data when there was data 
to sent. By scanning the input channels for activity and placing any 
data present into a common buffer pool, a frame could be assembled 
w ith data from different channels, plus any control information, and 
transmitted to the multiplexer at the other end of the link fo r 
demultiplexing. 

Since HDLC uses a go-back-N frame sequencing count, any 
errors on the line due to a bad CRC or out of sequence frame would 
be detected and a request for the frame to be retransmitted issued 
from the remote end (also known as Automatic Repeat Request or 
ARQ). At that ti me, no standards existed for describing how the 

Flag Address Control 128 bytes of user data CRC CRC Flag 

Figure 40.6 Basic HDLC information frame 
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Statistical time division multiplexing 40/7 

Up to 128 bytes 

Flag Control Start Map Data Data Data Data Map Data Control Map byte channel byte 1 2 3 4 byte 1 byte CRC CRC Flag 

---..... ~--·I-I Channel x Channel y Channel z, etc 

Figure 40.7 Proprietary HDLC information frame format (Dowty Case Communications Ltd.) 

frames should be constructed for multiple users and interface con­
trol information, so every manufacturer developed their own pro­prietary standard, compared to the present development of LAPD which overcomes these restrictions. The outcome of this was to see 
a generation of proprietary statistical multiplexers before the estab­
lishment of X.25. 

figure 40.8 shows the simplified operation of a statistical multi­plexer which operates by scanning the input buffers for data presence (indicated by the flag). Data is transferred into a buffer 
queue waiting to be assembled and transmitted as a frame. 

Input channels 

a 

C 

e 

Channels 

Figure 40.8 S implified operation of a statistical multiplexer 

40.3.2 Features 

By definition, statistical multiplexers have to concentrate many input channels onto a composite link, where the aggregate input speeds may temporarily exceed the available composite bandwidth. In this situation it is essential that the multiplexer has the facility to flow control the data input, either by use of XON/XOFF or V.24 control signals such as DTR or CTS. The decisions by which the network designer decided how to size a network with the mix of input speeds and output speeds were assisted by queuing theory. 
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In summary, statistical time division multiplexers offer asyo-, 
chronous users the advantages of: 

I. Better use of the composite line by only all ocating bandwidth 
when sending data. 

2. Techniques for encoding additional control and timing infor­
mation to make the system more flexible. 

3. Speed translation end to end. 
4. Intelligent interaction to allow some asynchronous protocols to 

be emulated locally rather than over the w ho le link. 

However some of the disadvantages are: 

I. Only asynchronous data was practical. Synchronous proto­
cols could be handled in the same manner as some asyn­
chronous protocols in that local emulation of the host end and 
terminal end would result in o nly the actual data being trans­
mitted over the link and the majority of the control information 
could be handled locally. 

40.3.3 Networking 

Only point to point multiplexers have been considered so far, as they 
illustrate the basic principles of multiplexing. However, a major 
development in the mid 1970s was to give a user on a terminal the 
fac ility to select more than one destination. The requirement grew 
out of the development in computing power, which meant that many 
companies were expanding on the number of computers they used 
and were perhaps dropping the mainframes in favour of distributed 
minis. To allow these to be accessible the users required the multi­
plexers to become networked. In effect rather than let the computer 
switch the user to an application it was left to the network. 

40.4 High order multiplexing 

40.4.1 Standards 

The term, high order multiplexing, is used to describe the technique 
for multiplexing multiplexers. By successively taking input chan­
nels of fixed speed and creating a hierarchy of 'groups' of multi­
plexers, a final high speed output composite is produced, that is 
logically structured to contain all the input channels in a defined 
sequence. 

High order multiplexers were originally developed as described 
above to allow voice circuits to be multiplexed. This simple state­
ment is the underlying design principle fo r all the decisions that 
have been made on PlT digital speeds and frame structures throug­
hout the world in the past 20 years. Although today they can be used 
for any type of digitally encoded data, including fax and video, these 
are the result of data communications manufacturers, and lately 
PTTs, ' highjacking' the circuits developed for digitised voice and 
using them for pure data. 

The lowest input speed for high order multiplexing contained 
within CCITT is 64kbit/s. This is the speed arrived at from encoding 
voice, with a maximum frequency of 3.4kHz, at 8000 samples a 
second (which is above the Nyquist sampling rate) and then convert­
ing each sample into an 8 hit word or byte. The original technique 
used by the PTTs was to use frequency division multiplexing with 
12 or 24 voice channels being frequency multiplied. For example, 
in the CCllT 960 channel system, channel I would be frequency 

translated to 62kHz in the first group and then to 420kHz in the 
second or supergroup. 

At present the three principal hierarchical systems in existence, 
are from Europe, US and Japan. 

From Table 40.1 (based on CCITT G.702) it can be seen that each 
system, from a base speed of 64kbit/s, multiplexes in fixed, discrete 
bands, up to the Gigahertz bands, suitable for transmission over 
microwave and satellite carriers. 

Table 40.1 High o rder systems 

Multiplex Europe (kbit/s) USA (kbit/s) Japan (kbit/s) 
level 

0 I 64 
I 

64 64 

l 

I 

2048 1544 1544 

2 8448 63 12 7876 

3 34368 44736 32064 

4 139264 
I 

274176 I 97728 

5 565148 
I 

I 397200 

The underlying system employed is bit interleaved, although the 
framing structure is byte oriented. Analysis of the framing structures 
gives more detail on how they were used as general purpose data 
multiplexers. In general the input channels were constructed in 
frames, each consisting of 12, 24 or 30 voice channels or ' timeslots' 
depending on the system. This gave the first hierarchical grouping. 
Within this group the frames could be assembled together in super­
frames to contain signalling and control information. 

The early US systems need to be examintodseparately as they used 
a technique that was completely alien to pure data use. The original 
Bell DI system had an input rate of 56kbit/s (7 times 8000 samples 
per second) because the timeslots used a ' bit robbing' technique 
whereby the 8th bit in every slot was used for maintaining timing 
information on the line. By always setting the 8th bit to zero and 
inverting the PCM data sample so that it was normally set to all I ·s 
i.e. no speech signal, the line signal could be guaranteed to have data 
transitions which kept the timing content. When the D2 system was 
introduced using HDB3 (high density hi polar 3) line toncoding, this 
allowed 8 bits per s lot. However, the system used part of the old 
s tandard in that it again allowed the same 'hit robbing' to take place 
in the same way but only every 6th frame and in this case it was used 
for passing control and signalling information. For speech purpose 
this did not impose an reduction in the quality of service as th.e 
human ear will not detect this impairment, but for pure data it 
introduced an unacceptable error rate. 

The speeds which became standard offerings were derived in the 
following ways. US Bell system D2 (usually known as Tl) used a 
frame made of 24 timeslots (or input channels) at 8 hits each i.e. 192 

bits: an additional bit was added on to each of the frames fo~ 
synchronisation purposes giving 193 bits per frame. The 'sweep 
rate or number of frames per second was 8000 (the voice encoding, 
or codec, sampling rate) giving an overall speed of ! .544Mbit/s_-

32 
In the version adopted by the CCITT the frame consisted 01 _ 

timeslots, of which 30 were for voice and two for synchronisanon 
and signalling information, giving a total of 256 bits. At a sweep rate 
of 8000 frames per second this gives a speed of 2.048Mbit/s. ·e 

All digital exchanges and the space/time switches used thes 
speeds at the core of their design. 




