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C H A P T E R 3 ETHERNET, FAST ETHERNET, AND GIGABIT ETI-!ERNET STANDARDS 

Note 

A two-user switched connection is a prerequisite to Full-Duplex Ethernet because full-duplex 
requires a point-to-point connection with only two stations present. Note that Switched Ethernet 

does not automatically imply full-duplex operation. 

Full-duplex has played an increasingly important role with the introduction of 
Fast and Gigabit Ethernet. In 1997, the 802.3X full-duplex/flow control stan­
dard was approved. (Chapter 4 covers this in more detail.) Some people in the 
IEEE even advocated making Gigabit Ethernet a full-duplex-only technology, 
which means dropping the all-too-familiar CSMA/CD MAC concept alto­
gether. In the end, the half-duplex followers prevailed, and CSMA/CD opera­
tion was included in the standard. It is doubtful whether we will ever see any 
half-duplex shared Gigabit Ethernet equipment in the marketplace, however. 

A trend is currently in place to move from repeated half-duplex to Switched full­
duplex Ethernet. With the advent of Gigabit Ethernet in particular, it looks like 
CSMA/CD and collisions are heading for extinction. What will live on is the lan­
guage of Ethernet, namely the 802.3 frame format. Our well-known Ethernet 
frames will be zooming along at 1, 10, 100, 1000, and someday lO000Mbps. 

l00BASE-T/Fast Ethernet 
IO0BASE-T is the 100Mbps version of the classic Ethernet standard. The IEEE 
officially adopted the new IEEE 802.3u Fast Ethernet/lO0BASE-T specification 
in May 1995. The salient features of lO0BASE-T are as follows: 

• The IO0BASE-T MAC uses the original Ethernet MAC operating at 10 
times the speed. 

• The 100BASE-T standard is designed to include multiple physical layers. 
Three different lO0BASE-T physical layers are part of the 802.3u standard: 
two for UTP and one for multimode fiber. An additional UTP PHY was 
added later as the 802.3y specification. 

• Like IOBASE-T and lOBASE-F, lO0BASE-T requires a star-wired configu­
ration with a central hub. 

• lO0BASE-T also includes a specification for an MIi, a lO0Mbps version of 
today's AUL The MII layer is a digital interface connecting MAC and 
PHY and allows for external transceivers. 

The differences between lOBASE-T and lO0BASE-T are in the PHY standards 
and network design areas. That's because the new IEEE 802.3u lO0BASE-T 
specification contains many new rules for repeaters and network topology. 
Figure 3.8 provides an overview of the new IEEE 802.3u standard. 

I , 03 
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FIG u RE 3 .8 An overview of the lO0BASE-T 802.3u standard showing MAC, MII, and 
the three original PHYs. (100BASE-T2 was added as 802.3y a year later.) 

The Fast Ethernet CSMA/CD MAC 
The lO0BASE-T MAC is almost identical to the lOMbps "classic" Ethernet 
MAC. As mentioned earlier, the 802.3 CSMA/CD MAC is inherently scalable, 
which means that it can run at different speeds and be interfaced to different 
physical layers. StarLAN/lBASES took advantage of this scalability to run 
Ethernet at lMbps. Table 3.6 compares lOMbps and the new l00Mbps Ethernet 
MAC standards. Note that the lO0Mbps Ethernet MAC retains all the lOMbps 
Ethernet MAC parameters except for InterFrameGap, which has been decreased 
to one-tenth its original value, from 9.6µs to 0.96µs. A Fast Ethernet frame has 
the same framing format as a lOMbps Ethernet frame, except that it is transmit­
ted across the wire at 10 times the speed. 

TABLE 3.6 1 OMBPS COMPARED TO 100MBPS ETHERNET MAC PARAMETERS (MOST VALUES ARE 

IDENTICAL WHEN MEASURED IN BIT TIMES, BUT ONE-TENTH THE VALUE WHEN MEASURED IN REAL 
TIME) 

Parameter Ethemet/802.3 Fast Ethemet/802.3u 

slotTime 512 bit times Same1 

Minimum InterFrameGap 96 bit times (9.6µs) Same (=0.96µs) 

attemptlimit 16 (tries) Same 

backofflimit 10 (exponential number) Same 

jamSize 32 bits Same 
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Parameter 

maxFrameSize 

MinFrameSize 

AddressSize 

Ethernet/802.3 

1518 bytes 

64 bytes (512 bits) 

48 bits 

Fast Ethernet/802.3u 

Same 

Same 

Same 

1 Snme mea11s same va l11e in bit times ns 10 Ethemet (for example, the vnlue in the column to the left). 

You can calculate the lOOBASE-T bit time as follows: 

1 bit-t ime = 1 bit = 10ns 
100Mhz 

Fast Ethernet PHYs 
As with lOBASE-T, lOOBASE-T combines the CSMA/CD MAC with different 
physical layer specifications. The IEEE 802.3u specification contains three new 
physical layers for lOOMbps Ethernet: 

• lOOBASE-TX, which requires two pairs of Category 5 UTP or Type 1 STP 
cabling 

• lOOBASE-FX, which uses two strands of multimode fiber 

• 100BASE-T4, which requires four pairs of Category 3 or better cabling 

Then there is the IEEE 802.3y 100BASE-T2 PHY standard, which was com­
pleted about a year after the original Fast Ethernet standard. 100BASE-T2 
utilizes only two pairs of Category 3 cable, but is virtually unheard of. 
lOOBASE-TX and lOOBASE-FX are the most popular lOOBASE-T physical layers. 
They were based on the FDDI/CDDI physical layer, utilizing the 4B/ 5B encod­
ing method. (Chapter 6, "Cabling and More Physical Layer Details," gives 
more information on the 4B/5B encoding method.) IOOBASE-TX is the de facto 
standard for high-speed horizontal connections; lOOBASE-FX is becoming 
increasingly popular for vertical/backbone connections. 100BASE-T4 is rarely 
used, whereas we know of no 100BASE-T2 products that are shipping. 

Like lOBASE-T and lOBASE-F, all lOOBASE-T PHY specifications require a star 
configuration with a central hub. All lOOBASE-T UTP PHYs use the RJ-45 con­
nector and specify a maximum 100-meter cable distance. 

This section provides an overview of the different IOOBASE-T physical layers. 

lO0BASE-FX: Fast Ethernet for Fiber-Optic Cabling 
lOOBASE-FX (like lOOBASE-TX) borrows its physical layer from the ANSI 
X3T9.5 FDDI physical layer media-dependent (fiber PMD) standard. lOOBASE­
FX utilizes two strands of the multirnode (62.5/125µm) fiber cabling made pop­
ular by FDDI. The maximum segment length for fiber-optic connections varies. 

I ,os 
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TABLE 3.7 A SUMMARY OF THE DIFFERENT 1008ASE-T PHYSICAL LAYERS 

PHY Parameter 

Origin of Technology 

IEEE standard 

Encoding 

Cabling required 

Signal frequency 

Number of pairs required 

Number of transmit pairs 

Distance 

l0BASE-T 

802.3i-1990 

Manchester 

UTP Category 3/4/5 

20MHz 

2 

1 

100m 

Yes 

l00BASE-TX 

CDDI TP PMD (ANSI 
X3T9.5) 

802.3u-1995 

4B/5B 

UTP Category 5 or STP 
Type 

125MHz 

2 

1 

100m 

Yes 

1 150m for repeater-DTE, 412m for DTE-DTE, 2000m for fu ll-duplex DTE-DTE, and 10km for single-mode 
full-duplex DTE-DTE. 

Table 3.7 compares lOBASE-T with the four lO0BASE-T physical layer specifica­
tions. We discuss the different physical layers and their cabling requirements in 
more detail in Chapter 6. 

Fast Ethernet Mil 
MII is similar to AUI for lOMbps Ethernet. The MII layer defines a standard elec­
trical and mechanical interface between the lO0BASE-T MAC and the various 
PHY layers. This standard interface works like AUI in the classic Ethernet world 
in that it allows manufacturers to build media- or wiring-independent products, 
with external MAUs being used to connect to the actual physical cabling. 

The electrical signals differ between MIi and AUI. AUI has a stronger signal, 
capable of driving SO-meter cable lengths; the MII signals are digital logic-type 
signals, capable of driving 0.5 meters of cable. MII uses a 40-pin connector, simi­
lar to the SCSI connector, although it is smaller. Figure 3.9 shows an external 
lO0BASE-FX transceiver. We don't think you will see too many of these because 
most Fast Ethernet hubs and NICs already include the transceiver. 

MIi never became as popular as AUI. AUI became a de facto standard because 
Thick Ethernet hardware wasn't available with an onboard transceiver. That 
only came later, with 10BASE2 or lOBASE-T. Yet with 10BASE2 and lOBASE-T, 
the AUI connector provided the capability for backward compatibility through 
an external transceiver. With lO0BASE-T, most hardware manufacturers decided 
to skip MIi and offer different products that integrate the physical layer trans­
ceiver already. NIC manufacturers, for example, often sell the same basic design 
in a lO0BASE-TX and in a 100BASE-T4 version. You have to choose up front 
which media type you need. Think of it as a choice between Thinnet-only or 
lOBASE-T-only products, as opposed to combo or ADI-only cards using 
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100BASE-T4 100B ASE-FX 100BASE-T2 

New; developed from 1995 FDDI PMD (ANSI X3T9.5) New; developed 
to 1996 from 1994 to 1995 

802.3u-1995 802.3u-1995 802.3y-1996 

8B/6T 4B/5B PAM5x5 

UTP Category 3/4/5 Multimode or single-mode fiber UTP Category 
3/4/5 

25MHz 125MHz 25MHz 

4 2 2 

3 1 2 

100m 150/ 412/2000m 1 100m 

No Yes Yes 

external transceivers. An example of a device with an MIT connector is the Intel 
Pro/100 Server adapter, which uses an MIT connector to provide you with the 
flexibility of either attaching an external fiber or a UTP PHY transceiver. 

FIG u RE 3 . 9 Fast Ethernet MII transceivers are similar to the old Ethernet A UI trans­
ceivers, but are very rare because most Fast Ethernet hardware includes an onboard trans­
ceiver. MII uses a 40-pin connector very similar to SCSI-2 . 
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Gigabit Ethernet 
In 1995, Fast Ethernet seemed like such an ingenious, yet simple, idea. 
lO0BASE-T became an overnight success, and it was only a matter of time 
before the frequency would be increased another order of magnitude. Work 
started on Gigabit shortly after the Fast Ethernet standard had been ratified. 
Three years later, on June 25, 1998, the IEEE 802.3z standard was officially 
adopted. 

If you have read this chapter's information on Fast Ethernet, we should just 
ask you to go back and read everything with an extra zero added everywhere. 
Gigabit Ethernet is that simple. Some differences arise in the physical layers, 
netv,rork design, and minimum frame size that we cover here and in Chapter 6. 
For the most part, however, Gigabit Ethernet is just supercharged Fast 
Ethernet. 

The IEEE 802.3z standard includes the Gigabit Ethernet MAC, as well as three 
physical layers that use the 8B/10B encoding originally developed as part of 
the ANSI Fibre Channel technology. 

Essentially, the IEEE engineers bolted the existing Fibre Channel PHY to the 
Ethernet MAC running at 10 times the speed of the Fast Ethernet MAC. The 
802.3z standard encompasses two fiber physical layer standards, 1000BASE-LX 
and 1000BASE-SX as well as one copper PHY, lO00BASE-CX. The copper-based 
PHY was also inherited from the Fibre Channel standard and was included to 
enable cost-effective and quick cross-connects. A fourth PHY, called 
lO0OBASE-1: is still under development. 

Note 

The ANSI X3T11 committee is responsible for the Fibre Channel technology. ANSI decided to spell 

Fibre with an re rather than an er to differentiate it from the fiber-optic cable on which it runs. 

The IEEE has also defined a Gigabit MII (GMII), which is similar to the Fast 
Ethernet MII and connects Gigabit MAC and PHY. The GMII is only an electri­
cal interface specification, and unlike the Fast Ethernet MII, the specification 
does not include a connector. The biggest benefit of the GMII is that it allows 
circuit designers to use existing Fibre Channel PHY chips and will allow for 
easy redesign of existing lOO0BASE-LX equipment to accommodate future PHY 
transceivers. 

Some people in the IEEE ,vanted to make Gigabit Ethernet a full-duplex--only 
technology; others wanted to preserve the classic CSMA/CD algorithm and the 
half-duplex shared operation. The reason for preserving the CSMA/CD part of 
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Ethernet was twofold. First, many vendors didn't want to redesign their 
Ethernet MAC chips completely. (Running it at 10 times the clock frequency 
didn't take a complete redesign.) Second, some IEEE members just wanted to 

preserve the 25-year heritage of CSMA/CD itself . 

Figure 3.10 shows all the different Gigabit Ethernet components. 

IEEE 802.32 Standard IEEE 802.3ab Standard 

~ - I 

l 
I 
I 
I 
I 

Optional GMII Layer 

ll 
,1 
,1 

1000 BASE-ex : U ~~o~ ~~~E-T ! 1000 BASE-LX 1000 BASE-SX 

Two Strands of 
MMForSMF 

tiber 

Two Strands 
of 

MMF 

~-~•~-~--:: ~~ ~; ----
Two Pairs 1 1 , , , , Four Pairs ot 

of ,1:::: Cat5UTP 
I : : : ~ : or better twinax ---- :~ :: :: ___ _, 

- - - - - - - - - - - - - -- - - - - - - - - -- - --- - -- - - -- - - - ,1 - - - - - - - - - - - -
Ft Gu RE 3 . 1 0 A Gigabit Ethernet block diagram showing the MAC, GMII, and four dif-
ferent physical layers. 

lOOBASE-X refers to the original Fast Ethernet MAC and FX/TX PHYs. 
Similarly, lOOOBASE-X refers to the lOOOMbps MAC and the LX/SX/CX trans­
ceiver technology. 

Gigabit Ethernet MAC 
The main points of the Gigahit Ethernet MAC are the following: 

• Gigabit Ethernet uses the official 802.3 frame format, identical to that of 
lOMbps and lOOMbps Ethernet (refer to Figure 3.3). 

• Like lOMbps and lOOMbps Ethernet, Gigabit Ethernet can operate in both 
half- and full-duplex mode. 

• The lOOOMbps MAC uses the original Ethernet MAC operating at 10 
times the speed. Running the Ethernet MAC at Gigabit speeds has cre­

ated some challenges in terms of the implementation of CSMA/CD. To 
make CSMA/CD work at 1GHz, a minor modification was required. The 
slot time has been increased to 512 bytes, as opposed to 64 bytes for 10 
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provide a recap of the different IEEE Fast and Gigabit Ethernet physical layers 
that have been developed to run on the TIA/EIATIA/EIA 568-A system. (We 
have already briefly discussed these in Chapter 3, "Ethernet, Fast Ethernet, and 
Gigabit Ethernet Standards.") We examine the cabling requirements for the 
new lO00BASE-T /802.3ab standard in detail, and we provide some practical 
tips on how to certify your cabling infrastructure and how to deal with cabling 
contractors. Finally, we provide some tips on what to pay special attention to 
when running Fast and Gigabit Ethernet over Category 5 UTP. 

We also cover two related subjects: the pros and cons of running fiber to the 
desktop and encoding/compression techniques. 

Encoding and Compression Techniques 
Cabling equipment is rated in terms of megahertz (MHz). For example, 
Category 3 cabling is rated up to a maximum frequency of 16MHz and is syn­
onymous with l0BASE-T, which transmits lOMbps. Yet the same cable can 
transmit lO0Mbps using 100BASE-T4 technology. How can that be possible? 

Sometimes people confuse the terms MHz and Mbps. In the old days, one could 
say that it took a hertz (which equals a clock cycle) to transmit a bit (or a mil­
lion hertz to transmit a million bits). Cabling is rated in MHz, which is the 
maximum frequency that can be transmitted reliably. To attain higher transmis­
sion rates, engineers today typically use several tricks to reduce the frequency 
of the signal to meet the bandwidth requirements of cable. The important thing 
to remember is that the data rate and the bandwidth required can be very dif­
ferent. Let's look at encoding in a bit more detail. 

Number of Pairs 
The number of pairs is the most obvious way of increasing the transmission 
capability of cable. lOBASE-T uses only one dedicated transmission pair as well 
as one dedicated reception pair. Some faster versions of Ethernet use multiple 
transmission pairs. The data is split up over these multiple pairs, thereby 
reducing the bandwidth requirements for each individual pair. 

For example, 100BASE-T4 utilizes a total of four pairs. Two pairs are dedicated 
as either transmit or receive, but the other two can act as either transmit or 
receive pairs. This means that a total of three transmission pairs are available at 
any one time. The downside of this floating pair scheme is that full-duplex 
transmission is not possible. lO00BASE-T goes one step further and uses four 
pairs for transmission. 
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Switched Ethernet Cabling Requirements 

The switched versions of 10, 100, or 
1 000Mbps Ethernet can all operate on 
the same cable as their shared-media 
versions because their wire speed is 
the same. The only difference is the 
number of end stations on that 
segment, which is two for a fu lly 
switched connection. If the switched 
connect ion operates in full-duplex 
mode, the cabling distance can often 

be extended, as no collisions will be 

Dual-Duplex Transmission 

present in a full-duplex environment. 
Note that not all Ethernet physical layers 
are full-duplex capable. lOBASE-T, 
1 0BASE-FL, 1 00BASE-TX, 1 00BASE-FX, 
1 00BASE-T2, and all Gigabit Ethernet 
physical layers are full -duplex capable, 
but 1 0BASES, 1 0BASE2, 1 0BASE-FP, 
1 0BASE-FB, and 1 00BASE-T4 are not. 

Please refer to Chapter 3 for more 
details on full-duplex Ethernet. 

Recent advances in DSP technology allow for simultaneous transmission and 
reception on the same pair of cabling, also known as dual-duplex. The new 
lO00BASE-T physical layer uses both simultaneous transmission and reception 
on all four pairs. This means full-duplex transmission. 

Bandwidth-Efficient Encoding 
The earlier lOMbps versions of Ethernet all used Manchester encoding, which 
is a simple, but not very efficient, encoding scheme. With the higher data rates 
of Fast and Gigabit Ethernet, engineers have been forced to use more sophisti­
cated coding methods for transmitting data over limited-capacity UTP cabling. 
Let's look at the encoding technology in a bit more detail. 

Ethernet transmission uses two different kinds of encoding schemes: block and 
line encoding. Block encoding takes several bits (four or eight, for example) 
and sends it out as one new code word. Line coding takes the parallel data 
stream and encodes it as a serial bit stream, ready to be transmitted across the 
wire in a serial fashion. 

When calculating the overall bandwidth requirements (or efficiency) of a trans­
mission scheme, you need to take into consideration the overall data rate, the 
block encoding efficiency, and the line encoding implications. 

Block Encoding 
Block encoding takes Ethernet raw parallel data (a series of bits) and encodes it 
according to a predetermined lookup table. l00BASE-TX, for example, uses a 
block-encoding scheme called 4B/5B. The 4B/5B encoding takes 4 bits of data 
(4B) and expands it to 5 coded bits (5B). Four of the coded bits contain the 
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actual data in accordance with some table. The fifth, "spare," bit is added to 
transmit additional information. There are three reasons for adding this extra 
bit as part of the coding scheme: 

• The receiving station needs to receive the clock signal in order to decode 
the data accurately. Sending the clock separately would not be a very effi­
cient use of the cabling infrastructure. The 5-bit code word can be chosen 
so that a clock transition is present often enough for the receiving station 
to regenerate the clock. 

• The extra bit also allows the coded words to be chosen carefully so that 
an equal number of logical Os and ls are transmitted, which means the 
digital signal has no DC component, allowing for an easier design of the 
hardware. 

• The 4B/5B encoding allows some error correction capability to be incor­
porated into the data stream. The 4B/5B coding scheme was originally 
developed for use with FDDI. 

All coding schemes are typically abbreviated xB/yB. This always means x data 
bits are encoded into y coded bits. Sometimes three-level encoding schemes are 
used, in which case the shorthand becomes xB/yT. 

The most common block encoding schemes are, of course, 4B / SB used for 
lOOBASE-TX/FX, and the newer 8B/10B used for lOOOBASE-X, which was 
originally developed by IBM for Fibre Channel. The lesser known 8B / 6T cod­
ing scheme is used for 100BASE-T4 and is a new development. The most com­
plex coding scheme is the PAM 5x5, which uses five different amplitudes (that 
is, voltage levels) and five different phases to generate 25 different codes. 

The downside of the xB/yB encoding schemes is that they create a higher 
transmission rate. For example, the extra bit transmitted with the 4B/5B encod­
ing of lOOBASE-TX increases the transmission rate to 125Mbaud. (You can cal­
culate this by taking the five coded bits and dividing them by the four raw bits, 
multiplied by the original data rate.) 
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Symbols and Bauds 

The speed or bit rate of a digital trans­
mission is measured in bits per second 
(bps). Some transmission schemes, for 
example PAMS, don't just use O's and 
7's to transmit data, they use more 
complicated signals. PAM5 uses five 
different codes, not just two, to trans­
mit the data. In this case, five different 
states or symbols are present. A partic­
ular voltage level actually contains two 
bits of information, or two bits/ symbol. 

The number of symbols transmitted 
per second is called the baud rate. The 
baud rate is only of interest to some­
one looking "under the hood" of a par­
ticular data transmission technology. 
That's because, ultimately, a certain 
baud rate will always be decoded into 
a bit rate again. 

Line Encoding 

With simpler encoding schemes, such 
as Manchester, NRZ, and NRZI, the baud 
rate is typica lly twice the bit rate 
because a simple Oto 1 transition rep­
resents an individual data bit. All the 
newer and more complex encoding 
schemes, such as PAMS, 4B/5B, 8B/1 OB, 
and 8B/6T, use more than two symbols, 
and therefore the bit and baud rate are 
quite different. For example, lOOBASE­
TX uses 4B/5B encoding that creates 5-
bit words out of 4 bits of data via a 
lookup table. This kind of encoding 
contains 0.8 bits/symbol. That's 
because an extra bit is carried along for 
every four bits of data transmitted.This 
extra bit fulfills other purposes but 
does not actually constitute any useful 
data transfer. In this case, the bit rate is 
1 OOMbps, but the baud rate is 5/4 x 
100, or 125 Mbaud. 

Line encoding converts a digital word (or series of bits) into a serial bitstream 
that can be transmitted over the wire. The common types of line encoding in 
use today with Ethernet are Non-Return-to-Zero (used for all fiber optic based 
Ethernet versions), Manchester (lOBASE-T), and Multilevel-Threshold-3 
(lO0BASE-TX). Let's look at the different line or serial bit encoding schemes in 
a bit more detail: 

• Non-Return-to-Zero (NRZ) is a very simple encoding scheme. Some 
would say it's not an encoding scheme at all because it is similar to the 
raw data. NRZ signal is high for a logical 1 and low for a logical 0. NRZ 
encoding has a bandwidth efficiency index of 1: the bandwidth require­
ment equals half the data transmission rate. 

• Return-to-Zero (RZ) code stays low for Os. For logical 1s, RZ goes high for 
half a bit period and low for the remaining half bit. 

• Non-Return-to-Zero Invert on Ones (NRZI) is a scheme in which a logical 
0 is represented by a change in level. A 1 means change no level, which 
means that the level will go from low to high or high to low if a 0 is 
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Note 

transmitted (that is, the "invert on ones" part) but will stay the same for 
logical ls. NRZI is used by lO0BASE-FX. NRZI, like NRZ, has a band­
width efficiency index of 1: the bandwidth requirement equals half the 
data transmission rate. 

The problem with NRZ, RZ, and NRZI encoding is that they have no logical transitions in the bit­
stream if a series or Os or 7 s are transmitted: the receiver cannot make out the clock. In all three 
cases, some block encoding guarantees bit transitions in order for the receiver to decode the clock. 

• Manchester code has automatic transitions. It has a level transition in the 
middle of each bit. For a binary 1, the first half of the bit is high, and the 
second half is low. For a logical 0, the first half is low, and the second half 
is high. This encoding scheme guarantees easy clock decoding on the 
receiving end, but the drawback of this scheme is that it requires a lot of 
bandwidth. Manchester encoding has a bandwidth efficiency index of 2: 
the bandwidth requirement equals the data transmission rate. Because 
bandwidth was not a problem with the early versions of Ethernet (coaxial 
cable has a much higher bandwidth than UTP), all lOMbps versions of 
Ethernet used this encoding scheme (including lOBASE-T). 

• Multilevel-Threshold-3 (MLT-3) is unofficially named after its three 
inventors at Crescendo Communications: Mario Mazzola, Luca Cafiero, 
and Tazio De Nicolo. (Crescendo pioneered running FDDI over copper, 
which then became known as CODI. Cisco acquired Crescendo in 1993.) 
MLT-3 is an encoding scheme that uses three different voltage levels (all 
previous ones discussed use two). The three levels are -lV, 0V, and +IV. 
For this reason, it can only be used with copper cabling because fiber 
uses either an on or off state. The level stays the same for consecutive log­
ical Os or ls. A change in a bit means a change in the voltage level. The 
change occurs in a circular pattern of 0V, + 1 V, 0V, -1 V, 0V, + 1 V. This circu­
lar, sinusoidal pattern change means that MLT-3 encoded data always 
resembles a smooth sine wave of a much lower frequency than the origi­
nal bitstream, making it ideally suited for high-speed data transmission 
over UTP cabling. MLT-3 has a bandwidth efficiency of two-thirds, mean­
ing the transmitted signal requires a bandwidth of only a quarter of the 
original transmission rate. 

• PAM5 stands for pulse amplitude modulation-5. It is similar to MLT in 
that it uses more than two levels: five different voltage levels in this case. 
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Figure 6.1 shows the lO0BASE-T physical layer, its 4b/5B block encod­
ing/decoding, and the MLT-3 line encoding/decoding. 

Ethernet MAC 

4 1.6Mbaud 

Ethernet MAC 

Transml1 

ML T-3 Serial 
Encoder 

Receive 

48'5B BJock 
Decoder 

ML T-3 Serial 
Decoder 

~ j~T:1: ~ 
.________,__=J ~ : P~i:2 : ~ 

, ......... .... ......... t ....................... : ..................... .... .......... i .................. .. 

FIG u RE 6 . 1 The Ethernet physical layer architecture consists of block encoding/decoding 
and serial or line encoding/decoding. The figure shows 100BASE-TX as an example. 

Table 6.1 shows the most popular Ethernet PHYs in use (column 1). The table 
provides an overview of the different encoding and compression schemes that 
we just discussed. Columns 1 through 6 deal with the digital part of a physical 
layer. Columns 7 through 11 refer to the cabling and analog part of the physical 
layer. Let's discuss this table in a bit more detail: 

• On the left, read the number of transmit pairs used for a particular PHY 
(column 2). The data rate per pair in column 3 is equal to the nominal 
data rate or wire speed divided by the number of transmit pairs. 

• The PHY design engineers choose the block encoding scheme listed in 
column 4. Next, the coding efficiency is a function of the particular block 
encoding used (colurrm 5). 

• Next, go to column 6. This is the symbol rate in Mbaud for each cabling 
pair, which can be calculated by taking the data rate per pair (column 3) 
and dividing it by the coding efficiency (column 5) . 
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TABLE 6.1 DIFFERENT ETHERNET STANDARDS AND THEIR ENCODING 

METHODS PRODUCE DIFFERENT DATA RATES AND BANDWIDTH USAGE 

1. 2. 3. 4. 5. 6. 

Data Rate/ Coding TMTl Symbol 

Pair (=Data Block Efficiency2 Rate/Pair 

# of Transmit Rate / # of TMT Encoding (Bits/ Symbol (=Data Rate/ 

Technology (TMT) Pairs Pairs) Used3 on Each Pair) Coding Efficiency) 

UTPPHYs 

lOBASE-T 16 l0Mbps Manchester7 0.58 20Mbaud 

lO0BASE-TX 16 lO0Mbps 4B / 5B9 0.810 125 Mbaud 

100BASE-T4 311 33Mbps 8B/6T12 1.3313 25Mbaud 

100BASE-T2 zl5 50Mbps PAM516 217 25Mbaud 

lO00BASE-T 415 250Mbps PAM518 217 125Mbaud 

Fiber PHYs 

lOBASE-F 1 strand lOMbps NRZf 0.5 20Mbaud 

lO0BASE-FX 1 strand lO0Mbps 4B/5B9 0.810 125Mbaud 

l000BASE-X 1 strand lO00Mbps 8B/10B or o_319 1250Mbaud 
8B/1Q414 

1The required symbol rate can be calculated by dividing the data rate by the coding efficiency. 
2The encoding efficiency is an indication of how much data is transferred over the total cable within a given unit of time. 
3Block encoding is a tried and tested digital transmission tec/molog,;. Many different encoding schemes are in use today. 
4This point refers to the frequency point at which there is no more signal (or power spectral density) present. 
5Nyquist, a famous mathematician, came up with a theory that the minimum theoretical channel bandwidth needs to be 
half the symbol rate in order to recover the original data stream. Another famous mathematician, Shannon, came up with 
a theon; to calculate exactly how much bandwidth was required, but we won't bore you with these mathematical details. 

6 Both 10BASE-T and 100BASE-TX use a dedicated transmit and receive pair. 
7 In the old days, cable bandwidth was plentiful. (Remember that coaxial cable had lots more bandwidth than today's UTP 
versions.) 

8 Manchester is terribly inefficient, only being able to transfer one bit in two clock cycles or 0.5 bits per symbol. 
9The 4B/5B takes four bits and generates five code bits. 4B/5B was derived from the ANSI FDDI standard. 
10100BASE-TX uses the available bandwidth more efficiently than Manchester. It can transfer 0.8 bits per symbol, calcu-

lated by taking four bits divided by five code-word bits. It requires 1.25 clock cycles to transfer a bit of data. 
11T4 uses one dedicated pair for transmission or reception, alternating two pairs in either direction. The fourth pair 

required is primarily a control pair. T4 cannot do full -duplex. 
12The 100BASE-T4 scheme converts 8 bits (8B) into three different levels (3T): 0, +1, and -1. 
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7. 

Signal 
conditioning/ 
Line Encoding 

Trellis 
forward error 

correction 

=10x2 
=20Mbps 

=100x2 
=200Mbps 

=1000x2 
=2000Mbps 

8. 

Zero of 

Frequency 
Spectrum (=Clock 
Frequency)4 

20MHz 

125MHz 

25MHz 

125MHz 

20MHz 

125MHz 

1250MHz 

9. 

Nyquist Minimum 

Channel Bandwidth 
Required 

UTPPHYs 

10MHz 

62.6MHz 

12.5MHz 

12.5MHz 

62.5MHz 

FiberPHYs 

10MHz 

62.5MHz 

625MHz 

10. 11. 

Cable Specified 
(= Half of Frequency Cable 
Spectrum)S Bandwidth 

Category 3 16MHz 

Category 5 l00MHz20 

Category 3 16MHz 

Category 3 16MHz 

Category 5 100MHz 

Category 3 16MHz 

Fiber >Giga 
hertz 

Fiber >Giga 
hertz 

13IOOBASE-T4 is better stifl . Due to its 8B/6T encoding that uses three different voltage levels, its efficiency is I .33 bits 
per symbol. The 8B/6T encoding scheme efficiency is calculated by dividing eight bits into six three-level voltages: 
4/3=1 .33. 

I41000BASE-X uses the Fibre Channel 8B/10B encoding, which generates a 10bit code word from eight bits of da ta. The 
name of the encoding scheme is about to be changed from 8B/10B to 8B/1Q4. 

15Both 100BASE-T2 and 1000BASE-T use simultaneous bidirectional transmission over same pairs, also known as dual­
duplex technology. 

16The 100BASE-T2 encoding is also known as PAM5x5 because it transmits PAM 5 simultaneously on two pairs of cable. 
17The PAMS encoding used by 100BASE-T2 and 1000BASE-T can transmit two bits per symbol (five different voltage lev­

els) . It requires only 0.5 clock cycles to transfer a bit. 
18The IO00BASE-T encoding uses four pairs to transmit, and therefore could be called PAM5x5x5x5, a little wordy. It is 

better known as 4D-PAMS. Some people refer to IO00BASE-T's encoding as enhanced TX/T2 because it uses the PAMS 
encoding from T2, plus the clock frequency and symbol rate of TX to transmit 1000Mbps. (The IOX-performance 
improvement is derived from the SX-c/ock frequency improvement, multiplied by double the number of pairs used.) 

198B/I0B encoding used by IO00BASE-X has the same efficienctJ as 4B/5 B. 
20If IO0BASE-T would have used Manchester encoding, a 200MHz cable would have been required. MLT-3 reduces the 

bandwidth requirements so that 100MHz Category 5 can be used. 
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Columns 7 through 11 deal with the physical layer properties of a particular 
encoding method: 

• The PHY design engineer also chooses the Signal Conditioning/line 
encoding technology shown in Column 7. Of particular interest is 
lO0BASE-TX, which uses MLT-3. 

• Column 8 refers to a variable that depends on the clock frequency. This 
variable is key for determining the bandwidth requirements of the cable 
to be used. If the cable bandwidth is equal to or greater than this "zero of 
frequency spectrum" number, the signal can be easily transmitted across 
a particular cable. 

• The Nyquist minimum frequency number refers to the minimum cable 
band with that is required to transmit the signal. Note that this is a theo­
retical minimum and in practice is almost impossible to achieve 
(column 9). 

• The last two columns show you what cable the PHY design engineers 
have chosen (columns 10 and 11). Note how PHY design engineers have 
always chosen a cable that provides a bandwidth somewhere greater 
than Nyquist's number yet smaller than the "zero of frequency spec­
trum" number. 

Figure 6.2 shows the different Ethernet encoding schemes used. The data line 
shows the raw unencoded data. The transmitter generates the clock signal, 
which provides timing information. The receiver requires a clock signal as well, 
and either the clock is sent on a separate line, or the transmitted data embeds 
the clock information. As a separate clock uses up another cabling pair, 
Ethernet uses self-clocking encoding methods. Over the years as Ethernet 
transmission speeds have increased significantly, IEEE engineers have resorted 
to more and more complex encoding schemes to allow Ethernet to be transmit­
ted over the limited-bandwidth UTP cabling that is so pervasive today. Because 
Fiber optic cabling has so much more bandwidth, data transmitted over fiber is 
typically transmitted raw without any encoding. 
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FIG u RE 6. 2 A digital data stream and a number of different line encoding schemes. 

The analog signal present on the actual wire is a function of the block and sub­
sequent line encoding. The frequency spectrum of the analog signal is impor­
tant for determining the cabling requirements to transmit a particular signal. 
The cable acts like a filter: all signals that are injected into the cable but are at a 
frequency that are substantially beyond the rated bandwidth are effectively fil­
tered out. The amount of energy that the entire frequency spectrum contains is 
called power spectral density . The cable used needs a bandwidth that permits a 
sufficient amount of the PSD to still be transmitted. Figure 6.3 shows the power 
spectral density of lOBASE-T, lOOBASE-TX, and lOOOBASE-T Ethernet. Notice 
how the PSD for each Ethernet version has been designed to decline rapidly at 
the bandwidth limits of the associated UTP cable. 
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FIG u R E 6. 3 Power Spectral Density (PSD) is a measurement of how much energtJ is 
contained within a signal at a given frequency. Shown are the PSD for 10Mbps, l00Mbps, 
and 1000Mbps Ethernet. The dashed lines show the bandwidth limits of the respective 
Category 3 or 5 cable. Simulation data is courtesy of Level One Communications, Inc. 
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The following are factors to keep in mind when selecting a desktop NIC: 

• Media types-After making the decision to purchase 10/ 100, the next 
choice is between lO0BASE-TX or 100BASE-T4. Desktop NICs must be 
chosen based on the type of wiring found in that workgroup. Some work­
groups have only Category 3 UTP and require lOBASE-T or 100BASE-T4 
clients. Some have Category 5 UTP and can support l00BASE-TX. 
Because 100BASE-T4 never really gained critical mass in the marketplace, 
we recommend that l00BASE-TX be used whenever possible. 

• Full-duplex and flow control-As discussed in Chapter 4, "Layer 2 Ethernet 
Switching," desktop NICs can support both full-duplex and half-duplex 
operation. Full-duplex does not typically enhance client performance 
more than 10% at lOMbps or lO0Mbps data rates, so it should not be con­
sidered as a criterion when buying the client NIC. You won't pay extra 
for lOMbps or lO0Mbps full-duplex support on a client NIC. If a NIC 
does support full-duplex, make sure it supports the 802.3x full-duplex 
flow-control specification. 

• Auto-negotiation-Another factor in selecting client NICs is IEEE 802.3 
Auto-Negotiation support. An auto-negotiating client NIC automatically 
determines the transmission scheme (l00BASE-TX, l0BASE-T, full­
duplex, and so on) with the far end of the wire, thereby making desktop 
connections automatic and painless. Auto-negotiation is a standard fea­
ture on most Fast Ethernet NICs that ship today. 

Desktop Bus Type 
When looking at the installed base of lOMbps Ethernet NICs in 1995, the pre­
dominant bus architecture was the Industry Standard Architecture (ISA). When 
considering the ISA bus as a vehicle for delivering lOMbps dedicated band­
width (in the case of lOMbps switching) or lO0Mbps bandwidth, however, 
there were definite performance issues: 

• The ISA bus is only 16 bits wide. 

• The ISA bus runs at a clock rate of only 8MHz. 

• The ISA bus doesn' t allow burst data transfers. 

• Most ISA bus adapters are I/0 mapped, causing data transfers to be 
slower. 

These factors produce a theoretical ISA bus bandwidth of 5.33MBps, or 
42.67Mbps. A more realistic ISA bus bandwidth is determined by actual 
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measurements of many different NICs in various ISA systems. The real-world 
ISA bus bandwidth available to the NIC is only about one-fourth of the theo­
retical amount, or llMbps- barely enough to fill a lOMbps pipe, and definitely 
not enough for multiple lOMbps or lO0Mbps NICs. 

In desktop systems built after 1995, however, the Peripheral Component 
Interconnect (PCI) bus started to become predominant. Extended Industry 
Standard Architecture (EISA), Micro Channel Architecture (MCA), S-Bus (Spare 
Workstations), and NuBus (Apple Macintosh) systems were also shipping but 
were becoming smaller iri. numbers. In 1997, all Pentium processor class or 
higher systems had PCI slots. 

PCI delivers a theoretical bandwidth of 132MBps and true plug-and-play fea­
tures, much like Sun's S-Bus. Today, high-speed buses, such as PCI and S-Bus, 
are the logical slot for high-performance network adapters. Table 8.1 compares 
ISA, EISA, MCA, PCI, NuBus, S-Bus, and PCMCIA (PC Memory Card Interface 
Adapter) bus architectures. Note that the PCI bus is high performance, proces­
sor independent, and widely supported by computer manufacturers. Even 
Apple and Sun, two of the biggest non-PC-compatible computer manufactur­
ers, have adopted the PCI bus. 

TABLE 8.1 A COMPARISON OF BUS TYPES 

Feature ISA PCMCIA EISA 

Supported architecture PC PC (Mobile) PC 

Bus speed (MHz) 8 8 8 

Theoretical bus bandwidth (MBps) 5.33 5.33 32 

Practical bus bandwidth for a NIC (MBps)2 1.4 1.4 8 

Bus width (bits) 16 16 32 

Burst mode data transfer? No No Yes 

Processor independent? Yes Yes Yes 

Widely accepted by major computer Yes Yes (in Yes 
manufacturers? laptops) 

Setup utilities Manual Card& EISA 
or plug- socket Config. 
and-play3 services Utility 
BIOS 

1 PO and CardBus are inherently scalable bei;ond 33MHz. Work is currently undenvay to scale to PCI bus to 
50 and 66MHz speeds. 

2 Includes measurements in buses with multiple adapters, such as SCSI, IDE, and V~A. 
3 Plug-and-play BIOS refers to the ISA plug-and-play specification. 
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Although PCI has become dominant, many systems still ship with both PCI 
and ISA buses. That said, performance isn't the only reason to move your desk­
tops and servers away from the ISA architecture. ISA has also been tradition­
ally difficult to configure with multiple adapters. In the PC world, true 
auto-configuration comes with a migration to PCI. 

10/lO0Mbps NICs provide an affordable upgrade path from lOMbps only, but 
how much should you be willing to pay for that upgradability? Currently, 
10/100 PCI NICs cost about 10% more than 10-only NICs. This price difference 
is so small that you should start planning when to purchase 10/lO0Mbps client 
NICs instead of evaluating whether you should. 

If you are not already doing so, look for PCI in your desktop systems and 
select PCI 10/100 LAN adapters to connect those systems. What do you do 
with all those old ISA systems? Continue to use them as an important part of 
your client base, but network them with lOMbps switches as discussed in 
Chapter 9, "Deployment." 

MCA NuBus S-Bus Card Bus PCI 

PC Apple Sun Mobile PC All 

8 8 33 33 16-331 

40 5.33 132 132 132 

10 1.4 30-100 30- 60 30- 100 

32 16 32 32 32-64 

Yes Yes Yes Yes Yes 

Yes No No Yes Yes 

No No No Yes Yes 

POR Register True plug-n- True plug-n- True plug-n- True plug-n-
Conf Utility play play play BIOS play BIOS 
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Work is currently under way to extend PCI from a 32-bit data path to 64 bit in 
high-end workstations. The operating speed of PCI, currently 33MHz, is also 
being pushed to 50MHz and even 66MHz in some prototype workstations. So 
PCI in the desktop has a lot of headroom left. 

Even so, far be it from the computer industry to sit still. In 1997, Compaq and 
Intel announced the Dual Independent Bus (DIB) architecture, which is even 
higher performance than PCI and allows for hot-plug capability in the desktop. 

LAN on Motherboard 

LAN on motherboard (LOM) is defined as a desktop, workstation, or server that 
has networking silicon right on the motherboard, obviating the need for an 
add-in NIC. Apple and Sun pioneered this concept, which was later imple­
mented by Compaq, IBM, Hewlett-Packard, Siemens-Nixdorf, and other PC 
vendors. Traditionally, the LOM idea wasn't popular in the volume PC desktop 
market, mostly because there were too many different networking options to 
justify locking in one design. Now that 10/100 Ethernet has been integrated 
into a single chip (Intel' s 82559), however, more PC vendors may start shipping 
products with this silicon on the motherboard. LOM may end up saving you a 
lot of money; therefore, depending on your network architecture and budget, 
you may want to consider LOM in your purchasing decision. 

Network Interface Card Drivers 
A driver is the piece of software that allows the desktop operating system to 

interface with the NIC hardware. Therefore a NIC has one driver for each kind 
of operating system. Common names for NIC drivers are NDIS (for Microsoft) 
and ODI (for Novell). Since the advent of Windows 95, it is common for a par­
ticular NIC driver to come included on the Windows 95 CD-ROM, thereby 
making it extremely easy to install the NIC. 

The following are key issues when you are considering NIC drivers: 

• Driver support-Brand-name NIC vendors typically develop much of 
their driver suite internally. This is important because if a driver wasn't 
developed in-house, it is possible that the vendor will not be able to sup­
port it very well. Many vendors strike a successful compromise with the 
network operating system (NOS) vendors, enlisting them to write a dri­
ver for that particular NOS. Although support for this kind of driver 
won' t be the same as for one developed by the NIC vendor itself, it is still 
better than a complete third-party driver. As a hypothetical example, if 
3Com and a third-tier NIC vendor both ask IBM to develop OS/2 drivers, 
it is likely that IBM will focus its efforts on 3Com. When using a 
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non-brand-name NIC vendor, ask where the driver was developed. If 
you cannot get this information, ask where the customer support for that 
driver will come from. 

Another point to consider when questioning driver support is hardware 
and software compatibility. Any brand-name vendor should be able to 
provide a list of OS versions tested. Likewise, any vendor that cannot 
produce a list of PC systems tested compatible with the NIC should be 
scrutinized. 

• Driver certification-Most NIC vendors typically don't ship a NIC unless it 
has passed all major certifications. These include certification tests with 
NOS vendors, such as Novell, Microsoft, SCO, and IBM. Some NIC ven­
dors sometimes bypass this expensive and time-consuming task. Without 
a certified NIC and driver, you have no way of confirming that the NIC 
vendor has tested the NIC and driver in a variety of configurations. 
Other tests that major NIC vendors perform are FCC emissions testing 
and environmental testing (temperature and mechanical stress tests) . 

• Technical support and warranty-A thorough review of a NIC vendor's 
technical support model should be as critical a factor in your NIC pur­
chase decision as price or performance. If problems arise, you will be 
spending time with technical support long after the salespeople have dis­
appeared. 

As far as product quality goes, you must consider several key factors 
when selecting a NIC. NICs by vendors such as 3Com, Intel, and SMC all 
support lifetime warranties as well as 90-day money-back guarantees. 
Reliability is also a concern for mission-critical client/ sever applications. 
NIC reliability is sometimes measured in mean time between failures 

(MTBF). Although this usually doesn't give you much information, you 
should be suspicious of any value below 180,000 hours. This indicates 
that a failure may occur, on average, every 180,000 hours, or 20 years . 
Most brand-name NIC vendors meet this level of reliability. 

Setup Wizards 
In the majority of cases, NIC installation at the desktop goes smoothly, but 
sometimes it is very helpful to have a setup wizard. A setup wizard is a pro­
gram that will help in cases where system conflicts occur or when you have 
problems getting connected to the network. Intel's EtherExpress PRO/100+ 
LAN Adapter Setup software is particularly good in this regard and can even 
run cross-network diagnostics in case the server is not responding. 
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Software Support 
Software support for laptop NICs becomes very important because the inter­
face between laptop hardware and software is buried with the operating sys­
tem. For this reason, it is always a good idea to buy a mobile NIC that has its 
driver included in your mobile operating system. If you are using Windows 95, 

Windows 98, or Windows NT, check whether the NIC driver is listed in the 
supported hardware list. 

Manageability 
WfM applies to mobile systems as well. The upcoming WfM 2.0 specification 
will include several laptop extensions to the standard, not the least of which 
is advanced power-management capabilities. Because power usage is more 
important for battery-driven laptops, support for ACPI has to be implemented 
in conjunction with Wake-on-LAN capabilities. Because both standards are part 
of the WfM standard, make WfM-compliance a must for your laptop 
purchases. 

LAN on Notebook Motherboard 
Several laptop vendors, including Toshiba and Dell, have elected to design the 
network connection right in the laptop itself. This allows connectivity to the 
network without the need for an add-in adapter. If you go with this strategy, 
make sure the LAN on motherboard solution you choose works in the neces­
sary environments. Some laptops may need an additional PCMCIA or CardBus 
NIC for dialup access anyway, so a combination LAN/modem card might be 
just what the doctor ordered. 

Server NICs 
A server is broadly defined as a specific kind of system built to be powerful, 
upgradable, and reliable. These qualities are also important in a good server 
NIC. One server may support hundreds of clients, which can put enormous 
stress on the server NIC. Unlike a desktop computer running Windows 95, 

where the CPU spends most of its time idle, the server is constantly working, 
trying to use every ounce of CPU power available. How hard a server CPU 
works is referred to as its CPU utilization. Imagine a server that spends 60% of 
its time providing data to a server NIC. That server only has 40% of its cycles 
left to perform other activities. In some Fast Ethernet adapters, the NIC can 
take up to 50% of the server CPU resources. Add a Gigabit Ethernet server 
NIC, and this number immediately pegs to 100%. 

This is why the CPU utilization of a server NIC is very important. The less time 
the server CPU has to spend providing for the NIC, the more time it has to run 
applications, perform file transfers, and run NOS software. Servers also 
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typically support more expansion slots than do desktops, which allows a wi 
variety of configurations, including additional hard drives and network 
adapters. In addition, many high-end servers offer fault-tolerant features, su 
as redundant power supplies and hot-swappable hard drives. 

Server NIC Bus Types 
With Fast Ethernet now widely installed in servers, many network manager, 
have their sights set on Gigabit Ethernet. We discuss later why an investmer 
in a high-speed expansion bus will help prepare your server for Gigabit 
Ethernet networking. 

As discussed previously, ISA servers just won't support Fast Ethernet data 
rates. EISA, the historical server expansion bus of choice, supports Fast 
Ethernet data rates, but does not do so efficiently, both in terms of CPU utiijj 
tion and price. EISA does not even come close to supporting Gbps data rat 
PCI offers higher bandwidth and a path to the future through bus-width e 
sions and higher-frequency data transfers. When considering upgrades to 
rent EISA servers, choose 10/100 NICs that offer lower CPU utilization, ev 
the expense of throughput. When considering new PC server purchases, y 
can choose from any number of PCI server NICs. 

Most new servers support a 32-bit PCI bus running at 33MHz. This provid 
total bus bandwidth of just over lGbps. Therefore, it is not very promising 
network manager looking to install a Gigabit server adapter. Fortunately, th 
PCI bus has been extended to 64-bit data paths and work is being done to 
increase its operating frequency to 66MHz. The combination of these two e 
effectively quadruples the available bandwidth of PCI to just over 4Gbps. 

In addition, servers that support the PCI hot-swap feature allow you to ad 
remove peripherals while the server is powered on. This is obviously bene 
because many mission-critical servers have to be in operation 24 hours a d 
Compaq has led the charge in this area of server development. 

Wire Speed: 10, 100, or 1000? 
Fast Ethernet, and specifically 10/100 NICs, started finding their way into 
servers as early as 1994. This means that some of those servers are ready f 
replacement today, and many network managers are considering Gigabit 
Ethernet NICs for the replacement systems. 

Whereas Fast Ethernet server NICs ran at 10 or lO0Mbps speeds and supp 
UTP and fiber, many early Gigabit NICs will run only at lO00Mbps and su 
port fiber only. Because the NIC can't revert back to lO0Mbps operation, t 
network manager should only selectively install Gigabit Ethernet NICs. It 
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host CPU. This is referred to as peer-to-peer transfer and allows, for 
instance, files to be sent directly from the hard disk to the LAN controller 
without first passing through the host CPU or main memory. 

The memory and processing requirements to meet the l20 specification 
are expensive, but the benefits can be great, especially in lowering the 
CPU utilization of the server. Still, the prudent move is to evaluate 120 
on a server NIC first before deploying it in production servers. You can 
obtain more information about the l20 specification from the Intel Web 
site at www. int el. com. 

The Impact of Gigabit NICs on Servers 

Gigabit Ethernet server adapters are just starting to become available at the 
time of this book's publication. NICs from Alteon, 3Co_m, Intel, and several 
smaller startup companies have all been announced and/or started shipping. 
Figure 8.6 shows Alteon's ACEnic Gigabit Ethernet adapter. 

FIG u RE 8. 6 Alteon's Gigabit Ethernet NIC. 

In general, Gigabit Ethernet NICs are hard on today's servers in that they can 
provide a bigger pipe than today's servers can fill . This w ill be rectified over 
time as server system technology steadily improves to match the speed of a 
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Gigabit connection. And when that happens, there will be a new push to fill a 
full-duplex Gigabit pipe, or who knows, maybe even lOGbps! 

Throughput and CPU Utilization 
The latest data out of Intel labs is that a Gigabit server adapter can send about 
670Mbps of data at close to 100% CPU utilization_ This translates to a 6.7 
Performance/Efficiency Index. Not bad for a first try. The performance battles 
between Gigabit NIC vendors have only just begun. Engineers are, at this very 
moment, trying to increase Gbps NIC throughput and reduce CPU utilization. 
Unfortunately, most of the improvements will have to take place in the server 
rather than on the Gigabit NIC. 

Server Subsystems 
Most new servers support a 32-bit PCI bus running at 33MHz. This provides a 
total bus bandwidth of just over I Gbps. Not very promising for a network 
manager looking to install a Gigabit server adapter. Fortunately, the PCI bus 
has been extended to 64-bit data paths and work is being done to increase its 
operating frequency to 66MHz. The combination of these two efforts effectively 
quadruples the available bandwidth of PCI to just more than 4Gbps. Figure 8.7 
shows this. 

soo...----------------, ~------, D 33MHzbus 

5001-----------

4001-----------

2001-----

0 
PCI 32-bit PCI 64-bit 

FIG u RE 8. 7 Theoretical bandwidth of the PCI bus. 

■ 66MHzbus 

Gigabit Ethernet 
Full-Duplex 

Gigabit Ethernet 
Half-Duplex 

The first recommendation for the Gigabit-inclined network manager is to buy 
servers with 64-bit PCI slots, and use 64-bit Gbps server NICs in those slots. 
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