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This Chapter

This chapter provides a brief history of FireWire (IEEE 1394). It also discusses
the need for FireWire and reviews the applications for which it is well suited.

The Next Chapter

The next chapter describes the primary features of the FireWire serial bus imple-
mentation. The chapter also reviews the IEEE 1394 standards (IEEE 1394-1995 &
IEEE 1394.A) and IEEE ISO/IEC 13213 (ANSI/IEEE 1212) standard that the
FireWire serial bus is based upon.

Why FireWire?

Overview

Development of FireWire began in the mid 1980s by Apple Computer. In fact,
the term FireWire is a registered trademark of Apple Computer Corporation. As
other manufacturers gained interest in FireWire, a working committee was
formed to create a formal standard on the architecture. The resulting specifica-
tion was submitted to IEEE and IEEE 1394-1995 was adopted.

Motivations Behind FireWire Development

FireWire provides a serial bus interconnect that allows a wide range of high per-
formance devices to be attached. A variety of issues led to the development of
FireWire. The primary characteristics of this serial bus include:

Ease of use

Low cost device implementations

High speed application support

Scalable performance

Support for isochronous applications

Huge amount of memory mapped address space supported (16 exabytes)

Operation independent of host system

13
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Inexpensive Alternate to Parallel Buses

The IEEE 1394 serial bus provides an alternative to more expensive par‘c'lllel bus
designs. Benefits of the serial bus over most parallel bus implementations are
listed below.

* Reduced cost compared with many parallel bus implementations.
Peripherals in current personal computer systems reside on a variety of
buses (e.g. PCI and ISA buses). Communication between such devices can
be problematic due to bus protocol and speed differences, thus slow1_ng
overall performance. FireWire provides an opportunity to locate a ‘wxczle
variety of peripheral devices that connect to the same serial bus, resulting in
performance gains. Up to 63 nodes can be attached to a single serial bus.

* Many parallel buses are confined to a small physical area; however, serial
bus has much greater flexibility (4.5 meters between devices).

FireWire supports direct attachment of remote peripherals.
The 1394 bus can be implemented in conjunction with the parallel bus to
provide fault tolerance.

Plug and Play Support

Devices attached to the IEEE 1394 serial bus support automatic configuration.
Unlike USB devices, each 1394 node that attaches to the bus automatically par-
ticipates in the configuration process without intervention from the host sys-
tem. Each time a new device is added to or removed from the bus, the 1394 bus
is re-enumerated. This occurs whether or not the bus is attached to a host sys-
tem.

Eliminate Host Processor/Memory Bottleneck

Like any bus that supports bus mastering, the 1394 bus has the ability to
increase overall system performance. In a PC environment the 1394 bus can
reduce traffic across PCI and reduce accesses to the memory subsystem. This
can be accomplished by locating devices on the 1394 bus that communicate with
each other frequently. This eliminates the need for the processor and memory
subsystems to be involved in the transfer of data between devices.

14
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High Speed Bus with Scalable Performance

Many peripheral devices such as hard drives and video cameras require high
throughput. The 1394 bus accommodates these types of devices with a 400Mb /s
transfer rate. This yields a theoretical throughput of 50MB/s in contrast to the
throughput of ISA (8MB/s) and PCI (132MB/s). The 1394 serial bus provides

scalable performance by supporting transfer rates of 400Mb/s, 200Mb/s, and
100Mb/s.

Support for Isochronous Applications

The serial bus supports isochronous transfers to support applications such as
audio and video which require constant transfer rates. The isochronous transfer
support reduces the amount of buffering required by isochronous applications,
thereby reducing cost.

BackPlane and Cable Environments

1394 supports both a backplane and cable implementation, permitting flexibil-
ity of implementation. The backplane environment provides the ability of estab-
lishing a redundant serial bus communications channel in conjunction with a
parallel bus implementation. The cable environment allows the remote attach-
ment of peripheral devices with the possibility of supporting periphérals spread
over a distance of greater than 250 meters. The capability makes the serial bus
an attractive option for small network applications.

Bus Bridge

The huge amount of memory address space supported, high transfer rates, and
low costs make the 1394 bus an attractive means of bridging between different
host systems and between multiple serial bus implementations.

* Serial bus implementations can be used to bridge other buses together. The
serial bus provides the ability to bridge between host systems of varying
sizes and types, including PCs, mini-computers, and mainframes.

* A single serial bus supports 63 nodes but can supports up to 1024 serial
buses, making the total number of nodes supported at nearly 64k.
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1394 Applications

The scalable performance and support for both as}fnch:on.ous an.d isochron.ous
transfers makes FireWire an alternative for connecting a wide variety of periph-
erals including:

Mass storage

Video teleconferencing
Video production

Small networks

High speed printers
Entertainment equipment
Set top box

e o @ ¢ @ o @

IEEE 1394 Refinements

Early implementations based on different interpretations of the 1995 release of
the specification resulted in some interoperability problems between different
vendor parts. A supplement to the 1394-1995 specification is referred to as the
1394a supplement, and is designed to eliminate these problems. In addition to
clarifying portions of the 1394-1995 specification, the 1394a supplement fixes
problems, specifies enhancements that are designed to improve performance,
and adds new functionality. This book covers the 1394a supplement (2.0 draft
version) as it existed at the time of writing.

Power management support and a specification for designing 1394 bridges
were also in development at the time of this writing. Portions of the preliminary
Power Management specification are included in this text, while the state of the
bridge specification was not mature enough to be included.

Yet another version of 1394 being developed is called the IEEE 1394.B specifica-
tion. This specification defines even higher throughput including 800Mb/s,

1.6Gb/s, and 3.2Gb/s. This specification is being designed for backward com-
patibility to 1394-1995 and 13%a.
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 Primary Features

' The primary features: of FireWire’s cable environment are summarized in
Table 1-1 on page 17. The next chapter pr0v1des a more detailed overview of the

FireWire architecture.

Table 1-1: FireWire Key Features

| Scalable Performance

Speeds of 100, 200, and 400 Mb/s supported.

Hot Insertion & Removal | Devices can be attached or removed from the bus~
dynamically without powering the system down.

Plug and Play Each time a device is attached or detached the bus is re-
enumerated! Nodes on the bus are to a large degree
self-configuring, and configuration does not require
intervention from a host system (such as a PC).

Support for two types of Support for isochronous and asynchronous transfers.

transactions

Layered hardware and
software model

Communications based on a transaction layer, link
layer, and physical layer protocols.

Support for 64 nodes Supports 64 node addresses (0-63) on a single serial bus
implementation. Node address 63 is used as a broad-
cast address that all nodes recognize, permitting attach-
ment of up to 63 physical nodes on the bus.

Address space of 16 Each of the 64 nodes has 256TB of address space, mak-

petabytes per bus ing the total address space of 16 petabytes.

Support for 1024 buses The CSR architecture supports up to 1024 buses for a

total address space of 16 exabytes.

Peer-to-Peer transfer sup-
port

Serial bus devices have the ability to perform transac-
tions between themselves, without the intervention of a
host CPU.

17
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Table 1

-1: FireWire Key Features (Continued)

Supports fair arbitration

Implements arbitration to ensure that isochronous
applications are guaranteed a constant bus bandwidth,
while asynchronous applications are permitted access
to the bus based on a fairness algorithm.

Error detection and han-
dling

CRC are performed to verify successful transmission of
data across the serial bus. CRC errors are detected and
transactions retried where possible.

Employs two twisted pairs
for signaling.

Signaling is performed using two twisted pairs: one
pair for data transmission and another for synchroniza-
tion. )

Cable power

Power available from the bus can be either sourced or
sinked by a given node.

Expandable bus

The serial bus can be extended by connecting,new
serial devices to ports provided by serial bus nodes.
Nodes that have two or more ports are termed branch
nodes, which can daisy chain additional nodes to the
bus. Nodes implementing a single port are termed leaf
nodes, which represent the termination point of a given
branch of the serial bus.
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IEEE 1394
Architecture

The Previous Chapter

The previous chapter discussed the need for FireWire and reviewed the applica-
tions for which it is well suited.

This Chapter

This chapter describes the primary features of the FireWire serial bus imple- -
mentation. The chapter also overviews the IEEE 1394 standards (IEEE 1394-1995
& IEEE 1394a) and ISO/IEC 13213 (ANSI/IEEE 1212) standard that the FireWire
serial bus is based upon.

The Next Chapter

The next chapter provides an overview of the IEEE 1394 communications
model. It defines the basic transfer types and introduces the communication
layers defined by the serial bus specification.

IEEE 1394 Overview

The IEEE 1394 specification defines the serial bus architecture known as
FireWire. Originated by Apple Computer, FireWire is based on the internation-
ally adopted ISO/IEC 13213 (ANSI/IEEE 1212) specification. This specification,
formally named “Information technology—Microprocessor systems—Control
and Status Registers (CSR) Architecture for microcomputer buses,” defines a
common set of core features that can be implemented by a variety of buses.
IEEE 139%4 defines serial bus specific extensions to the CSR Architecture.

19
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IEEE 1394-1995 provides support for a backplane environment and a cable envi-
ronment. This book focuses only on the cable environment.

Specifications and Related Documents

This book is based on a variety of specifications and documents, some of which
are completed and approved, while others are in varying stages of completion
and approval. To distinguish information based on approved specifications ver-
sus information based on pre-approved spec1f1cahons and documents, a symbol
is used to alert the reader to pre-approved references that might otherwise not
be obvious. The following bulleted list includes the specifications and docu-
ments used as references when writing this book. The symbol previously men-
tioned is used to highlight those specifications and documents that are not
approved at the time of this writing.

The following documents were used during the development of this bogk:

e (SR Architecture Specification — ISO/IEC 13213 (ANSI/IEEE 1212)
e IEEE 1394-1995 Serial Bus Specification
°JEEE 1394a Supplement
[ ePower Distribution Specification
(& °Power Management Specification
[ 7 ©°Suspend/Resume Specification
[ & °Open Host Controller Interface (OHCI) for 1394 Specification
[ 7 e°Device Bay Specification
& °©1394.1 Bridge Specification
& °IEEE 1394.B Specification

The author strongly urges the reader to obtain the latest (and hopefully
approved) versions of these specifications. Also please check MindShare’s web
site (www.mindshare.com) to check for errata, clarifications, and additions to
this book. Due to the evolving nature of this topic, many changes are inevitable.
Some of these specifications may be available on the IEEE 1394 Trade Associa-
tion web site at: www.firewire.org.

IEEE 1394-1995 and the IEEE 1394a Supplement

The IEEE 1394 specification was s released in 1995 hence the name IEEE 1394-
1995. Different interpretations of the 1995 speaﬁcatmn have led to interopera-
bility problems. To clarify the SPECIﬁCE\thn a supplement to the 1995 specifica-
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tion has been developed, called 1394a. This supplement. also adds additional
features and makes,improvements intended to increase performance or usabil-
ity. This text incorporates the changes defined by 1394a. However, at the time of
this writing 1394a was not an officially released document from IEEE.

IEEE 1394.B

A higher speed 1394 serial bus called the “B” version was also being developed,
when this book was being written. This spec1f1cat1on will define serial bus
extensions for running the serial bus at speeds into the gigabit per second range.
This specification is intended to be backwardly compatible with the 1394-1995
and 1394a implementations. Note that another solution has been proposed that
also increases the serial bus speed, and is known as the 1394.2 version. This pro-
posed solution, however, is not backwardly compatible with earlier 1394 ver-
sions, causing considerable opposition.

Unit Architecture Specifications

A wide variety of functional devices (e.g. hard drives, video cameras, and CD-
ROMs) can be implemented as 1394 nodes. Functional devices are termed units
by the 1394 specification. Certain types of devices may have related specifica-
tions called “unit architectures” that define implementation details such as pro-
tocols, ROM entries, control and status reg1sters, etc. Two spec1f1cat10ns of this

type are: ,
o  Serial Bus Protocol 2 (SBP2) Architecture — used for SCSI-based mass stor-
age functions.

e A/V unit Architecture — used for audio/visual functions.

Check the 1394 Trade Association web site (www.firewire. org) for information
regarding Unit Architecture documentation.
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Figure 2-1: PC with IEEE 1394 Bus Attached to the PCI Bus.
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IEEE 1394 Topology

Figure 2-1 on page 22 represents a typical PC that incorporates an IEEE 1394
serial bus attached to the PCI bus. A PCI to 1394 bridge (Open Host Controller
Interface, or OHCI) interfaces the computer to the serial bus. The serial bus
allows attachment of high speed peripheral devices that would otherwise
require a relatively expensive bus solution such as PClI or SCSI. As shown in
Figure 2-1, a wide variety of peripheral devices can be attached and supported.

Multiport Nodes and Repeaters

1394 nodes may have one or more ports. A single port node discontinues the
bus along a given branch of the bus, whereas nodes with two or more ports
allow continuation of the bus, as illustrated in Figure 2-2 on page 23. Nodes
with multiple ports permit the bus topology to be extended. Note that the sig-
naling environnment is point-to-point. That is, when amultiport node receives a
packet, it is detected; received, resynchronized to the repeaters local clock and
retransmitted over the other node ports.

Figure 2-2: IEEE 1394 Nodes May Extend the Bus Via Additional Pors

rlll ] ] k!

2 1T 23 4 T 2 i 2

Configuration

Configuration is performed dynamically as new devices are attached and/or
removed from the bus. The configuration process does not require intervention
from the computer system.
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Peer-To-Peer Transfers

Unlike most other serial buses designed to support peripheral devices (e.g. Uni-
versal Serial Bus) peer-to-peer transfers are supported so that serial bus nodes
can transfer data between each other without intervention from a host system.
This enables high throughput between devices without adversely affecting per-
formance of the computer system. For example, a video camera can set up a
transfer between itself and a video cassette recorder, when both reside on the
same serial bus or bridged serial buses: .

Device Bay

Device bay provides a standard mechanism for attaching serial bus devices into
desktop systems. The device bay is designed specifically for PCs and allows
attachment ‘of serial bus devices (including Firewire and Universal Serial Bus
(USB) devices) into a docking bay integrated into the computer system, rather
‘than requiring a cable attachment. This is intended for devices such as hard

_ drives, DVD drives, or modems that can be added to a desktop system without
‘having to power the system down and load drivers. Specifications for Device
Bay implementations can be found at: www.device-bay.org.

The ISO/IEC 1321 3 Specification

The ISO/IEC 13213 (ANSI/IEEE 1212) specification, formally named “Informa-
_tion technology—Microprocessor systems—Control and Status Registers (CSR)
Architecture for microcomputer buses,” defines a common set of core features
that can be implemented by a variety of buses, including IEEE 1394. The pri-
‘~mary goals of the ISO/IEC 13213 specification are' to:"

® Reduce the amount of customized software needed to support a given bus
standard. «

e . Simplify and improve mteroperablhty of bus nodes based on different plat-

- forms.

e Support bridging between different bus types : ’

e Improve software transparency between multi-bus implemientations.
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Working groups involved in the development of IEEE 1394 (FireWire), IEEE 896
(Futurebus+), and-JEEE 1596 (Scalable Coherent Interface) have helped define
and have adopted the ISO/IEC 13213 specification. The specification defines the
following features: e

Node Architectures

Address space

Common transaction types

Control and Status Registers (CSRs)

Configuration ROM format and content

Message broadcast mechanism to all nodes or to units within a node
Interrupt broadcast to all nodes.

The ISO/IEC 13213 specification also permits bus-dependent extensions and
features that are defined by the IEEE 1394 serial bus specification. The following
sections discuss the specific ISO/IEC 13213 features implemented by the IEEE
1394 specification.

ISO/IEC 13213 and IEEE 1394 are based on big endian memory addressing con-
vention. Consequently, this book also follows the big endian convention to min-
imize the difficulty in translating between this book and the specifications.

Note: To simplify terminology the ISO/IEC 13213 specification is referred to as
the “CSR architecture” in this text.

Node Architecture

The physical and logical organization of devices attached to a compliant bus is
represented by particular terminology:

¢ Module — represents a physical device attached to the bus, which contains
one or more nodes.

e Node — represents a logical entity within a module. Nodes are visible to
the initialization software and contain CSRs and ROM entries that are
mapped into the initial node address space. After the system has been ini-
tialized, most of the node’s CSRs and ROM entries are no longer needed.
Some of the node registers are shared between units within the node.

e Unit — represents the functional subcomponents of a node that may iden-
tify either processing, memory, or I/O functionality. Units within a node
typically operate independently and are controlled by their own software
drivers. Registers defined by a given unit are mapped into the node address
space and are accessed by a unit specific software driver.
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Figure 2-3 on page 26 illustrates the node architecture and refiects the units that

_ can be implemented within a node. The number of units within a node is design
dependent. As an example, a module might be a video tape deck with separate
nodes for audio, video, and controls. Each node might define a unit architecture
that specifies high level protocols needed for transferring data.

Figure 2-3: Module, Node, and Unit Architecture
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Transfers and Transactions

The nature of a given node application dictates the type of transfer(s) that it per-
forms. Some applications may require periodic data transfer with guaranteed
data delivery (asynchronous), while the rate of transfer may be crucial to other
applications (isochronous). The serial bus supports both isochronous and asyn-
chronous data transfer protocols.

The serial bus must share bus bandwidth among a variety of nodes residing on
the bus. To accomplish bus bandwidth sharing, a given transfer'is typically per-
formed as a series of smaller transactions that occur over time. Isochronous
transfers require transactions that occur at a constant rate, while asynchronous
transactions may occur periodically.

Asynchronous Transfers

Some serial bus applications require data transfers to occur without any data
corruption. Data transfers must be valid, otherwise the integrity of the applica-
tion is compromised, or worse the entire system may fail. The serial bus pro-
vides verification of valid data delivery across the serial bus, as well as
confirmation back to the initiator that the transfer was successfully received by
the application. In the event that data is not received correctly, the failure is
reported to the initiator of the transfer, which can retry the transfer.

The CSR architecture defines thiee basic transaction types that are used by the
serial bus for asynchronous transfers:

o  Reads
o Writes
e Locks

Due to the need to-confirm data delivery, asynchronous transactions require a
more complex bus protocol. An asynchronous bus transaction is initiated by a
requester node and received by a responder node that returns a response. Thus,
each transaction consists of two subactions:

1. request subaction — transfers the address, command,and data (writes and
locks) from the requester to the responder. :

2. response subaction — returns completion  status’ (wrlte‘;) back to the
requester or returns data during read and lock transactions.
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Figure 2-6 illustrates the transaction model. Note that the IEEE 1394 specifica-
tion adds additional, ,protocol layers that require read transactions to be split
into two separate operations. Writes can be performed either as unified or split
operations depending on the speed of the protocol layers. Various forms of
transactions are discussed in the next chapter.

Pigure 2-6: Transaction Model Consisting of Request and Response Subactions

Request
Address & Transaction Type 5
ng (plus data if write or lock) g
Sg S8
< a®
P2 4 & S
8 o Status 8 %
= (plus data if read or lock) =
Response

The locked transaction is a mechanism that permits read-modify-write opera-
tions without the implementation of a typical bus lock signal. Rather, the
requester uses the locked transaction to notify the responder of its desire to per-
form an atomic operation. The responder is responsible for performing the test
and set operation. See Chapter 8 for details regarding the implementation of
locked operations. ‘

The specification also defines error codes that are returned by the responder to
the requester. Four standard code types are defined:

type_error

address_error
conflict_error
response_timeout

The error checking mechanism and the details regarding the implementation of
these status codes are not defined by the specification. Details regarding the
IEEE 1394 implementation of error handling are discussed in Chapter 12.
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Isochronous Transfers

Isochronous applications, requiring- that data be delivered at a constant rate
across the bus, do not require confirmation of data delivery. For example, audio
data being transferred from a music CD to a speaker via the serial bus must
occur at a constant rate in order to reproduce the sound at the speaker without
distortion. The audio data has a short life, therefore, if audio data is corrupted
when transferred over the bus, there is no long-lasting effect. Furthermore, such
applications do not need confirmation that the data has been received correctly.

Due to the nature of isochronous applications, the associated bus transactions
are quite simple. An isochronous transaction sends-data to a target device at
regular intervals (every 125us) and receives no feedback of any type from the
receiving node.. Consequently, a single isochronous transaction type is defined.

Figure 2-7 on page 32 illustrates the communications model used for isochro-
nous transfers. Note that no response is returned. Note that the requester func-
tion is known as an isochronous talker and the responder function is called an
isochronous listener.

Figure 2-7: Isochronous Transactions Consist Only of a Request Transaction

g ng
=t Isochronous Request 58
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The Previous Chapter

The previous chapter described the primary features of the IEEE 1394 serial bus
implementation. The chapter also reviewed the IEEE 1394 standards (IEEE

1394-1995 & IEEE 1394a) and the ISO/IEC 13213 (ANSI/IEEE 1212) standard
that the FireWire serial bus is based upon.

This Chapter

This chapter provides an overview of the serial bus communications model. It

defines the basic transfer types and introduces the communication layers
defined by the specification.

The Next Chapter

The next chapter describes the services defined by the specification that are

used to pass parameters between layers during the execution of each transac-
tion.

Overview

Since the IEEE 1394 serial bus supports peer-to-peer transactions, arbitration
must be performed to determine which node will obtain ownership of the serial
bus. This arbitration mechanism supports a fairness algorithm that ensures that

all transfers obtain fair access to the bus. Serial bus arbitration is discussed in
detail in Chapter 7.

The serial bus supports two data transfer types:

asynchronous transfers that do not require delivery at a constant data rate.
Asynchronous transfers target a particular node based on a unique address.
These transfers do not require a constant bus bandwidth and therefore do
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e of the bus, but must get fair access over time.

e isochronous transfers that require data delivery at c':0nstant intervals, These
transfers define a channel number rather than a unique address, Permittin
the isochronous data stream to be broadcast to or.;e or more nodes respong.
ing to the channel number. These transfers require regular bus access a4
therefore have higher bus priority than asynchronous transfers.

not need regular us

Serial bus data transactions take place via a series of d?ta and information
packet transmissions. Each transaction is initiated by a “requester” and the
request is received by a target device, called a “responder.

Asynchronous transactions require a response frqm the target node, which
results in an additional transaction. The responding node either accepts or
returns data as illustrated in Figure 3-1.

Figure 3-1: Request/Response Protocol

Request

Address & Transaction Type

nd (plus data if write or lock) na
g £ Com
oS S5O
~ Qo
oA =3
S o Status g &

(plus data if read or lock) c—E

Response

This basi icati i

bus proiies fommcations model is defined by the CSR architecture. The srd

ification of packet delgi\.re N at]:“y n the transaction process, which includes ver-

o st el c?f:r' re€ protocol layers, and related services that per-

requester and responder. Th 8 the process of transferring data between -
ese layers are describeq later in this chapter.
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Isochronous transactions complete following the request as illustrated in Figure
3-2. Note that rather than an address, isochronous transactions use a channel
number to identify target nodes. Additionally no response is returned from the
target node.

Figure 3-2: Isochronous Transaction that Consists Only of a Request Transaction

& > ng

52 Isochronous Request 58

Q 0O

~ (D

on Channel Number, 2'3' g_

SO Transaction Type, S o
i & Data =

The actual transfer of data across the cable is done serially using data-strobe
encoding (See page 122). Data can be transmitted at one of three speeds:

e 100 Mb/s (98.304 Mb/s)
e 200 Mb/s (196.608 Mb/s)
e 400 Mb/s (393.216 Mb/s)

Prior to transferring data, the transmitting node must obtain ownership of the
1394 bus via an arbitration mechanism. This ensures that only one node at a
time is transmitting data over the wire.

Transfer Types

As illustrated in Figure 3-3, a mix of isochronous and asynchronous transac-
tions may be performed across the serial bus by sharing the overall bus band-
width. Notice that bus bandwidth allocation is based on 125ps intervals, called
cycles. Details regarding these transaction types and their bandwidth allocation
are discussed below.
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Figure 3-3: Isochronous and Asynchronous Transactions Share Bus Banduwidty,
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= |Isochronous Transactions

0 o
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® = Asynchronous Transactions 3)
@ - 2
3 3
-
Asynchronous

Asynchronous transfers target a particular node by using an explicit 64-bit
address. Asynchronous transfers (collectively) are guaranteed 20% (minimum)
of the overall bus bandwidth. Thus, the amount of data transferred depends on
the transmission speed. A given node is not guaranteed any particular bus
bandwidth, but rather is guaranteed fair access to the bus via a fairness interval,
in which each node wishing to perform an asynchronous transaction gets access
to the bus exactly one time during a single fairness interval. Maximum packet
size for asynchronous transfers is limited as specified in Table 3-1. Note that
higher cable speeds have been specified by the 1394a supplement, but the maxi-
mum speed and maximum data payload supported remains at 400Mb/s.

Asynchronous transfers also verify data delivery via CRC checks and response
codes, and in the event that errors occur during transmission, retries may be
attempted under software control.
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Table 3-1: Maximum Data Block Size for Asynchronous Transfers

Cable Speed Maximum Data Payload Size (Bytes)
100Mb/s 512
200Mb/s 1024
400Mb/s 2048
= 800Mb/s 4096
= 1.6Gb/s 8192
7 3.2Gb/s 16384
Isochronous

Isochronous transfers target one or more (multi-cast transactions) devices based
on a 6-bit channel number associated with the transfer. Channel numbers are
used by the isochronous listeners to access a memory buffer within the applica-

tion layer. This memory buffer may or may not reside within the node’s 256TB
of address space.

Each isochronous application must also obtain the necessary bus bandwidth
that it requires for its transfer. To ensure that sufficient bus bandwidth is avail-
able, applications wishing to perform isochronous transfers must request the
needed bandwidth from the isochronous resource manager node. Bus band-
width is allocated on a per cycle basis.

Once bus bandwidth has been acquired for an isochronous transfer, that chan-
nel receive a guaranteed time-slice during each 125ps cycle. Up to 80% (100ps)
of each bus cycle can be allocated to isochronous transfers. The maximum
packet size supported for a given isochronous transfer is limited to the available
bus bandwidth, and must not exceed the maximum packet size specified in
Table 3-2 on page 42. The maximum packet size limit for isochronous transac-
tions has been added by the 1394a specification. The isochronous bus band-
width available is maintained by the isochronous resource manager node. Each
node wishing to perform isochronous transfers must request its desired bus
bandwidth from the isochronous resource manager based of the number of
desired allocation units. The maximum packet size may be limited by the
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amount of bandwidth available when the allocation request is made. (See “Bus
Bandwidth Allocation” on page 339.)

Table 3-2+ Maximum Data Block Size for Isochronous Transfers

Cable Speed Maximum Data Payload Size (Bytes)
100Mb/s 1024 o
200Mb/s 2048 R
A00Mb/s 4096
iy R00Mb/s 8192 .
L7 1.6Gb/s 16384
F 3.2Gbls 32768

The Protocol Layers

Four protocol layers are defined to simplify the implementation of hardware
and software. Each layer has an associated set of services defined to support
communications between the application and the 1394 protocol layers, and for
configuration and bus management. Figure 3-4 on page 43 illustrates the rela-
tionships between these layers for a single node.

The protocol layers consist of the:

Bus Management layer — supports bus configuration and management
activities for each node.

Transaction layer — supports the CSR architecture request-response proto-
col for read, write, and lock operations related to asynchronous transfers.
Note that a transaction layer exists in both the requester and responder.
Note also that the transaction layer does not provide any services for isoch-
ronous transfers. Instead, isochronous transfers are driven directly by the
application.

Link layer — provides the translation of a transaction layer request Of
response into a corresponding packet, or subaction, to be delivered over the
serial bus. This layer also provides address and channel number decoding
for incoming asynchronous or isochronous packets. CRC error checking s
also performed here.

Physical layer — provides the electrical and mechanical interface required
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Chapter 6: The Electrical Interface

Figure 6-14: Data-Strobe Signaling During Packet Transmission
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NRZ Encoding

Non-return to zero (NRZ) encoding is used to reduce the frequency component
of a bipolar data stream comprised of ones and zeros. As its name implies, NRZ
encoded data does not return to zero after signaling each state. Instead, it transi-
tions only when a change from zero to one or one to zero occurs. Figure 6-15
illustrates a bipolar data stream that is not encoded followed by NRZ encoded

data.
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Data-Strobe Encoding
Figure 6-15: NRZ Data Stream
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NRZ data is transmitted via TPB and detected by the differential data receiver
on TPA. The data stream is accompanied by a strobe signal that provides a
means of reconstructing a clock signal that can be used to synchronize the
incoming data stream. Strobe is transmitted via TPA and received by the differ-
ential strobe receiver on TPB. The data-strobe encoding improves the transmis-
sion characteristics of data sent over the cable. Figure 6-16 illustrates an
example data stream and the accompanying strobe. Note that a clock signal can
be constructed by performing an exclusive OR on the data and strobe.
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Figure 6-16: Data-Strobe Encoding/Decoding
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Gap Timing

Between packet transfers the bus returns to the idle state for a period of time,
called an interpacket gap. For example, when a read transaction begins, a
request packet is sent to the target device and the target node responds by
returning data to the initiating node. Sufficient turn-around time must be given
for the target node to return data. A variety of idle times (called gaps) are
employed by the IEEE 1394 implementation. These gaps include:

e Acknowledge Gap—An acknowledge gap is the bus idle time that exists
between the end of an asynchronous packet (request or response) and the
start of the acknowledgment packet. Note that the request or response
packet and the subsequent acknowledge packet are performed as atomic
operations on the bus. No other bus activity is allowed to take place during
this interval. This gap must be shorter than the subaction gap which is used
to notify a node that it may begin arbitration for ownership of the bus.

e Isochronous Gap—The period of bus idle time before the start of arbitration
for an isochronous channel subaction. This gap is also shorter than the sub-
action gap; thereby providing a higher arbitration priority for isochronous
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transactions versus asynchronous transactions which must wait for a longer
period of idle time before arbitrating.

e Subaction Gap—The bus idle time before the start of arbitration for an asyn-
chronous subaction. The subaction gap is not present between the request
and response subactions of a concatenated transaction. The width of this
gap can be tuned depending on the maximum number of cable hops in the
physical topology. ’ :

e Arbitration Reset Gap—The period of bus idle prior to the beginning of a
fairness interval. The width of this gap can be tuned depending on the max-
imum number of cable hops in the physical topology.

Figure 6-17 illustrates the gaps associated with asynchronous transactions. In
some cases subactions can be concatenated, thereby eliminating the-subaction

gap-

Figure 6-17: Split Asynchronous Transaction with Gaps Defined

Arbitration Reset Gap Subaction Gap

_Request Subaction

Response Subaction

.. Data Profix .
N

Acknowledge Gap

Isochronous gaps occur between isochronous transfers ‘that are not concate-
nated as illustrated in Figure 6-18.

126

62



Chapter 6: The Electrical Interface

Figure 6-18: I.ft;chi;ﬁhous Transaction with Gaps Defined

Concatenated Transactions

&

First Channel Second Channel

isochronous Gaps

Third Channel Fourth Channel

Data Prefix

Data End ™ Data Prefix

Note that the various gaps are of differing lengths as defined in Table 6-13. Gap
count is related to the number of cable hops between nodes; and can be adjusted
to reduce the amount of idle time on the bus. The maximum cable hop value is
defined as the largest number of cables that must be traversed when any two
nodes residing on the same 1394 bus communicate with one another. The
default gap count value used to calculate the subaction and arbitration reset gap
timing is 63 and is sufficient to accommodate 32 cable hops. This is a conserva-
tive gap count since the specification allows a maximum of 16 cable hops on a
single 1394 bus.

Table 6-13: Gap Timing

| Acknowledge [0.04ps 0.05ps ~4 /base rate—time

between end of packet
and return of acknowl-
edgment (at port trans-
mitting the Ack. packet)

Isochronous 0.04us 0.05us ~4 /base rate—bus-idle

time between nonconcat-
enated isochronous
transactions
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The Previous Chapter

The previous chapter detailed the arbitration process. It defined the various
types of arbitration including isochronous and asynchronous arbitration, as
well as the newer arbitration types defined by the 1394a supplement.

This Chapter

Asynchronous transactions exist in three basic forms: reads, writes, and locks.
This chapter details the packets that are transmitted over the bus during asyn-
chronous transfers. -

The Next Chapter

The next chapter discusses isochronous transactions. These transactions are
scheduled so that they occur at 125ps intervals. The chapter discusses the role of
the application, link, and PHY in initiating and performing isochronous trans-
actions. Format of the packet used during isochronous transactions is also
detailed.

Asynchronous Packets

The link layer controller (Link) is responsible for constructing the 1394 packets
requxred to transmit data over the 1394 serial bus. Packet contents vary depend-
ing upon the transaction type (See Table 8-1 on page 167 for transaction type
codes). Data comprising the packet is transferred to the physical layer controller
(PHY) via an interface defined by the specification. The kink to physical layer
interface is defined in Chapter 11.
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Figure 8-1 on page 166 illustrates the basic construct of primary request packets
that are used during asynchronous packet transactions. Primary packets have a
standard header format and an optional data block, whose presence depends on
the amount of data to be transferred.

Figure 8-1: Primary Asynchronous Packet Format
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Bus l Node Address; location within target node _i
u J
msb (trz{nsmitted first)
~§ — -
a destination_ID / fl rt|tcode| pri
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> source_ID j destination_offset
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- Packet type-specific data
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S f data block
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2d last quadlet of data block (padded if necessary)
33 N A O O O O S S S O T
2%
3 data_CRC
®© & AN S R N T OO G 5 N s O O O S N 00 Y A O I
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1 Asynchronous Transaction Codes

<

Write Request for data quadlet

-

Write Request for data block

Write Response

Reserved

Read request for data quadlet

Read request for data block

Read response for data quadlet

Read response for data block

Cycle start

Lock request

Asynchronous Streaming Packet

Lock response

Reserved

Reserved

HIEO Al P|oloelS|aja|le]@|N

Used internally by some link
designs. Will not be standardized

Les|

Reserved

Data Size

The data payload of asynchronous packets is limited to minimize the possible
overrun of asynchronous transaction time into the isochronous transaction
time. Recall that during a 125ps cycle a mix of isochronous and asynchronous
transactions may be performed. The data payload limit corresponds to trans-
mission speed as listed in Table 8-2 on page 168.
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Table 8-2: Maximum Data Payload for Asynchronous Packets

Cable Maximum Data Paylo;l—s;:
Speed (Bytes)
100Mb/s | 512 ]
200Mb/s 1024
400Mb/s 2048
| 800Mb/s 4096
'Oy 1.6Gb/s 8192
& | 32Gb/s 16384
Write Packets

Three packets are defined for performing write transactions, including two
forms of write request packets. Each of the following packet types is illustrated
in the following pages and each field within the packet is defined:

¢ Write Quadlet Request packet (Figure 8-2 on page 169 & Table8-3 on
page 169).

*  Write Data Block Request packet (Figure 8-3 on page 171 & Table 8-4 on
page 172).

* Write Response packet (Figure 8-4 on page 173 & Table 8-5 on page 173).
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Figure 8-2: Write Request — Quadlet Format
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Table 8-3: Write Request — Quadlet Packet Components

‘Name © |  Abbrev. | . Description
Destination destination_ID Combination of the bus address and
Identifier physical ID of the node. Contains the

address of the requesting node.

Transaction label tl A label specified by the requester that
identifies this transaction. This value, if
used, is returned in the response packet.

Retry code rt This code specifies whether this packet is
an attempted retry and defines the retry
protocol to be followed by the target
node.

00 = Retry_1 (first attempt)

01 = Retry_X

10 = Retry_A

11 = Retry_B
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Table 8-3: Write Request — Quadlet Packet Componcnts ( Continued)

Description ,

—

defin. |
inFig- |

f
| Name Abbrev.
| Transaction Code | tcode A code value of zero defines Write I
request for quadlet data, thereby '
ing the packet format illustrate
ure 8-2 on page 169.
Priority pri Not used in cable environment.
Source Identifier source_ID Identifies the node that is sending this

packet by specifying the bus that it
resides on and its physical ID.

Destination Offset

destination_offset

. e —-—-—-—-—-—
Specifies the address location within the
target node that is being accessed.

69

Quadlet Data quadlet_data Data being delivered to the target node.
Header CRC header_CRC CRC value for the header. '
e
S
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Figure 8-3: Write Request — Block Format
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Table 8-4: Write Request — Block Packet Components

Name Abbrev. Descl‘iption\
Destination destination_ID Combination of the nodem
Identifier calID _Of the node. Uniquely identifieg apnis;-

Contains the address of the requesting nod:

Transaction label tl A label specified by the requester that jgorn
fies this transaction. This value, jf used isnt1_
returned in the response packet, '

Retry code rt This code specifies whether this Packet is ap
attempted retry and defines the retry protoco]
to be followed by the target node. =~ ~

Transaction Code tcode A code value of one defines write request for
block of data, thereby defining the packet for-
mat illustrated in Figure 8-3 on page 171.

Priority pri Not used in cable environment.

Source Identifier source_ID Identifies the node that is sending this packet
by specifying the bus that it resides on and its
physical ID.

Destination Offset destination_offset Specifies the address location within the tar-
get node that is being accessed.

Data Length destination_length Specifies the amount of the data being sentin
the data field of this packet. Maximum size in
bytes is as follows:

e 512@100Mb/s
e 1024 @ 200Mb/s
* 2048 @ 400Mb/s -
Extended extended_tcode Reserved during write request packets.
Transaction code
—

Header CRC header_CRC CRC value for the header.

Data Field data field Contains the data being transferred to the far-

; dded with zeros, if
get device. Data must be padde ek
not an even 4 bytes. Amount of data is 5P
fied in the data_length fieL/

Data CRC data_CRC CRC value for the data fiild_-__’///
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Chapter 8: Asynchronous

* Figure 8-4: Write Response Packet Format
—
msb (transmitted first)
destination_ID il rt tcode| pri
B I e B U T 0 O 0
source_ID rcode | reserved
O Y N Y O O O A O A O O
reserved
[ I i 2 O O O . [0 N 8 0 O T e O O O O
header_CRC
[ | S5 660 SO O O MG 0 Wl s (S
Isb (transmitted last)
Table 8-5: Write Response Packet Components
Name:  ‘ 55 Abbrev i ‘De‘s&i.‘;-:“tion_‘,

Destination destination_ID Combination of the bus address and

Identifier physical ID of the node. Uniquely identi-
fies a node. Contains the address of the
node that is to receive the response
packet.

Transaction label tl Contains the value sent by the requester
for this transaction.

—

Retry code rt This code specifies whether this packet is
an attempted retry and defines the retry
protocol to be followed by the target
node.

-

Transaction Code tcode A code value of two defines write
response for either type of write request,
and defines the packet format illustrated
in Figure 8-4.

\-_;
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—~
Table 8-5: Write Response Packet Components (Continued)

Name Abbrev. DeS(‘ripfion T
Priority pri Not used in cable em
Source Identifier source_ID Identifies the node that is sending thi

response packet by specifying the by that
it resides on and its physical ID,
Response Code rcode Specifies the result of this transaction,
Refer to Table 8-14 on page 191 for code
definitions.
D
Header CRC header_CRC CRC value for the header.
‘_l_‘*——.l

Asynchronous Stream Packet

The 1394a supplement defines an asynchronous stream packet (tcode = A) that
has the same format and characteristics as the isochronous packet, except that it
occurs during a fairness interval and not during the isochronous bus interval,
Format of this packet is illustrated in Figure 8-5 on page 175. The asynchronous
stream packet is also referred to as a loose isochronous packets. This terminol-
ogy derives from PHY implementations based on the 1995 specification. Some
PHYs do not allow this packet to be transmitted during the asynchronous bus
time (strict isochronous packets), while other implementations do allow the
packet to be sent during the asynchronous time (loose isochronous packets).

The asynchronous stream transaction allows applications to perform data
streaming when guaranteed latency is of little concern. This eliminates the
requirement to allocate isochronous bus bandwidth (a limited resource) in ordgr
to perform their transaction. However, a channel number must be obtained in
order to perform an asynchronous stream transaction. Maximum packet size .15
constrained to the values specified for all asynchronous packets as listed in
Table 8-2 on page 168. This type of transaction could be used by devices th_af
support broadcast and /or multicast operations, but do not require the transmi<”
sion of real-time data. '

Note that the link layer of a node wishing to transmit an asynchronous stred™
ing packet uses a fair or priority arbitration service. When the PHY has qbtau;eat
bus ownership, the link transmits the asynchronous streaming packet. Note ¢
there is no acknowledge packet or response returned by the targeted node.
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Packet

The Previous Chapter

Asynchronous transactions exist in three basic forms: reads, writes, and locks.
The previous chapter discussed the asynchronous transaction types and related
packets that are transmitted over the bus.

This Chapter

Isochronous transactions are scheduled so that they occur at 125us intervals.
This chapter discusses isochronous transaction issues and the format of the
packet used during isochronous transactions. '

The Next Chapter

Next, the various types of PHY packet are discussed. The role of each PHY
packet is included, packet format is specified, and the fields within each packet
are detailed.

Stream Data Packet

Isochronous transactions use a single data packet to perform a multicast or
broadcast operation to one or more nodes. Target nodes are identified by a
channel number rather than by a node ID and destination offset address. An
isochronous transaction contains only a request phase with no acknowledgment
and no response. An isochronous transaction uses a streaming data packet. The
packet format is illustrated in Figure 9-1 on page 200 and each field is defined in
Table 9-1 on page 201.
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The stream data packet (know as the isochronous data block packet in the IEEE
1394-1995 specification) was supported solely for the isochronous bus period by
the 1995 specification. The data stream packet has now been specified to occur
during either the isochronous or asynchronous time by the 1394a supplement.

Prior to using an isochronous stream packet, the application must first obtain a
channel number from the isochronous resource manager node. When a stream
data packet is performed during the isochronous time, the application must all
obtain the necessary bus bandwidth from the isochronous resource manager.

Figure 9-1: Format of an Isochronous Stream Packet

msb (transmitted first)

data_length tagl channel tcode! sy
A VR N O T IS U U N NV U V0 O O O Y U N N Y O T O IO 2 IO

header_CRC

UL S WO U T S N T S O N O I o I I

data block

O T T O S S U T S N N Y S N OO O N (O

3
]
H
[}
2
8
8
1
1
8

last quadlet of data block (padded if necessary)
R PO T SN N S T T N O U O O I ;

data_CRC

N S YO U T N A N O S O A O N S T OO O |

isb (transmitted last)
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Table 91+ Isochronous Stream Packet Components

Data Length : data_length | Length can be any value from zero to all

: o . | ones (FFFFh): When the data length is not
a multiple of four bytes, then the talker
must pad the last quadlet field with zeros.

Isoch Data Format Tag ’ tag The value of 00b indicates that the isoch-
. ronous data is unformatted. All other val-
ues are reserved.

Isoch Channel Number Channel Specifies the isochronous channel num-
ber assigned to this packet. Channel num-
bers are a simplified means of addressing.
Channel numbers are assigned to a node

for talking or listening.
Transaction code tcode The transaction code for an isochronous
data block transaction is Ah.
Synchronization Code sy Application specific.
Header CRC header_CRC | CRC value for header.
Data Block Payload data_field | Pata to be transferred by the talker. Last

quadlet of data field must be padded with
zeros if necessary.

Data Block CRC data_CRC CRC value for the dat_a’ﬁeld.

Isochronous Data Packet Size

The maximum size of an isochronous transaction based on the 1394-1995 speci-
fication was limited to the maximum isochronous bus time, or 100ps. The 1394a
supplement further consirains the maximum data block size to the values
shown in Table 9-2 on page 202.

The specification describes a null isochronous stream packet. This packet has a
data_length value of zero, making the size of this packet only 64-bit, or 2 qua-
dlets. This is the only packet other than PHY packets with a length of 64-bits.
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Table 9-2: Maximum Data Payload for Isochronous Packets

Cable Maximum Data Payload Size
Speed {Bytes)
100Mb/s ' 1024
200Mb /s 2048
400Mb/s 4096
| 800Mb/s 8192
L7 | L16Gb/s 16384
L # | 3.20b/s 32768

Isochronous Transaction Summary

The following illustrations summarize the standard and concatenated forms of
isochronous transactions:

Figure 9-2: Non-Concatenated Isoclironous Transactions

First Channel . Second Channel Third Channel

" Data Prefix ~ Data End =~
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Figure 9-3: Concut‘é%r‘idféd‘ Isochronous Transactions - If Sent by Same Node

First Channel Second Channel Third Channel Fourth Channel
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Powering the Link

: : i~k may be powered off. However, nodes that
During bus conﬁggratl‘;):sm;ahrglgers yor ifochronou§ resource managers m::f;
capable gf pecommg owered. The bus manager or isochronous resource man.
have their link l?)yerganager node is not present) must apRIy Power to othe,
iﬁf{e iﬂ;nhfal:z t}l::ir link powered off during bus configuration.

e medf U3 d during configuration whep it
hether its link is powere

Eac: I;?j:elrf‘i?gr}?aief The bus manager capable and resource manager caps.

;ﬁiﬂ Sodes must save the self-ID packets so they can .perform bus_mana.gemem

ﬁ; nmns in the event that they are chosen. Following bus conf}ggrat1_on, the

nodce performing power management must ensure that each node’s link is pow-

ered by sending it a link-on packet.

Packet Transmission

228

When a functional device within a node wishes to perform a transaction, the
associated application issues a transaction request to the link layer chip. THh;
link layer then uses the PHY/link interface to forward the request to the P t
The request is issued to the PHY chip via the LReq signal line. Once the reques
has been issued, the PHY must arbitrate for control of the IEEE 1394 bus and

grant use of the PHY/Link interface so that the necessary packets can be sent t0
the PHY for transmission over the 1394 bus.

Generally, the request may be issued at any time to the PHY. However, to en?uer;
proper operation of the link/PHY interface, certain rules of conduct are dEflnthe
that limit when a link request can be issued. These rules depend on whether

link or PHY currently owns the interface and how the interface is currently
being used.

Link Issues Request

. _ jal
The link requests access to the serial bus via the LReq line by sending Sy

These bits define the type of request being, s
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Table 11-8: Link Requests and Cort

e e

——

-cspondfﬂi' PHY Behavior and Link Actions ( Continygg )

e ——

e

Cy States
Request During or PHY Behavior Link Action
Type After LReq
transmission
e i e ‘_—'—-——.______‘_‘__d_
o5k 1dle Monitor Ctl for the next change
s of state.
nous
Status Request is serviced, unless sta- Link continues to monitor Ct|
tus indicates a subaction gap line, unless request is discardeq,
event. This indicates that the
isochronous bus time has
expired, reflecting an error con-
dition.
Receive PHY retains the request. Link monitors Ctl lines.
Grant The PHY has won arbitration ]

and is ready to receive a packet.

Link transmits the packet.

Transmit, Idle
(interface

driven by Link)

Request is retained by PHY.

Monitor Cti lines after releasing
control of interface to the PHY.

Receiving Packets

thn a packet is bgiug transmitted by another node the PHY detects the “Data-
On” state. It then signals a receive condition on Ctl[0:1] and delivers all ones on

the data lines. The PHY si
speed code over the data lines, which is im:
tents: Note that the CRC check does n
Receive signaling is illustrated in Figur

236

gnals the beginning of the packet by sending the
mediately followed by packet con-
ot include the speed code information.
e 11-4 on page 237.

81



Chapter 11: Link to PHY Interface

Figure 11-4: Sequence and Format of Data Lines During Packet Receive State

Data[0:7]{ 00 X FFh Yo

;— : Data-OnE——i I_ Packet

ctl [0:1]

Idle i i i
L0 e
Status

{ 10 )(uo oo)
|

Speed of PHY to Link Data Transmission

When a packet is received by the PHY it must transfer the packet to the Link.
The PHY transmits the packet to the link at the received speed. For example, if
the packet is received at 100Mb/s only two of the data lines are used, whereas,
if the packet is received at 400Mb/s all eight data lines are used. The PHY indi-
cates the start of a receive packet by sending a speed code over the data lines.
This serves to notify the link that a packet is being transmitted and the speed at
which it will be sent (i.e. the number of data lines that will be used). Table 11-9
shows the speed code signaling used by the PHY when starting packet transfer
over the PHY/Link data lines. Note that if packet speed is 100Mb/s only two
bits are needed to define the speed (00b), while 200Mb/s transfers use four bits
and 400Mb/s and greater use all eight lines.

A PHY may support a higher transfer rate than the link. In this case the link will
recognize that it does not support the incoming packet when it detects the
speed code and consequently will ignore the packet transmission. The link
ignores all interface traffic until it detects the next idle state.

Table 11-9: Speed Signaling PHY to Link

D[0:7) Data Rate (Mb/s)
00ooooxb 1 100
0100xxxxb 200
01010000b 400
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Self Identification

The Previous Chapter

Following bus initialization, the tree ID process begins to determine which node
will become the root. The previous chapter detailed the protocol used in deter-
mining the topology of the serial bus.

This Chapter

This chapter focuses on the self-ID process. During self-ID all nodes are
assigned addresses and specify their capabilities by broadcasting self-ID pack-
ets.

The Next Chapter

The next chapter describes the role of the cycle master node and defines how
the cycle master is identified and enabled.

Overview

During the self-identification process configuration of the nodes begins. The fol-
lowing actions are performed during self-ID:

* Physical IDs are assigned to each node.
* Neighboring nodes exchange transmission speed capabilities.
* The topology defined during tree identification is broadcast.

During self-ID the root hub issues one self-ID grant signal for each node within
the network. As each node receives its arbitration grant, it performs self-identi-
fication by assigning itself a physical ID and returning one or more self-'identiﬁ-
cation packets. This process uses arbitrary port numbers that were assigned to
each node during design time. These numbers are used. to spelefy the order in
which nodes attached to these ports will be assigned their physical IDs.
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All signaling and packet transmission is done at the l?ase rate (100Mb /s)
the speed capabilities of each node is unknown until the self-ID proces
completed.

Since
S has

Self-ldentification Signaling

Arbitration signaling states afe used during the self-ID process. The signal
states transmitted as listed in Table 16-1.

Table 16-1: Line States that Signal Parent- and Child-Notify

SELF_ID_GRANT DATA_PREFIX IDENTIFICATION_DONE
TPA (Strobe) | Z 0 1

TPB (Data) | 0 1 Z

Self-ID begins with the root signaling arbitration grant to its lowest numbered

port and data prefix to its other ports. The following sections describe the entire
self-ID process.

Physical ID Selection

At the start of the self-ID process, each node has identified whether each port
points to a child or parent port as illustrated in Figure 16-1 on page 307. At tl?is
time no knowledge exists within any given node regarding the capabilities of. its
neighboring nodes or regarding the topology. The root node must determme
how many nodes exist in the network and ensure that each is assigned a unique

physical identifier. The following sections detail the process of assigning a phys-
ical ID to each node.

First Physical ID is Assigned

The self-ID process begins with the root port issuing an arbitration gran;
(TPA=Z and TPB=0) to its lowest numbered port and data prefix to its othe
ports. Arbitration grant is signaled by each branch node to its lowest numbergi—
port until a leaf node is reached. Figure 16-2 illustrates the propagation of art it
tration grant. In this example, when leaf node A receives the arbitration grant

!
assigns itself a physical ID of zero (Phy 0). The physical ID assigned comes from
the current self-ID count.
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Cycle Master

The Previous Chapter

The previous chapter focused on the self-ID process. During self-ID all nodes
are assigned addresses and specify their capabilities by broadcasting self-ID
packets. -

This Chapter

This chapter describes the role of the cycle master node, and defines how the
cycle master is identified and enabled.

The Next Chapter

Next, the isochronous resource manager is discussed: how it is identified and
enabled, and the nature of its role in the serial bus environment.

Overview

Isochronous transfers are guaranteed a constant bus bandwidth based on allo-
cation of the number of bytes to be transferred during 125ps intervals. The root
node is responsible for specifying the 125us interval and marks the beginning of
the next series of isochronous transactions by broadcasting a cycle start packet
as illustrated in Figure 17-1.

Determining and Enabling the Cycle Master

A node that is cycle master capable must:

* Dbe isochronous capable

* implement the BUS_TIME register

* be able to generate cycle start events based on an 8KHz clock that is syn-
chronized to the CYCLE_TIME register and broadcast cycle start packets.

* set the cmc bit in the BUS_INFO_BLOCK

329
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Figure 17-1: Isochronous Transactions Performed Every 1255

== Cycle n-1 M Cyclen ) » 4— CYClo N41 gy
acket Al 121 {:Cycle start | [y o "’;;”{j fens) o olrf-Zf;;; [ packet B @ Packsth@ Groo ] T

o0 0 i lg data=x J f, _m:_, e L“ L,._.m dam-y
3 i -

cycle period = 1258 B nansnn s -SUSI S

A

™ = Isochronous Transactions

] = Asynchronous Transactions

UEIS 8[940) -

He)S BJ0AY - vee -
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The cycle master must be the root node. Following the self-ID process, the root
node and the isochronous resource manager will be known. If a bus manager is
present it will verify that the root node is cycle master capable and, if so, enable
it; otherwise, the isochronous resource manager will perform this function. To
determine if the root is cycle master capable, the cmc bit within the root node’s
BUS_INFO_BLOCK register will be set. If so, the root node is enabled to per-
form the cycle start by setting the cmstr bit in the STATE_SET register.

If the root node is not cycle master capable, other nodes are checked for cycle
master capability. When a capable node is found it is selected to become the
new root node. This is accomplished by broadcasting a PHY configuration
packet with the force root bit “R” set to 1 and the root ID value set to the node
ID of the target node. The selected node will set its root holdoff bit (RHB), while
all other nodes (those not selected by the root ID value) will clear their RHB bit.

Cycle Start Packet

The cycle start packet format is illustrated in Figure 17-2 on page 331. For a
description of the fields within the cycle start packet see Table 8-16 on page 1.
This packet is broadcast by the cycle master at the beginning of each new C)’Cle
(nominally 125ps). The start of each cycle is synchronized to the cycle master s
CYCLE_TIME register. The cycle master delivers the contents of its cycle time
register in the cycle start packet. As a result, if the cycle start packet is delayed
due to the previous cycle stretching beyond the nominal 125ps cycle e o
timing variation will be visible to all isochronous nodes as illustrated in Figure
17-3 on page 331.
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Figure 17-2: Cycle Start Packet Contains Value of Cycle Master’s CYCLE_TIME Register

S
msb (transmitted first)

rﬂ,destination_lD | rt [tcode| pri

I B B N O | I | L1 ] [ 1 |
source_ID destination_offset

(T S IO Ty O Y T I O O

destination_offset

NN
cycle_time_data (from CYCLE_TIME register)

R O N S S O O A 5 TS O I e o A I I

header CRC
N N O O O A O O B A O

Isb (transmitted last)

Figure 17-3: Cycle Time Variation Included in Cycle Start Packet

== Cycle n-1 —}Iq Cycle n
voe | . Packet B E'
ok | cycle period = 125us
o o
) @
. 3 5
74 = Isochronous Transactions e

[__j = Asynchronous Transactions
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:- . Example

1394 Chlp Solutions

Overview

Below you will see two of the most popular 1394 applications today; a 1394
enabled PC and a 1394 Digital camera. Texas Instrument’s extensive 1394 port-
folio includes all the silicon necessary to implement both applications. For more
detailed information regarding TI's 1394 solutions, please visit our website at
http:/ /www.ti.com/sc/1394.

In this Appendix we will explain 1394 in the PC environment and in a TI 1394
camera by showing you a detailed block diagram and providing you an over-
view of the 1394 silicon used in each.

1394 in the PC

TI has many Link and Physical Layer Coniroliers necessary to implement 1394
in a PC environment; however, in this Appendix we will.focus on TI's newest
Link Layer TSB12LV22 and Physical Layer TSB41LV03.
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Other
. 1394
~ Nodes
p Computer | TI Camera
C TSBI2LV22 - TSBI2LV31
I OHCI-Lynx GPLynx
B CTSBATLVO3 ] [ TSBZILV03
400Mbps PHY] :Zl] 1394 L |200Mbps PHY
1394 Ports
TSB12LV22 / OHCI-Lynx

The industry’s first Open Host Controller Interface (OHCI) Link Layer control-
ler will revolutionize the way we use our computers. The OHCI specification
provides the host PC a way to communicate with high-speed peripherals via a
single OHCI driver. With an OHCI link layer device, the system software will
not require a separate driver. This will enable add-in cards in the host OS as
well as boot support in the PC BIOS with one Driver.

FEATURES

Designed to IEEE1394 Open Host Controller Interface Specification
TEEE1394-1995 Compliant, and Compatible with 1394A

Compliant To Latest PCI Specification, Revision 2.1 and is PCI 2.2 ready
PCI Power Management Compliant

3.3 Volt Core Logic with Universal PCI Interface Compatible with 3.3 Volt
and 5 Volt PCI Signaling Environments

e & ®© & e
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Supports Serial Bus Data Rates of 100, 200, and 460Mbit/s

Provides Bus Hold Buffers on Physical I/F for Low Cost Single Capacitor
Isolation' o ' ~

Supports Physical Write Posting of up to Three Outstanding Transactions
Serial ROM Interface Supports 2-Wire Devices

Supports External Cycle Timer Control for Customized Synchronization
Implements PCI Burst Transfers and Deep FIFOs To Tolerate Large Host
Lateney

Provides Four General Purpose I/Os

® TFabricated in Advanced Low-Power CMOS Process

e Packaged in:100 TQFP

® @ @ o e @

OVERVIEW

The Texas Instruments OHCI-Lynx is a PCI-t0-1394 host controller compatible
with the latest PCI, IEEE1394, and 1394 OHCI Specifications. The chip provides
the IEEE1394 link function, and is compatible with serial bus data rates of 100,
200, and 400 Mbits per second.

As required by the 1394 Open Host Controller Interface Specification, internal
control registers are memory mapped and non-prefetchable. The PCI configura-
tion header is accessed through configuration cycles specified by PCI, and pro-
vides Plug and Play compatibility. Furthermore, the OHCI-Lynx is compliant
with the PCI Power Management Specification, per Microsoft's PC '98 require-
ments.

The OHCI-Lynx design provides PCI bus master bursting, and is capable of
transferring a cacheline of data at 132Mbytes/sec after connection to the mem-
ory controller. Since PCI latency can be rather large even on a PCI Revision 2.1
system, deep FIFOs are provided to buffer 1394 data.

Physical write posting buffers are provided to enhance serial bus performance,
and multiple isochronous:channels are provided for simultaneous operation of
real-time applications. The OHCI-Lynx also provides bus holding buffers on the
phy/link interface for simple and cost effective single capacitor isolation.
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BLOCK DIAGRAM

A sm'\phﬁed block d1agram of the OHCE—Lynx is provided below
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: 2
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PCLIRDYH. | E Request Receive ) PHY._OTLL10]
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TSB41LVO3

TUs newest Physical Layer is the first of many 400Mbps Physical Layers from
Texas Instruments. The TSB41LV03 provides the bandwidth necessary to power
the most demanding applications such as hard disk drives, hosts and multime-
dia peripherals. The TSB41LV03 has three 1394 ports, with the complete family
supporting 2, 3,4, and 6 port versions.
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FEATURES

® & & o L:4

, Supports IEEE 1394—1995 Standard for H1gh Performance Serial Bus and

1394.A
Provides Three Fully Comphant Cable Ports at100/200/400 Megabits per

- Second (Mbit/s)
- Cable Ports Monitor Line Condltlons for Actlve Connectlon to Remote
““Nodes :

Device Power-down Feature to Conserve Energy in Battery Powered Appli-
cations’

Inactive Ports Disabled to Save Power

Logic Performs System Initialization and Arbitration Functions

" Encode and Decode Functions Included for Data-Strobe Bit Level Encoding

Incoming Data Resynchronized to Local Clock -

Single 3.3 Volt Supply Operation -~

Interface to Link Layer Controller Supports Optional Annex J Electrical Iso-
lation and TInvBus-Holder Isolation

Data Interface to Lmk—Layer Controller Provided Through 2 /4 /8 Parallel
Lines at 50 MHz

25-MHz Crystal Oscillator and PLL Provide Transmit, Receive Data at 100/
200/400 Megabits per Second, and Link-Layer Controller Clock at 50 MHz
Interoperable with 1394 Link-Layer Controllers Using 5-V Supplies
Interoperable Across 1394 Cable with Physical Layers (PHY) Using 5-V
Supplies

Mode Power Class Information Signaling for System Power Management
Cable Power Presence Monitoring

Separate Cable Bias and Driver Termination Voltage Supply for Each Port
Multiple Separate Package Terminals Provided for Analog and Digital Sup-
plies and Grounds

High Performance 80 Pin TQFP (PFP) Thermally Enhanced Package
Register bits give software control of contender bits, power class bits, and
1394.A features

TSB41LV03 OVERVIEW

The TSB41LV03 provides the analog transceiver functions needed to implement
a three port node in a cable-based IEEE 1394-1995 or IEEE-1394.A network. Each
cable port incorporates two differential line transceivers. The transceivers
include circuitry to monitor the line conditions as needed for determining con-
nection status, for initialization and arbitration, and for packet reception and
transmission. The TSB41LV03 is designed to interface with a Link Layer Con-
troller (LLC), such as the TSB12EV22, TSB12LV21A, TSB12LV31, or TSB12C01A.
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The TSB41LV03 requires an external 24.576 MHz crystal or crystal oscillator. The
crystal oscillator drives an internal phase-locked loop (PLL), which generates
the required 393.216 MHz reference signal. This reference signal is internally
divided to provide the clock signals used to control transmission of the out-
bound encoded Strobe and Data information. A 49.152 MHz clock signal is sup-
plied to the associated LLC for synchronization of the two chips and is used for
resynchronization of the received.data. The power-down (PD) function, when
enabled by asserting the PD terminal high, stops operation of the PLL.,

The TSB41LV03 supports an optional isolation barrier between itself and its
LLC. When the /ISO input terminal is tied high, the LLC interface outputs
behave normally. When the /ISO terminal is tied low, internal differentiating
logic is enabled, and the outputs are driven such that they can be coupled

through a capacitive or transformer galvanic isolation barrier as described in

IEEE 1394-1995 Annex J. To operate with TI Bus Holder isolation the /ISO ter-
minal must be tied high.

Data bits to be transmitted through the cable ports are received from the LLC on
two, four or eight parallel paths (depending on the requested transmission
speed) and are latched internally in the TSB41LV03 in synchronization with the
49.152 MHz system clock. These bits are combined serially, encoded, and trans-
mitted at 98.304/196.608/392.216 Mbit/s as the outbound data-strobe informa-
tion stream. During transmission, the encoded data information is transmitted
differentially on the TPB cable pair(s), and the encoded strobe information is
transmitted differentially on the TPA cable pair(s).

During packet reception the TPA and TPB transmitters of the receiving cable
port are disabled, and the receivers for that port are enabled. The encoded data
information is received on the TPA cable pair, and the encoded strobe informa-
tion is received on the TPB cable pair. The received data-strobe information is
decoded to recover the receive clock signal and the serial data bits. The serial
data bits are split into two, four or eight bit parallel streams (depending upon
the indicated receive speed), resynchronized to the local 49.152 MHz system
clock and sent to the associated LLC. The received data is also transmitted
(repeated) on the other active (connected) cable ports.

Both the TPA and TPB cable interfaces incorporate differential comparators to
monitor the line states during initialization and arbitration. The outputs of these
comparators are used by the internal logic to determine the arbitration status.
The TPA channel monitors the incoming cable common-mode voltage. The
value of this common-mode voltage is used during arbitration to set the speed
of the next packet transmission. In addition, the TPB channel monitors the
incoming cable common-mode voltage on the*TPB pair for the presence of the
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remotely supplied twisted-pair bias voltage. The presence or absence of this
common-mode voltage is used as an indication of cable connection status. The
cable connection status signal is internally debounced in the TSB41LV03 and is
used to initiate a bus-reset.

The TSB41LV03 provides a 1.86 Volt nominal bias voltage at the TPBIAS termi-
nal for driver load termination. This biasvoltage, when seen through a cable by
a remote receiver, indicates the presence of -an active connection. The value of
this bias voltage has been chosen to allow interoperability between transceiver
chips operating from either 5 volt nominal supplies or-3 volt nominal supplies.
This:bias voltage source must be:stabilized by an external filter capacitor of
approximately 1. 0 mkE

The line drivers in the TSB411V03 operate in a high-impedance current mode,
- and-are designed to work with external 110W line-termination resistor net-
works. One network is provided. at each end of a twisted-pair cable. Each net-
work is composed of a pair. of series-connected 55W resistors. The midpoint of
the pair of resistors that is directly connected to the twisted pair A terminals is
connected to the TPBIAS voltage terminal. The midpoint of the pair of resistors
that is directly connected to the twisted-pair B terminals is coupled to ground
through a parallel R-C network with recommended values of 5 KW and 250 pf.
The values of the external line termination resistors are designed to meet the
standard specifications when connected in parallel with the internal receiver
circuits. :

The driver output current, along with other internal operating currents, is set by
an external resistor connected between the RO and R1 terminals. This current
setting resistor has a value of 6.3 KW, 0.5%.

The port transmitter and receiver circuitry is disabled: during power-down
(when the PD input terminal is asserted high), during reset (when the /RESET
input terminal is asserted low), when no active cable is connected to the port, or
as controlled by the internal arbitration logic. The port twisted pair bias voltage
circuitry is disabled during power-dowr, during reset, or.when the port is dis-
abled as commanded by the LLC.

- If the power supply of the TSB41LV03 is removed while the twisted pair cables
are connected, then the TSB41LV03 transmitter and veceiver circuitry will
- present a high impedance to the cable and will not-load the TPBIAS voltage at
the other-end of the cable.

If the TSB41LVO03 is being used with one or more of the ports not being brought
out to a connector, the twisted pair terminals must be terminated for reliable
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operation. For each unused port, the TBB+ and TPB--terminals must be pulled
to ground through the 5 KW resistor of the normal termination network, thus
disabling the port. The TPA+, TPA-, and TPBIAS terminals of an unused port
may be left unconnected.

The TESTM, SE, and SM terminals are used to set up various manufacturing test
conditions. For normal operation; the TESTM terminal should be connected to
Ve, and the SE and SM terminals should be connected to ground.

Four package terminals are used as inputs to set the default value for four con-
figuration:status bits in the self-identification packet. These terminals are hard-
wired high or low as a function of the equipment design. The PC[0:2] terminals
are used to indicate the power-class status for the node (the need for power
from the-cable or the ability to supply power to the cable). The C/LKON termi-
nal is used as an input to indicate whether the node is a contender for bus man-
ager. The C input corresponds to the "c" field (bit 20) in the self-id packet, and
PC[0:2] inputs correspond to the "pwr" field (bits 21, 22, and 23, respectively).

The PD (power-down) texminal is provided to allow a low power mode where
most of the TSB41LV03 circuits are disabled to.conserve energy in battery-pow-
ered applications. When the device is powered-down it does not act as a
repeater.

The CNA (cable-not-active) terminal provides a high output when all twisted
pair cable ports are disconnected, and can be used to determine when to power-
down the TSB41LV03. The CNA output is not debounced. In power-down
mode, the CNA- detection circuitry remains enabled.

The LPS (link power status) terminal works with the C/LKON terminal to man-
age the power usage in the node. The LPS signal from the LLC indicates to the

. PHY that the LLC is powered up and active. During LLC power-down mode, as

indicated. by.the LPS input being low for more than 2.56 ms, the TSB41LV03
deactivates the PHY-LLC interface to save power. The TSB411.V03 will continue
the necessary repeater function required for network operation during this
powered-down state.

If the PHY receives a link-on packet from another node, the C/LKON terminal
is activated to output a 6.15MHz signal. The LLC recognizes this signal and

+ reactivates the powered-down portions of the LLC. After power-up of the LLC,

the LLC notifies the PHY of the power-on status via the LPS terminal. The PHY
confirms notification by deactivating the 6.114 MHz s1gna] on the C/LKON ter-
minal, then enables the PHY-link mterface
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- Block Diagram

A simplified block diagram of the TSB41LVO03 is shown below.
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Putting it all ngether

Below is a detailed block diagram of using the TSB12LV22/ OHCI-Lynx and
TSB41LV03 together to provide a 1894 interface for a PC.
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Vo Bridge 1994 TLC Physical i I
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