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PATENT
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re application of:
Confirmation No.: 7670
Ozog
Examiner: RIEGLER, PATRICK F
Application No.: 15/803,824
Art Unit: 2142
Filed: 11/05/2017
Atty. Docket No.: JOO03D
For: DEVICE, APPARATUS, AND
METHOD FOR FACIAL RECOGNITION Date: 6/10/2018

COMMENTS ON STATEMENT OF REASONS FOR
ALLOWANCE UNDER 37 C.F.R. § 1.104(e)

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Sir:

In response to the Notice of Allowance dated 3/30/2018, please enter the following.
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REMARKS

The Examiner stated the following in the Examiner’s Statement of Reasons for
Allowance:

The prior art of record broadly discloses A device, comprising: a screen; an input
rmechanism; at least one non-lransitery memory storing instructions; and one or more
processors in communication with the screen, the input mechanism, and the al least
one nos-ransitory memaory, wherein the one or more processors exeoute the
instructions to cause the device to: display, uliizing the screen of the device, a plurality
of indicia each incliding al teast a portion of an imags including a face; receive, whilizing
the input mechanism of the device, a user inpul in connection with at least one of the
indicia ncluding at least a portion of a first image ncluding a first face; affer receiving
the user input in connection with the at least one indicia, display, dilizing the screen of
the device, a first set of imagses each including the first face that has been recognized in
at least one of & plurality of images accessible via the device. More specifically,
Steinberg (LS 2010/00668822 At), Chei (US 2009:0037477 A1), Young (LS 8,341,219
B1}, and Thomton (LS 2011/0078097 A1} disclose the ideas of selecting fackal indicia
within an image, presenting faces for selection o ideniify the selected facial indicia, and
sharing images avtomatically and based on relationships when a specific face is

identified within images.
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However, the prior art of record does not explicitly teach, in combination with
above, display, ufilizing the screen of the devige, at least one option for sharing images,
where the sharing is performed utilizing face recognition information that is based on
third party input of a third party that is provided by the third parly into at least one other
device in association with at least one face, the face recognition information being
uiiiized in connection with the at Isast one oplion for sharing images based on a relation
betweaen a user of the device and the third parly associated with the third party inpu,
such that the tace recognition iformation is only utilized in connection with the at least
one option for shating images if the relation exists between the user of the device and
the third party associated with the third parly input; in connection with the at least one
option for sharing images, display, utilizing the scresn of the device, a second set of
images each including the at least one face that has been recognized in a1 least one of
the plurality of images accessible via the device uiilizing the face recognition information
thal is based on the third party input of the third party that is provided by the third party
into the al least one other device in association with the al least one face; receive,
utizing the Input mechanism of the device, a user input in connection with at least one
of the second set of images; and aftey receiving the user input In connsction with at
least one of the second set of imagas, cause one or more of the second setf of images

10 be shared.

Therefore, the above limitations, in the specific combinations as recited in the

independent claims 1, 23, and 27, define patent ability of the clalms over the prior art of

record.
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In response, applicant respectfully points out that features of at least some of the
independent claims (e.g. 1, 23 and/or 27) are not necessarily the same as those the Examiner has
highlighted above. For example, Claim 27 is directed to “provide access to at least one feature
for displaying images for sharing, where at least one aspect of the at least one feature utilizes
face recognition information that is based on third party information of a third party that is
provided by the third party into at least one other device in association with at least one face for
correlating the at least one face with the third party, the face recognition information being
utilized with the at least one feature based on a relation between a user of the apparatus and the
third party that provided the third party information, such that the face recognition information is
only utilized with the at least one feature if the relation exists between the user of the apparatus

and the third party associated with the third party information,” in the context claimed.

As additional, non-exhaustive examples, Claims 1, 23 and 27 recite the following,

respectively:

“I. A device, comprising:
a screen;
an input mechanism;
at least one non-transitory memory storing instructions; and
one or more processors in communication with the screen, the input mechanism,
and the at least one non-transitory memory, wherein the one or more processors execute
the instructions to cause the device to:
display, utilizing the screen of the device, a plurality of indicia each
including at least a portion of an image including a face;
receive, utilizing the input mechanism of the device, a user input in
connection with at least one of the indicia including at least a portion of a first
image including a first face;
after receiving the user input in connection with the at least one indicia,
display, utilizing the screen of the device, a first set of images each including the
first face that has been recognized in at least one of a plurality of images

accessible via the device;
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display, utilizing the screen of the device, at least one option for sharing
images, where the sharing is performed utilizing face recognition information that
is based on third party input of a third party that is provided by the third party into
at least one other device in association with at least one face, the face recognition
information being utilized in connection with the at least one option for sharing
images based on a relation between a user of the device and the third party
associated with the third party input, such that the face recognition information is
only utilized in connection with the at least one option for sharing images if the
relation exists between the user of the device and the third party associated with
the third party input;

in connection with the at least one option for sharing images, display,
utilizing the screen of the device, a second set of images each including the at
least one face that has been recognized in at least one of the plurality of images
accessible via the device utilizing the face recognition information that is based
on the third party input of the third party that is provided by the third party into
the at least one other device in association with the at least one face;

receive, utilizing the input mechanism of the device, a user input in
connection with at least one of the second set of images; and

after receiving the user input in connection with at least one of the second

set of images, cause one or more of the second set of images to be shared.”

“23.  An apparatus, comprising:

a screen;

an input device;

at least one non-transitory memory storing instructions; and

one or more processors in communication with the screen, the input device, and
the at least one non-transitory memory, wherein the one or more processors execute the
instructions to cause the apparatus to:

display, utilizing the screen of the apparatus, a plurality of indicia each

including at least a portion of an image including a face;
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“217.

receive, utilizing the input device of the apparatus, a user input on at least
one of the indicia including at least a portion of a first image including a first face;

in response to the receipt of the user input on the at least one indicia,
display, utilizing the screen of the apparatus, a first set of images each including
the first face that has been recognized in at least one of a plurality of images
accessible via the apparatus;

provide access to at least one feature for displaying images for sharing,
where at least one aspect of the at least one feature utilizes face recognition
information that is based on third party information of a third party that is
provided by the third party into at least one other device in association with at
least one face for correlating the at least one face with the third party, the face
recognition information being utilized with the at least one aspect of the at least
one feature based on a relation between a user of the apparatus and the third party
that provided the third party information, such that the face recognition
information is only utilized with the at least one aspect of the at least one feature
if the relation exists between the user of the apparatus and the third party
associated with the third party information;

display, utilizing the screen of the apparatus, a second set of images each
including the at least one face that has been recognized in at least one of the
plurality of images accessible via the apparatus utilizing the face recognition
information that is based on the third party information of the third party that is
provided by the third party into the at least one other device in association with
the at least one face;

receive, utilizing the input device of the apparatus, a user input on at least
one of the second set of images; and

after receiving the user input on at least one of the second set of images,

cause one or more of the second set of images to be shared with the third party.”

A computer-implemented method, comprising:

providing access to at least one server utilizing an apparatus including: a screen,

an input device, at least one non-transitory memory storing instructions, and one or more
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processors in communication with the screen, the input device, and the at least one non-
transitory memory; and

communicating with the at least one server such that the apparatus is operable to:

display, utilizing the screen of the apparatus, a plurality of indicia each
including at least a portion of an image including a face;

receive, utilizing the input device of the apparatus, a user input on at least
one of the indicia including at least a portion of a first image including a first face;

in response to the receipt of the user input on the at least one indicia,
display, utilizing the screen of the apparatus, a first set of images each including
the first face that has been recognized in at least one of a plurality of images
accessible via the apparatus;

provide access to at least one feature for displaying images for sharing,
where at least one aspect of the at least one feature utilizes face recognition
information that is based on third party information of a third party that is
provided by the third party into at least one other device in association with at
least one face for correlating the at least one face with the third party, the face
recognition information being utilized with the at least one feature based on a
relation between a user of the apparatus and the third party that provided the third
party information, such that the face recognition information is only utilized with
the at least one feature if the relation exists between the user of the apparatus and
the third party associated with the third party information;

display, utilizing the screen of the apparatus, a second set of images each
including the at least one face that has been recognized in at least one of the
plurality of images accessible via the apparatus utilizing the face recognition
information that is based on the third party information of the third party that is
provided by the third party into the at least one other device in association with
the at least one face;

receive, utilizing the input device of the apparatus, a user input on at least
one of the second set of images; and

after receiving the user input on at least one of the second set of images,

cause one or more of the second set of images to be shared with the third party.”
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Clearly, at least some of the independent claims are not necessarily limited to the features
that the Examiner has noted in the Examiner’s Statement of Reasons for Allowance, as noted
above (by way of example only). Instead, each of the claims should only be limited by the

language existing therein.

Further, although Applicant agrees with the Examiner's conclusion that these claims are
allowable, Applicant notes that the claims may be allowable for reasons other than those
identified by the Examiner and does not concede that the Examiner's characterizations of the
terms of the claims and the prior art are correct. Each of the claims stands on its own merits and
is patentable because of the combination it recites and not because of the presence or absence of

any one particular element.

The Examiner’s Statement was not prepared by Applicant and only contains the
Examiner’s possible positions in one or more reasons for allowability. Thus, any interpretation
with respect to the Examiner’s Statement of Reasons for Allowance should not be imputed to the

Applicant.

Applicant does not believe that any fees are due. However, in the event that any other
fees are due, the Director is hereby authorized to charge any required fees due (other than issue
fees), and to credit any overpayment made, in connection with the filing of this paper to Deposit

Account No. 50-5939 (Order No. JOO03D).

Respectfully submitted,

Dated: 10 Jun 2018
The Caldwell Firm, LL.C Patrick E. Caldwell, Esq.
PO Box 59655 Reg. No. 44,580

Dallas, Texas 75229-0655

Telephone: (214) 734-2313

pcaldwell @thecaldwellfirm.com
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PART B - FEE) TRANSMITTAL

Cormplete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Commissioner for Patents
P.0. Box 1456
Alexandria, Virginia 22313-1458
or Fax (571)-273-2885

INSTRUCTIONS
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d, no name will be printed.
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(¥ "Pee Address” indication (or "Fee Address” Indication form PTO/
SB/47; Rev 03-02 or more recent) attached. Use of a Customer
Number is required.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE FRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed {or recordation
as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)
Ozog Media, LLC Newark, DE
Please check the appropriate assignee vy or categortes (will not be printed on the patent) : (o lndividual (58 Corporation or other priva up entity (¥ Government
4s. The following fee(s) are submitted: 4b. Payment of Fee(s): (Please first reapply any previously paid issue fee shown above)
7 Tssue Fee [} & check is enclosed.
{3 Publication Fee {No small entity discount permitied) (xd Payment by credit card. Form PTO-2038 is attached.

L.§ Advance Order - # of Copics [EThe director is by authorized to ¢
overpavment, to Deposit Account Number

5. Change in Entity Status (from status indicated shove)

je erity NICTO y status. See 37 29 .
3 Applicant certifying nucro entity status. See 37 CFR 1. Vmem in th e HiCro entlty !

h g ion was previ ic ]
to be a notification of loss of enlitlefﬂ 5t to micro entit ¥ stats.
' Checking this box will be taken to be a notification of loss of entitlement to small or micro
enfity status, 35 applicable.

See 37 CFR 1.27

i Applicant asserting small entity status.

L3 Applicant changing to regular undiscounted {ee status.

NOTE: This form st be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 1.4 for signature requirements aad certifications.

Authorized Signature /Patrick Caldwell/ Date 10 Jun 2018
Typed or printed name Patrick Caldwell Registration No. 44,580

Page20of3
PTOL-85 Part B (10-13) Approved for use through 10/31/2013. OMRB 0651-0033 .S, Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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Electronic Patent Application Fee Transmittal

Application Number:

15803824

Filing Date:

05-Nov-2017

Title of Invention:

DEVICE, APPARATUS, AND METHOD FOR FACIAL RECOGNITION

First Named Inventor/Applicant Name:

Jesse Ozog

Filer: Patrick Edgar Caldwell
Attorney Docket Number: JO003D
Filed as Small Entity
Filing Fees for Utility under 35 USC 111(a)
Description Fee Code Quantity Amount SUB—JS:;)I in
Basic Filing:
Pages:
Claims:
Miscellaneous-Filing:
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Petition:

Patent-Appeals-and-Interference:

Post-Allowance-and-Post-Issuance:
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Total in USD ($) 500

Google Ex 1002 - Page 12




Electronic Acknowledgement Receipt

EFS ID: 32853717
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International Application Number:
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Customer Number: 92045
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Filer Authorized By:
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Payment Type CARD
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USOCR
S32 {2 ("20130262588" "20120151398").did. us- OR OFF 2015/07/28
PGPUB; 17:34
USPAT;
USOCR
S33 {5 ("20100066822" "20030210808" us- OR OFF 2015/07/28
"20090037477" "20130262588" PGPUB; 18:02
"20120151398").did. USPAT;
USOCR
S34 {0 ("20100066822" "20030210808" us- OR OFF 2015/07/28
"20090037477" "20130262588" PGPUB; 18:02
"20120151398").did. and freind USPAT;
USOCR
S35 i3 ("20100066822" "20030210808" us- OR OFF 2015/07/28
"20090037477" "20130262588" PGPUB; 18:02
"20120151398").did. and friend USPAT;
USOCR
S36 (i1 "12893669" us- OR OFF 2015/07/29
PGPUB; 09:35
USPAT;
USOCR
S37 1 "20110122159" us- OR OFF 2015/07/29
PGPUB; 09:49
USPAT;
USOCR
S38 {0 scroll$4 with page with thumbail us- OR OFF 2015/07/29
PGPUB; 09:54
USPAT;
USOCR
S39 {178 scroll$4 with page with thumbnail us- OR OFF 2015/07/29
PGPUB; 09:55
USPAT;
USOCR
S40 {4178 scroll$4 with page with thumbnail Us- OR OFF 2015/07/29
PGPUB; 09:55
USPAT;
S41 46 scroll$4 with page with thumbnail and Us- OR OFF 2015/07/29
touch$4 with proximity PGPUB; 09:55
USPAT;
USOCR
S42 2 scroll$4 with speed with touch$4 with us- OR OFF 2015/07/29
(proximity or position) and page with PGPUB; 09:59
thumbnail USPAT;
USOCR
$43 11 scroll$4 with (speed or rate) with touch$4 uUs- OR OFF 2015/07/29
and page with thumbnail PGPUB; 09:59
USPAT;
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USOCR |
S44 {2 ("20100122195" "20130042206").did. Us- OR OFF 2015/07/29
PGPUB; 10:12
USPAT;
USOCR
$45 {1 ("20010047373").did. Us- OR OFF 2015/07/29
PGPUB; 10:32
USPAT;
USOCR
$46 i1 ("20010047373" "2040175036").did. Us- OR OFF 2015/07/29
PGPUB; 10:33
USPAT;
USOCR
$47 2 ("20010047373" "20040175036").did. us- OR OFF 2015/07/29
PGPUB; 10:33
USPAT;
USOCRy 4  §
548 {669 extract$4 with image with article Us- OR OFF 2015/07/29
PGPUB; 10:36
USPAT;
USOCR
$49 {10 extract$4 with image with article and column {{US- OR OFF 2015/07/29
with image and column with text PGPUB; 10:36
USPAT;
USOCR

3/19/2018 1:22:41 PM
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Ref {Hits {Search Query DBs Default {Plurals {iTime

# Operator Stamp

L1 {60458 {(GO6F3/04842 GO6F3/0488 GO6F17/30247 Us- OR OFF 2018/03/19
G06K9/00288 GO6K9/00295 H04L65/403 PGPUB; 12:58
H04L67/308).cpc. USPAT

L2 {65106 {{(GO6F3/04842 GO6F3/0488 GO6F17/30247 us- OR OFF 2018/03/19
G0O6K9/00288 GO6K9/00295 H04L65/403 PGPUB; 12:59
HO04L67/306).cpc. (fac$3 near USPAT
recognition).clm.

L3 ot (GO6F3/04842 GO6F3/0488 GO6F17/30247 Us- OR OFF 2018/03/19
G06K9/00288 GO6K9/00295 H04L65/403 PGPUB; 12:59
H04L67/306).cpc. and (fac$3 near recognitionijUSPAT
and shar$3).clm.

L4 91 (GO6F3/04842 GO6F3/0488 GO6F17/30247 Us- OR ON 2018/03/19
G06K9/00288 GO6K9/00295 H04L65/403 PGPUB; 12:59
H04L67/306).cpc. and (fac$3 near recognition{USPAT

and shar$3).clm.

L5 {2 (GO6F3/04842 GO6F3/0488 GO6F17/30247 us- OR ON 2018/03/19
GO6K9/00288 GO6K9/00295 H04L65/403 PGPUB; 12:59
HO04L67/306).cpc. and (fac$3 near recognitionjjUSPAT
and shar$3 and third near party).cim.

St 7 ("20090141950" "20100066822" us- OR OFF 2018/03/14
"20110078097" "20030210808" PGPUB; 13:52
"20090037477" "20030078968" USPAT
"20030004916").did.

S2 45 ("20090141950" "20100066822" Us- OR ON 2018/03/14
"20110078097" "20030210808" PGPUB; 13:54
"20090037477" "20030078968" USPAT
"20030004916")

29 ("2003/0078968").URPN. USPAT {{OR OFF 2018/03/14
13:54
37 ("20020055955" | "20020056119" | Us- OR OFF 2018/03/14
"20020103813" | "20030009527" | PGPUB; 14:04
"20030033296" | "20030078968" | USPAT;
"20030145058" | "20030158855" | USOCR
"20030179301" | "20030236831" |
"20040003411" | "20040070678" |
"20040133588" | "20040174434" |
"20050021648" | "20050097173" |
"20050169558" | "20060251338" |
"20070011186" | "20070118508" |
"20070136244" | "20070208776" |
"20090231441" | "20110231747" |
"6301607").PN. OR ("8341219").URPN.

S5 {13 (("20020055955" | "20020056119" | Us- OR OFF 2018/03/14
"20020103813" | "20030009527" | PGPUB; 14:21
"20030033296" | "20030078968" | USPAT;

"20030145058" | "20030158855" | USOCCR
"20030179301" | "20030236831" |
"20040003411" | "20040070678" |
"20040133588" | "20040174434" |
"20050021648" | "20050097173" |
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"20050169558" | "20060251338" |
"20070011186" | "20070118508" |
"20070136244" | "20070208776" |
"20090231441" | "20110231747" |
"6301607").PN. OR ("8341219").URPN.) and
fac$3 near recognition

S6 83 ("20090141950" "20100066822" US- OR ON 2018/03/14

"20110078097" "20030210808" PGPUB; 14:54
"20090037477" "20030078968" USPAT
"20030004916" "8341219" "8144944")

S7 {9 ("20090141950" "20100066822" us- OR ON 2018/03/14
"20110078097" "20030210808" PGPUB; 14:54
"20090037477" "20030078968" USPAT
"20030004916" "8341219" "8144944") did.

S8 {180 shar$4 near4 image and fac$3 near us- OR ON 2018/03/14
recognition with train$3 PGPUB; 15:02

USPAT

S9 {155 shar$4 near4 image and fac$3 near us- OR ON 2018/03/14

recognition with train$3 same face PGPUB; 15:04
USPAT

S10 {10 shar$4 near4 image and fac$3 near uUs- OR ON 2018/03/14
recognition with train$3 same face with PGPUB; 15:04

““““““““ select$4 USPAT

S11 {22 ("20060174127" | "20070264991" | us- OR OFF 2018/03/19
"20100023865" | "20110275391" | PGPUB; 10:06
"20110288932" | "20110296339" | USPAT

"20110302517" | "20120125559" |
"20130060754" | "20130246941" |
"20140245156" | "20140304071" |
"20140325410" | "20150067669" |
"20150215491" | "20150261415" |
"20150317243" | "20150350874" |
"20170070361" | "8805972" | "9632920" |
"9791998").PN.

3/19/2018 1:21:49 PM
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Ref iHits Search Query DBs Default {Plurals {iTime
# Operator Stamp
S1 3 ("20100066822" "20030210808" us- OR OFF 2015/06/04
"20090037477").did. PGPUB; 14:05
USPAT;
USOCR
S2 371 facial near recognition and alphabetical us- OR OFF 2015/06/05
PGPUB; 15:47
USPAT;
USOCR
S3 0 facial near recognition and alphabetical us- OR OFF 2015/06/05
and filter with character PGPUB; 15:47
USPAT;
USOCR
S4 0 facial near recognition and alphabetical us- OR OFF 2015/06/05
and filter$4 with character PGPUB; 15:47
USPAT;
USOCR
S5 239 facial near recognition and alphabetical us- OR OFF 2015/06/05
and character PGPUB; 15:47
USPAT;
USOCR
S6 45 facial near recognition and alphabetical Us- OR OFF 2015/06/05
and character with input PGPUB; 15:48
USPAT;
USOCR
S7 94 facial near recognition and alphabetical us- OR ON 2015/06/05
and character with input$4 PGPUB; 15:48
USPAT;
USOCR
S8 0 facial near recognition same suggestion uUs- OR ON 2015/06/05
and alphabetical and character with PGPUB; 15:48
input$4 same (filter$4 or sort$4 or USPAT;
limit$4) USOCR
S9 0 facial near recognition same suggestion Us- OR ON 2015/06/05
and alphabetical and character with PGPUB; 15:48
input$4 USPAT;
USOCR
S10 {1 facial near recognition same suggestion Us- OR ON 2015/06/05
and alphabetical and character PGPUB; 15:48
USPAT;
USOCR
S11 {0 "14085832" us- OR ON 2015/06/05
PGPUB; 15:50
USPAT;
USOCR
S12 i1 facial near recognition same suggestion uUs- OR ON 2015/06/05
and alphabetical PGPUB; 15:53
USPAT;
USOCR
P iy ‘ 3
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S13 {0 facial near recognition and suggestion Us- OR ON 2015/06/05
same alphabetical PGPUB; 15:53
USPAT;
USOCR
S14 {47 facial near recognition and suggestion and{US- OR ON 2015/06/05
alphabetical PGPUB; 16:07
USPAT;
USOCR
S15 {1 facial near recognition same alphabetical {US- OR ON 2015/06/05
same select$4 PGPUB; 16:08
USPAT;
USOCR
S16 {229 facial near recognition and alphabetical Us- OR ON 2015/06/05
same select$4 PGPUB; 16:28
USPAT;
. R USCCR
S17 {150 facial near recognition and alphabetical Us- OR ON 2015/06/05
with select$4 PGPUB; 16:28
USPAT;
USOCR
S18 i3 facial near recognition and alphabetical uUs- OR ON 2015/06/05
same select$4 same (identit$4 or face) PGPUB; 16:29
USPAT;
USOCR
S19 {21 facial near recognition and character with §US- OR ON 2015/06/05
(input$4 or enter) same select$4 with PGPUB; 16:31
(identit$4 or face) USPAT;
USOCR
S20 {4 "12922984" us- OR ON 2015/06/05
PGPUB; 16:57
USPAT;
S21 {1 ("2013/0262588").URPN. USPAT {OR OFF 2015/06/05
16:57
S22 {0 "20130191414" USPAT {OR OFF 2015/06/05
16:59
S23 {1 "20130191416" USPAT {OR OFF 2015/06/05
17:00
S24 {2 tag$4 with face same alphabetical USPAT {OR OFF 2015/06/05
S25 {7 tag$4 with face same alphabetical us- OR OFF 2015/06/05
PGPUB; 17:03
USPAT;
USOCR
S26 {190 tag$4 with face same list us- OR OFF 2015/06/05
PGPUB; 17:04
USPAT;
USOCR
S27 {18 tag$4 with face same list and list with us- OR OFF 2015/06/05
alphabetical PGPUB; 17:05
USPAT,;
USOCR
S28 {20 tag$4 with face same list and list with us- OR OFF 2015/06/05
alphabetical$4 PGPUB; 17:05
USPAT;
USOCR
S29 {2 "20100281374" us- OR OFF 2015/06/07
PGPUB; 13:41
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USPAT;
USCCR
S30 {3 "20100281374" "20090109187" Us- OR OFF 2015/06/07
PGPUB; 13:46
USPAT;
USOCR
S31 59 ("20100218105" "7149776")/did. Us- OR OFF 2015/06/07
PGPUB; 19:12
USPAT;
USOCR
832 {2 ("20100218105" "7149776").did. Us- OR OFF 2015/06/07
PGPUB; 19:12
USPAT;
USCCR
S33 {2 ("20100218105" "7149776").did. Us- OR OFF 2015/06/08
PGPUB; 09:29
USPAT;
USCCR
S34 {3 ("20100218105" "7149776" Us- OR OFF 2015/06/08
"20020198941").did. PGPUB; 09:34
USPAT;
USOCR
S35 i3 ("20090079813" "5565888" Us- OR OFF 2015/06/08
"6642947").did. PGPUB; 09:57
USPAT;
USOCR
S36 {2 ("20080046562" "20080114875").did. Us- OR OFF 2015/06/08
PGPUB; 11:17
USPAT;
USCCR
S37 43 ("20080046562" "20080114875" Us- OR OFF 2015/06/08
"20090063491").did. PGPUB; 11:19
USPAT;
USCCR
S38 {3 ("20100066822" "20030210808" Us- OR OFF 2015/07/15
"20090037477").did. PGPUB; 16:55
USPAT;
USCCR
S39 {468 fac$4 near recognition and suggest$4 us- OR OFF 2015/07/15
with (name or identity) PGPUB; 17:22
USPAT;
USOCR
$40 513 fac$4 near recognition and suggest$4 Us- OR ON 2015/07/15
with (name or identity) PGPUB; 17:22
USPAT;
USCCR
S41 7 fac$4 near recognition and suggest$4 Us- OR ON 2015/07/15
with (name or identity) same third near PGPUB; 17:22
party USPAT;
USCCR
S$42 i1 annotat$4 with time with long$4 with Us- OR ON 2015/07/15
slow$4 with (content or media or video or {PGPUB; 17:30
playback) USPAT;
USCCR
S43  §j26 comment$4 with time with long$4 with us- OR ON 2015/07/15
slow$4 with (content or media or video or {PGPUB; 17:33
playback) USPAT;
USOCR
E i i ‘ ‘ y
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S44 {0 (writing or creating) with comment$4 with jjUS- OR ON 2015/07/15
time with long$4 with slow$4 with PGPUB; 17:34
(content or media or video or playback) USPAT;
USOCR
S45 {40 GO6F17/241.cpc. and playback with Us- OR ON 2015/07/15
speed PGPUB; 17:41
USPAT;
USCCR
$46 {0 playback with speed with (slow$4 or uUs- OR ON 2015/07/15
reduce) with user near4 typing PGPUB; 17:45
USPAT;
USCCR
S47 |6 playback with speed with (slow$4 or Us- OR ON 2015/07/15
reduce) with typing PGPUB; 17:45
USPAT;
- R USOCR
S48 i1 "20120278071".did. and (playback with Us- OR ON 2015/07/15
speed with (slow$4 or reduce) with PGPUB; 17:51
typing) and time USPAT;
USOCCR
$49 {0 ("2012/0278071").URPN. USPAT H{OR OFF 2015/07/15
23:04
S50 0 ("2012/0278071").URPN. USPAT {OR OFF 2015/07/15
23:04
S51 {1 "6952673".pn. USPAT H{OR OFF 2015/07/15
23:08
S52 4 ("6952673").URPN. USPAT {OR OFF 2015/07/15
23:10
S53 {0 playback with speed with posting USPAT {OR OFF 2015/07/15
23:22
S54 {0 playback with speed with posting us- OR OFF 2015/07/15
PGPUB; 23:22
USPAT;
USOCR
S55 {47 playback with speed with post uUs- OR OFF 2015/07/15
PGPUB; 23:23
USPAT;
USCCR
S56 {16 playback with speed with typing Us- OR OFF 2015/07/15
PGPUB; 23:23
USPAT,;
USCCR
S57 1689 playback with speed with type Us- OR OFF 2015/07/15
PGPUB; 23:23
USPAT;
USOCR
S58 1i86 playback with speed with type with user {US- OR OFF 2015/07/15
PGPUB; 23:23
USPAT;
USOCR
S59 {41 playback with speed with types with user {US- OR OFF 2015/07/15
PGPUB; 23:23
USPAT;
USOCR
S60 {172 (content or audio or video or movie) with }US- OR OFF 2015/07/15
play$4 with speed with input with time PGPUB; 23:28
with user USPAT;
USCCR
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S61 {104 (content or audio or video or movie) with {US- OR OFF 2015/07/15
play$4 with (reduc$4 or slow$4) with PGPUB; 23:28
speed with input with time with user USPAT;

USOCR

S62 1{852080 i(content or audio or video or movie) with {§US- OR OFF 2015/07/15
play$4 with (reduc$4 or slow$4) with PGPUB; 23:29
(rate or speed) with commentwith time USPAT;
with user USOCR

S63 {1 (content or audio or video or movie) with {US- OR OFF 2015/07/15
play$4 with (reduc$4 or slow$4) with PGPUB; 23:29
(rate or speed) with comment with time {USPAT;
with user UsCCRy & &

S64 {112 (content or audio or video or movie) with {jUS- OR OFF 2015/07/15
play$4 with (reduc$4 or slow$4) with PGPUB; 23:29
(rate or speed) with input with time with {jUSPAT;
user USOCR

S65 2 (content or audio or video or movie) with {US- OR OFF 2015/07/15
play$4 with (reduc$4 or slow$4) with PGPUB; 23:30
(rate or speed) with input near5 time USPAT;
near5 user USOCR

S66 {{562986 i(content or audio or video or movie) with {US- OR OFF 2015/07/15
play$4 with (reduc$4 or slow$4) with PGPUB; 23:30
(rate or speed) with typ$4near5 time USPAT;
nearb user USOCR

S67 {0 (content or audio or video or movie) with {US- OR OFF 2015/07/15
play$4 with (reduc$4 or slow$4) with PGPUB; 23:30
(rate or speed) with typ$4 near5 time USPAT;

nearb user USOCR

S68 2 (content or audio or video or movie) Us- OR OFF 2015/07/15
near4 play$4 near4 (reduc$4 or slow$4) {{PGPUB; 23:31
near4 (rate or speed) with input with time jjUSPAT;
with user USOCR

S69 {1053 (content or audio or video or movie) uUs- OR OFF 2015/07/15
near4 play$4 near4 (reduc$4 or slow$4) {{PGPUB; 23:32
near4 (rate or speed) USPAT;

USOCR

S70 216 (content or audio or video or movie) Us- OR ON 2015/07/15
near4 play$4 near4 (reduc$4 or slow$4) {{PGPUB; 23:32
near4 (rate or speed) with time USPAT;

USOCR

S71 {12 (content or audio or video or movie) us- OR ON 2015/07/15
near4 play$4 near4 (reduc$4 or slow$4) {{PGPUB; 23:32
near4 (rate or speed) with time near3 USPAT;

8 iperiod USOCR

S72 {155 GO6F17/241.cpc. and (content or movie  {US- OR ON 2015/07/16
or video or audio) with (speed or rate) PGPUB; 16:42

USPAT;
USOCR

S73 {156 GO6F17/241.cpc. and (content or movie  {US- OR ON 2015/07/16

or video or audio) with (speed$4 or rate) {PGPUB; 16:42
USPAT;
USOCR

S74 4431693 {{(content or movie or video or audio) neab §US- OR ON 2015/07/16
(speed$4 or rate or slow$4) with PGPUB; 17:09
commenting USPAT;

USOCR

S75 21 (content or movie or video or audio) us- OR ON 2015/07/16
near5 (speed$4 or rate or slow$4) with PGPUB; 17:09
commenting USPAT;
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S76 {0 (content or movie or video or audio) Us- OR ON 2015/07/16
near5 (speed$4 or rate) near4 (reduc$4 {{PGPUB; 17:11
or lower$4 or decreas$4 or slow$4) with JUSPAT;
commenting USOCR
S77 {42 (content or movie or video or audio) us- OR ON 2015/07/16
near5 (speed$4 or rate) near4 (reduc$4 {{PGPUB; 17:12
or lower$4 or decreas$4 or slow$4) with FUSPAT;
focus$4 USOCR
S78 8 (content or movie or video or audio) Us- OR ON 2015/07/16
near5 (speed$4 or rate) near4 (reduc$4 {|PGPUB; 17:12
or lower$4 or decreas$4 or slow$4) with HUSPAT;
user with (focus$4 or attention) USOCR
S79 8 (content or movie or video or audio) Us- OR ON 2015/07/16
near5 (speed$4 or rate) near4 (reduc$4 {{PGPUB; 17:14
or lower$4 or decreas$4 or slow$4) with FUSPAT;
“““““““““““““““““““““““ user with (focus$4 or attention) and time {USOCR
S80 {44 ("5561718" | "5774591" | "5892754" | us- OR OFF 2015/07/16
"6072494" | "6128397" | "6154559" | PGPUB; 17:20
"6232974" | "6324573" | "6421064" | USPAT;
"6437758" | "6453336" | "6578962" | USOCR
"6750880").PN. OR ("7284201").URPN.
S81 {40 ("5561718" | "5774591" | "5892754" | us- OR OFF 2015/07/16
"6072494" | "6128397" | "6154559" | PGPUB; 17:22
"6232974" | "6324573" | "6421064" | USPAT;
"6437758" | "6453336" | "6578962" | USOCR
"6750880").PN. OR ("7284201").URPN.
and (speed or rate)
S82 {38 (("5561718" | "5774591" | "5892754" | us- OR OFF 2015/07/16
"6072494" | "6128397" | "6154559" | PGPUB; 17:23
"6232974" | "6324573" | "6421064" | USPAT;
"6437758" | "6453336" | "6578962" | USOCR
"6750880").PN. OR ("7284201").URPN.
yand (speed or rate)
S83 25 (("5561718" | "5774591" | "5892754" | us- OR OFF 2015/07/16
"6072494" | "6128397" | "6154559" | PGPUB; 17:25
"6232974" | "6324573" | "6421064" | USPAT;
"6437758" | "6453336" | "6578962" | USOCR
"6750880").PN. OR ("7284201").URPN.
yand ((speed or rate) with (content or
““““““““““““““““““““ video or movie))
S84 i1 "20030052911".did. us- OR OFF 2015/07/16
PGPUB; 17:29
USPAT;
USOCR
S85 2 ("20030052911" "20050097451").did. us- OR OFF 2015/07/16
PGPUB; 17:31
USPAT;
USOCR
S86 i1 "13934448" us- OR OFF 2015/07/17
PGPUB; 08:37
USPAT;
USOCR }
S87 2 "20130086175" us- OR OFF 2015/07/17
PGPUB; 12:09
USPAT;
__________________________ USOCR
S88 {66 (email or (e or electronic) adj (mail or Us- OR OFF 2015/07/17
message)) with receiv$4 with "same" PGPUB; 12:15
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near3 (conversation or thread or chain) USPAT;
USOCR
S89 {10 (email or (e or electronic) adj (mail or Us- OR OFF 2015/07/17
message)) with receiv$4 with "same" PGPUB; 12:16
near3 (conversation or thread or chain) USPAT;
with (compos$8 or draft$4) USOCR
S90 {10 (email or (e or electronic) adj (mail or Us- OR OFF 2015/07/17
message)) with receiv$4 with (currently$2 {iPGPUB; 12:17
or "same") near3 (conversation or thread {{USPAT,;
or chain) with (compos$8 or draft$4) USOCR
S91 {10 (email or (e or electronic) adj (mail or uUs- OR OFF 2015/07/17
message)) with receiv$4 with (current$2 {{PGPUB; 12:17
or "same") near3 (conversation or thread {USPAT;
or chain) with (compos$8 or draft$4) USOCR
S92 {10 (email or (e or electronic) adj (mail or Us- OR ON 2015/07/17
message)) with receiv$4 with (current$2 {{PGPUB; 12:17
or "same") near3 (conversation or thread {USPAT;
or chain) with (compos$8 or draft$4) USOCR
S93 {104 (email or (e or electronic) adj (mail or us- OR ON 2015/07/17
message)) with receiv$4 with (current$2 {{PGPUB; 12:18
or "same") near3 (conversation or thread {USPAT;
or chain) USOCR
S94 459 (email or (e or electronic) adj (mail or Us- OR ON 2015/07/17
message)) near3 receiv$4 with (current$2 {PGPUB; 12:19
or "same") near3 (conversation or thread {USPAT,;
or chain) USOCR
S95 i3 ("6170346" "6631398" "6496853").pn. us- OR ON 2015/07/17
PGPUB; 12:36
USPAT;
USOCR
S96 {3 ("6701346" "6631398" "6496853").pn. us- OR ON 2015/07/17
PGPUB; 12:36
USPAT;
USOCR
S97 i3 (email or (e or electronic) adj (mail or us- OR ON 2015/07/17
message)) near3 receiv$4 with (draft$4 ori|PGPUB; 12:38
compos$8) near3 (conversation or thread {§USPAT;
or chain) USOCR
S98 2 ("2011/0191429").URPN. USPAT {OR OFF 2015/07/17
12:55
S99 i1 "20080222265" USPAT {OR OFF 2015/07/17
12:56
S100 {6 (email or (e or electronic) adj (mail or Us- OR ON 2015/07/17
message)) near3 recent$4 with (current$2{{PGPUB; 12:57
or "same") near3 (conversation or thread {USPAT;
il Hor chain) USOCR
S101 1 "20110191429" and display Us- JoR ON 2015/07/17,
PGPUB; 13:01
USPAT;
USOCR
S102 {1 "20110191429" and display$4 us- OR ON 2015/07/17
PGPUB; 13:01
USPAT;
USOCR
S$103 {20 (email or (e or electronic) adj (mail or us- OR ON 2015/07/17
message)) near3 new$4 with (current$2 {{PGPUB; 13:06
or "same") near3 (conversation or thread {USPAT;
or chain) USOCR
f g i i \
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S104 {19 (email or (e or electronic) adj (mail or Us- OR ON 2015/07/17
message)) near3 new$4 near5 display$ PGPUB; 13:09
near3 (conversation or thread or chain) USPAT;

USOCR

S105 {0 (email or (e or electronic) adj (mail or uUs- OR ON 2015/07/17
message)) near3 new$4 near5 display$ PGPUB; 13:10
near3 (conversation or thread or chain) USPAT;
with (writ$4 or draft$4 or composition or USOCR
compos$4)

S106 {0 (email or (e or electronic) adj (mail or uUs- OR ON 2015/07/17
message)) near3 new$4 near5 display$ PGPUB; 13:11
near3 (conversation or thread or chain) USPAT;
same (writ$4 or draft$4 or composition or §USOCR
compos$4)

S107 i1 (email or (e or electronic) adj (mail or us- OR ON 2015/07/17
message)) near3 new$4 near5 display$ PGPUB; 13:12
with (conversation or thread or chain) USPAT;
same (writ$4 or draft$4 or composition or USOCR
compos$4)

S108 {2 ("20110191429" "20120311055").did. us- OR ON 2015/07/17

PGPUB; 13:15
USPAT;
USOCR

S109 §27 (email or (e or electronic) adj (mail or uUs- OR ON 2015/07/17
message)) near3 new$4 nearb display$ PGPUB; 13:16
with (conversation or thread or chain) USPAT;

USOCR

S110 i3 (email or (e or electronic) adj (mail or us- OR ON 2015/07/17
message)) near3 new$4 with display$ PGPUB; 13:48
with concurrent$4 USPAT;

USOCR

S111 47 (email or (e or electronic) adj (mail or Us- OR ON 2015/07/17
message)) and message near3 new$4 PGPUB; 13:48
with display$ with concurrent$4 USPAT;

USOCR

S112 §10 (email or (e or electronic) adj (mail or us- OR ON 2015/07/17
message)) and (message or mail) near3 {{PGPUB; 13:55
new$4 with display$ with concurrent$4 USPAT;

USOCR

S113 43 ("20030036393" "20110191429" us- OR ON 2015/07/17

"20120311055").did. PGPUB; 14:24
USPAT;

“““““ USOCR } |

S114 §3 ("20030036393" "20110191429" us- OR ON 2015/07/17
"20120311055").did. and new PGPUB; 14:26

USPAT;
USOCR

S115 4 ("20030036393" "20110191429" us- OR ON 2015/07/17
"20120311055" "20100115559").did. and {{PGPUB; 15:45
new USPAT;

USOCR

S116 5 ("20030036393" "20110191429" us- OR ON 2015/07/17
"20120311055" "20100115559" PGPUB; 16:01
"20080222265").did. and new USPAT;

USOCR

S117 {4 ("20030036393" "20110191429" us- OR ON 2015/07/17
"20120311055" "20080222265").did. and {PGPUB; 16:02
new USPAT;

_____ USOCR
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S118 {0 ("2008/0222265") .URPN. USPAT {OR OFF 2015/07/17
16:02
S119 §2 ("20080005247" "20100313125").did. us- OR ON 2015/07/17
PGPUB; 16:21
USPAT;
USOCR
S$120 {{565 (face or facial) near (recognition or us- OR OFF 2015/12/08
identification) with relative PGPUB; 16:07
USPAT;
USOCR
S121 {25 (face or facial) near (recognition or us- OR OFF 2015/12/08
identification) with relative with receiv$4 {{PGPUB; 16:07
USPAT;
USOCR
S122 {31 (face or facial) near (recognition or us- OR ON 2015/12/08
identification) with relative with receiv$4 {PGPUB; 16:08
USPAT;
USOCR
S123 {27 (face or facial) near (recognition or Us- OR ON 2015/12/08
identification) with (friend or family) with {{PGPUB; 16:09
receiv$4 USPAT;
USCCR
S124 30 (face or facial) near (recognition or us- OR ON 2015/12/08
identification) near data with (friend or PGPUB; 17:14
family) with receiv$4 USPAT;
USOCR
S$125 {5 (face or facial) near (recognition or us- OR ON 2015/12/08
identification) near data with (friend or PGPUB; 17:15
family or relation$6 or relat$3) with USPAT;
receivg4 USOCR
S126 §{j11 (face or facial) near (recognition or us- OR ON 2015/12/08
identification) near (info or information or {}PGPUB; 17:15
data) with (friend or family or relation$6 {USPAT;
or relat$3) with receiv$4 USOCR
S127 {18 (face or facial) near (recognition or Us- OR ON 2015/12/08
identification) near (info or information or {{PGPUB; 17:19
data) with third near party USPAT;
USCCR
S128 {3 "13525037" us- OR ON 2015/12/08
PGPUB; 17:51
USPAT;
USOCR
S129 ({66 (face or facial) near (recognition or us- OR ON 2015/12/08
identification) near (info or information or {{PGPUB; 17:53
data) with (friend or family) USPAT;
USOCR
S130 {0 (face or facial) near (recognition or us- OR ON 2015/12/08
identification) near (info or information or {{PGPUB; 17:55
data) with updat$4 with (friend or family) jUSPAT;
USOCR
S131 42 (face or facial) near (recognition or Us- OR ON 2015/12/08
identification) near (info or information or }PGPUB; 17:55
data) with updat$4 same social USPAT;
USCCR
S$132 §2 "20110212717" and (face and facial) and {US- OR ON 2015/12/08
(face or facial) near (recognition or PGPUB; 18:03
identification) near (info or information or jUSPAT;
data) with (friend or family) USOCR
T | oo !
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S133 {2 "20110212717" and (face or facial or us- OR ON 2015/12/08
friend or family) and (face or facial) near {PGPUB; 18:12
(recognition or identification) near (info or jUSPAT;
information or data) with (friend or USOCR
family)
S134 {17745 (G0BK9/00221 GO6K9/00288 us- OR ON 2015/12/08
G06K9/00295 GO6K9/68 GOBKI/66 PGPUB; 18:28
GO6F17/30244 GO6F17/30247 USPAT;
GO6F3/0481).cpc. USOCR
S135 {32 (GO6K9/00221 GO6K9/00288 Us- OR ON 2015/12/08
G06K9/00295 GO6K9/68 GOBK9I/66 PGPUB; 18:30
GO6F17/30244 GO6F17/30247 USPAT;
GO06F3/0481).cpc. and ((face or facial) USOCR
near (recognition or identification) near
data with (friend or family or related or
relative) )
S136 {60 (G0OBK9/00221 GO6K9/00288 us- OR ON 2015/12/08
G06K9/00295 GO6K9/68 GOBK9/66 PGPUB; 18:30
GO6F17/30244 GO6F17/30247 USPAT;
GO6F3/0481).cpc. and ((face or facial) USOCR
near (recognition or identification) near
(data or information) with (friend or
family or related or relative) )
S137 {1 (G0BK9/00221 GO6K9/00288 us- OR ON 2015/12/08
G06K9/00295 GO6K9/68 GOBK9/66 PGPUB; 18:30
GO06F17/30244 GO6F17/30247 USPAT;
GO6F3/0481).cpc. and ((face or facial) USOCR
near (recognition or identification) near
(data or information) with (friend or
family or related or relative or third) with
(updat$4 or receiv$4))
S138 {2 "20120096249" Us- OR ON 2015/12/09
PGPUB; 11:18
USPAT;
USOCR
S139 {3 "20120096249" "14037228" us- OR ON 2015/12/09
PGPUB; 11:19
USPAT;
USOCR
S$140 {3 "20120096249" "14037228" and activity {US- OR ON 2015/12/09
near sensor PGPUB; 11:19
USPAT;
USOCR
S141 {3 ("6978127" "20070080936" us- OR ON 2015/12/09
"20060229802").did. PGPUB; 12:43
USPAT;
USOCR
S142 {4 verbosity.ti. uUs- OR ON 2015/12/09
PGPUB; 15:11
USPAT;
USOCR
$143 {76 verbosity.clm. us- OR ON 2015/12/09
PGPUB; 15:35
USPAT;
USOCR
S144 {27 (verbosity and display$4).clm. us- OR ON 2015/12/09
PGPUB; 15:36
USPAT;
USOCR
S145 116811 {{(verbosity and display$4 and audio or lUss  {OR ON 2015/12/09




EAST Search History

sound).clm. PGPUB; 15:36
USPAT;
USOCR
S146 {9 (verbosity and display$4 and (audio or Us- OR ON 2015/12/09
sound)).clm. PGPUB; 15:36
USPAT;
USOCR
S147 {4 verbosity and "20130128060" us- OR ON 2015/12/09
PGPUB; 15:39
USPAT;
USOCR
5148 ii6 (GO6F3/167 GO6F3/0482 G10L13/00 us- OR ON 2015/12/09
G10L15/00).cpc. and (verbosity).clm. PGPUB; 15:48
USPAT;
USOCR
S$149 {10 (GO6F3/167 GO6F3/0482 G10L13/00 us- OR ON 2015/12/09
G10L15/00).cpc. and (verbos$4).clm. PGPUB; 15:48
USPAT;
USOCR
S150 i1 "6901330".pn. us- OR ON 2015/12/09
PGPUB; 15:56
USPAT;
USOCR
S151 {0 advanced near audio near feedback and {{US- OR ON 2015/12/09
(beginner or novice) near audio near PGPUB; 15:58
feedback USPAT;
USOCR
S152 {0 advanced near audi$4 near (feedback or {US- OR ON 2015/12/09
prompt) and (beginner or novice) near PGPUB; 15:59
audi$4 near (feedback or prompt) USPAT;
USOCR
S153 {0 (advanced or experienc$4) near audi$4 Us- OR ON 2015/12/09
near (feedback or prompt) and (beginner {PGPUB; 15:59
or novice) near audi$4 near (feedback or {USPAT;
prompt) USOCR
S154 {0 (advanced or experienc$4 or expert) near jUS- OR ON 2015/12/09
audi$4 near (feedback or prompt) and PGPUB; 16:00
(beginner or novice) near audi$4 near USPAT;
(feedback or prompt) USOCR
S155 {14 (advanced or experienc$4 or expert) with jUS- OR ON 2015/12/09
audi$4 near (feedback or prompt) and PGPUB; 16:00
(beginner or novice) with audi$4 near USPAT;
(feedback or prompt) USOCR
S156 {43 local near5 clipboard and remote near5 uUs- OR ON 2015/12/14
clipboard PGPUB; 12:25
USPAT;
USOCR
S157 {452 "5347295" "7748634" us- OR ON 2015/12/14
PGPUB; 13:08
USPAT;
USOCR
S158 2 ("5347295" "7748634").pn. us- OR ON 2015/12/14
PGPUB; 13:08
USPAT;
USOCR
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450

Alexandria, Virginia 22313-1450

WWW.uspto.gov

NOTICE OF ALLOWANCE AND FEE(S) DUE

92045 7590 03/30/2018 | EXAMINER |
The Caldwell Firm, LL.C RIEGLER, PATRICK F
PO Box 59655
Dept. SVIPGP | ART UNIT PAPER NUMBER |
Dallas, TEXAS 75229 2142

UNITED STATES OF AMERICA DATE MAILED: 03/30/2018

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

15/803.824 11/05/2017 Jesse Ozog JO003D 7670

TITLE OF INVENTION: DEVICE, APPARATUS, AND METHOD FOR FACIAL RECOGNITION

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE I PUBLICATION FEE DUE | PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

REGULAR SMALL $500 $0.00 $0.00 $500 07/02/2018

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE MAILING
DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS STATUTORY PERIOD
CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES NOT REFLECT A CREDIT
FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS PREVIOUSLY BEEN PAID IN
THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM WILL BE CONSIDERED A REQUEST
TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW DUE.

HOW TO REPLY TO THIS NOTICE:

I. Review the ENTITY STATUS shown above. If the ENTITY STATUS is shown as SMALL or MICRO, verify whether entitlement to that
entity status still applies.
If the ENTITY STATUS is the same as shown above, pay the TOTAL FEE(S) DUE shown above.

If the ENTITY STATUS is changed from that shown above, on PART B - FEE(S) TRANSMITTAL, complete section number 5 titled
"Change in Entity Status (from status indicated above)".

For purposes of this notice, small entity fees are 1/2 the amount of undiscounted fees, and micro entity fees are 1/2 the amount of small entity
fees.

II. PART B - FEE(S) TRANSMITTAL, or its equivalent, must be completed and returned to the United States Patent and Trademark Office
(USPTO) with your ISSUE FEE and PUBLICATION FEE (if required). If you are charging the fee(s) to your deposit account, section "4b"
of Part B - Fee(s) Transmittal should be completed and an extra copy of the form should be submitted. If an equivalent of Part B is filed, a
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing
the paper as an equivalent of Part B.

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to Mail
Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of maintenance
fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page 1 of 3
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Commissioner for Patents
P.O. Box 1450
Alexandria, Virginia 22313-1450
or Fax (571)-273-2885

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 5 should be completed where appropriate. All
further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as indicated unless corrected
below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for maintenance fee notifications.
Note: A certificate of mailing can only be used for domestic mailings of the
Fee(s) Transmittal. This certificate cannot be used for any other accompanying
papers. Each additional paper, such as an assignment or formal drawing, must
have its own certificate of mailing or transmission.

CURRENT CORRESPONDENCE ADDRESS (Note: Use Block 1 for any change of address)

92045 7590 03/30/2018 . - e
. Certificate of Mailing or Transmission
The Caldwell Firm, LLC I hereby certify that this Fee(s) Transmittal is being deposited with the United
PO Box 59655 States Postal Service with sufficient postage for first class mail in an envelope
addressed to the Mail Stop ISSUE FEE address above, or being facsimile
Dept. SVIPGP transmitted to the USPTO (571) 273-2885, on the date indicated below.
Dallas, TEXAS 75229 —
(Depositor's name)
UNITED STATES OF AMERICA
(Signature)
(Date)l
I APPLICATION NO. | FILING DATE | FIRST NAMED INVENTOR | ATTORNEY DOCKET NO. | CONFIRMATION NO. |
15/803,824 11/05/2017 Jesse Ozog JOO03D 7670
TITLE OF INVENTION: DEVICE, APPARATUS, AND METHOD FOR FACIAL RECOGNITION
| APPLN. TYPE | ENTITY STATUS I ISSUE FEE DUE I PUBLICATION FEE DUE | PREV. PAID ISSUE FEE | TOTAL FEE(S) DUE | DATE DUE |
REGULAR SMALL $500 $0.00 $0.00 $500 07/02/2018

I EXAMINER | ART UNIT | CLASS-SUBCLASS |
RIEGLER, PATRICK F 2142 715-764000
1. Change of correspondence address or indication of "Fee Address” (37 2. For printing on the patent front page, list 1
CFR 1.363). (1) The names of up to 3 registered patent attorneys
or agents OR, alternatively, 2

M| Change of correspondence address (or Change of Correspondence

Address form PTO/SB/122) attached (2) The name of a single firm (having as a member a

registered attorney or agent) and the names of up to 3

O e N P 2 registered patent attorneys or agents. If no name is
Fee Address" indication (or "Fee Address" Indication form PTO/ listed, no name will be printed.

SB/47; Rev 03-02 or more recent) attached. Use of a Customer
Number is required.

. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASENOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for recordation
as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)

|95}

Please check the appropriate assignee category or categories (will not be printed on the patent) : (] Individual [ Corporation or other private group entity (] Government

4a. The following fee(s) are submitted: 4b. Payment of Fee(s): (Please first reapply any previously paid issue fee shown above)
[ Issue Fee [ A check is enclosed.
() Publication Fee (No small entity discount permitted) M| Payment by credit card. Form PTO-2038 is attached.
[ Advance Order - # of Copies (I The director is hereby authorized to charge the required fee(s), any deficiency, or credits any
overpayment, to Deposit Account Number (enclose an extra copy of this form).

5. Change in Entity Status (from status indicated above)

NOTE: Absent a valid certification of Micro Entity Status (see forms PTO/SB/15A and 15B), issue
fee payment in the micro entity amount will not be accepted at the risk of application abandonment.
NOTE: If the application was previously under micro entity status, checking this box will be taken
to be a notification of loss of entitlement to micro entity status.

NOTE: Checking this box will be taken to be a notification of loss of entitlement to small or micro
entity status, as applicable.

M| Applicant certifying micro entity status. See 37 CFR 1.29

M| Applicant asserting small entity status. See 37 CFR 1.27

M| Applicant changing to regular undiscounted fee status.

NOTE: This form must be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 1.4 for signature requirements and certifications.

Authorized Signature Date
Typed or printed name Registration No.
Page 2 of 3
PTOL-85 Part B (10-13) Approved for use through 10/31/2013. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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OMB Clearance and PRA Burden Statement for PTOL-85 Part B

The Paperwork Reduction Act (PRA) of 1995 requires Federal agencies to obtain Office of Management and Budget
approval before requesting most types of information from the public. When OMB approves an agency request to
collect information from the public, OMB (i) provides a valid OMB Control Number and expiration date for the
agency to display on the instrument that will be used to collect the information and (ii) requires the agency to inform
the public about the OMB Control Number’s legal significance in accordance with 5 CFR 1320.5(b).

The information collected by PTOL-85 Part B is required by 37 CFR 1.311. The information is required to obtain
or retain a benefit by the public which is to file (and by the USPTO to process) an application. Confidentiality is
governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including
gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon
the individual case. Any comments on the amount of time you require to complete this form and/or suggestions
for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office,
U.S. Department of Commerce, P.O. Box 1450, Alexandria, Virginia 22313-1450. DO NOT SEND FEES OR
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria,
Virginia 22313-1450. Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection
of information unless it displays a valid OMB control number.

Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the requirements
of the Act, please be advised that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b)
(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the information
is used by the U.S. Patent and Trademark Office is to process and/or examine your submission related to a patent
application or patent. If you do not furnish the requested information, the U.S. Patent and Trademark Office may not
be able to process and/or examine your submission, which may result in termination of proceedings or abandonment
of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5§ U.S.C 552a). Records from this system of records may
be disclosed to the Department of Justice to determine whether disclosure of these records is required by the
Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of
settlement negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting
a request involving an individual, to whom the record pertains, when the individual has requested assistance
from the Member with respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having
need for the information in order to perform a contract. Recipients of information shall be required to comply
with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the Administrator, General Services,
or his/her designee, during an inspection of records conducted by GSA as part of that agency's responsibility
to recommend improvements in records management practices and programs, under authority of 44 U.S.C.
2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection
of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall
not be used to make determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record
may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record was filed
in an application which became abandoned or in which the proceedings were terminated and which application
is referenced by either a published application, an application open to public inspection or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.
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Application No. Applicant(s)
. . 15/803,824 Ozog, Jesse
Notice of Allowability Examiner Art Unit AlA Status
PATRICK F RIEGLER 2142 Yes

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1.4 This communication is responsive to Application filing on 11/05/2017 and interview held 3/19/2018.
[J A declaration(s)affidavit(s) under 37 CFR 1.130(b) was/were filed on .

2.[J An election was made by the applicant in response to a restriction requirement set forth during the interview on ; the
restriction requirement and election have been incorporated into this action.

3. The allowed claim(s) is/are 1-30 . As a result of the allowed claim(s), you may be eligible to benefit from the Patent Prosecution
Highway program at a participating intellectual property office for the corresponding application. For more information, please see
http://www.uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPHfeedback@uspto.gov.

4.[] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

Certified copies:
a) LJAIl b) (JSome  *c) [J None of the:
1. (O Certified copies of the priority documents have been received.
2. [J Certified copies of the priority documents have been received in Application No. ___
3. [J Copies of the certified copies of the priority documents have been received in this national stage application from the
International Bureau (PCT Rule 17.2(a)).

* Certified copies not received:

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file areply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

5] CORRECTED DRAWINGS (as "replacement sheets") must be submitted.

(O including changes required by the attached Examiner's Amendment / Comment or in the Office action of
Paper No./Mail Date .

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front {(not the back) of each
sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

6.(] DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s)

1.4} Notice of References Cited (PTO-892) 5. (J Examiner's Amendment/Comment

2.0 Information Disclosure Statements (PTO/SB/08), 6. ¥} Examiner's Statement of Reasons for Allowance
Paper No./Mail Date .

3.0 Examiner's Comment Regarding Requirement for Deposit 7. (J Other .

of Biological Material
4.V Interview Summary (PTO-413),
Paper No./Mail Date. 3/19/2018.
/PATRICK F RIEGLER/
Primary Examiner, Art Unit 2142

U.S. Patent and Trademark Office i
PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mail Date 20180309
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Application/Control Number:15/803,824 Page?2
Art Unit:2142

ALLOWANCE
1. Claims 1-30 are allowed.
Reasons for Allowance
2. The following is an examiner's statement of reasons for allowance:

Regarding independent claim 1, 23, and 27:

The prior art of record broadly discloses A device, comprising: a screen; an input
mechanism; at least one non-transitory memory storing instructions; and one or more
processors in communication with the screen, the input mechanism, and the at least
one non-transitory memory, wherein the one or more processors execute the
instructions to cause the device to: display, utilizing the screen of the device, a plurality
of indicia each including at least a portion of an image including a face; receive, utilizing
the input mechanism of the device, a user input in connection with at least one of the
indicia including at least a portion of a first image including a first face; after receiving
the user input in connection with the at least one indicia, display, utilizing the screen of
the device, a first set of images each including the first face that has been recognized in
at least one of a plurality of images accessible via the device. More specifically,
Steinberg (US 2010/0066822 A1), Choi (US 2009/0037477 A1), Young (US 8,341,219
B1), and Thornton (US 2011/0078097 A1) disclose the ideas of selecting facial indicia
within an image, presenting faces for selection to identify the selected facial indicia, and
sharing images automatically and based on relationships when a specific face is

identified within images.
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Application/Control Number:15/803,824 Page3
Art Unit:2142

However, the prior art of record does not explicitly teach, in combination with
above, display, utilizing the screen of the device, at least one option for sharing images,
where the sharing is performed utilizing face recognition information that is based on
third party input of a third party that is provided by the third party into at least one other
device in association with at least one face, the face recognition information being
utilized in connection with the at least one option for sharing images based on a relation
between a user of the device and the third party associated with the third party input,
such that the face recognition information is only utilized in connection with the at least
one option for sharing images if the relation exists between the user of the device and
the third party associated with the third party input; in connection with the at least one
option for sharing images, display, utilizing the screen of the device, a second set of
images each including the at least one face that has been recognized in at least one of
the plurality of images accessible via the device utilizing the face recognition information
that is based on the third party input of the third party that is provided by the third party
into the at least one other device in association with the at least one face; receive,
utilizing the input mechanism of the device, a user input in connection with at least one
of the second set of images; and after receiving the user input in connection with at
least one of the second set of images, cause one or more of the second set of images

to be shared.

Therefore, the above limitations, in the specific combinations as recited in the

independent claims 1, 23, and 27, define patent ability of the claims over the prior art of

record.
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Application/Control Number:15/803,824 Page4
Art Unit:2142

Any comments considered necessary by applicant mustbe submitted no later
than the payment of the issue fee and, to avoid processing delays, should preferably
accompany the issue fee. Such submissions should be clearly labeled “Comments on

Statement of Reasons for Allowance.”

Conclusion
3. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to PATRICK F RIEGLER whose telephone number is
(671)270-3625. The examiner can normally be reached on M-F 9:30a-5:00p.

Examiner interviews are available via telephone, in-person, and video
conferencing using a USPTO supplied web-based collaboration tool. To schedule an
interview, applicant is encouraged to use the USPTO Automated Interview Request
(AIR) at http://www.uspto.gov/interviewpractice.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s
supervisor, Ajay Bhatia can be reached on 571-272-3906. The fax phone number for
the organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the
Patent Application Information Retrieval (PAIR) system. Status information for
published applications may be obtained from either Private PAIR or Public PAIR.
Status information for unpublished applications is available through Private PAIR only.
For more information about the PAIR system, see http://pair-direct.uspto.gov. Should

you have questions on access to the Private PAIR system, contact the Electronic
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Application/Control Number:15/803,824 Pageb5
Art Unit:2142

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a
USPTO Customer Service Representative or access to the automated information

system, call 800-786-9199 (IN USA OR CANADA) or 571-272-1000.

/PATRICK F RIEGLER/
Primary Examiner, Art Unit 2142
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Application No. Applicant(s)

. L. . 15/803,824 Ozog, Jesse
Examiner-initiated Interview Summary 9
Examiner Art Unit AIA Status
PATRICK F RIEGLER 2142 Yes

All participants (applicant, applicant’s representative, PTO personnel):

(1) PATRICK F. RIEGLER. (3) .

(2) Patrick Caldwell. (4) .

Date of Interview: 19 March 2018.

Type: Telephonic  [J Video Conference
(] Personal [copy given to: (1 applicant (] applicant's representative]

Exhibit shown or demonstration conducted: [ Yes No.
If Yes, brief description:

Issues Discussed [J 101 112 [O102 [3103 Others

(For each of the checked box(es) above, please describe below the issue and detailed description of the discussion)
Claim(s) discussed: 1-30.
Identification of prior art discussed: NA.

Substance of Interview
(For each issue discussed, provide a detailed description and indicate if agreement was reached. Some topics may include: identification or clarification of a reference
or a portion thereof, claim interpretation, proposed amendments, arguments of any applied references etc...)

Examiner called Applicant to request a Terminal Disclaimer. Applicant Accepted.

Applicant recordation instructions: It is not necessary for applicant to provide a separate record of the substance of interview.

Examiner recordation instructions: Examiners must summarize the substance of any interview of record. A complete and proper recordation of the

substance of an interview should include the items listed in MPEP 713.04 for complete and proper recordation including the identification of the general
thrust of each argument or issue discussed, a general indication of any other pertinent matters discussed regarding patentability and the general results or
outcome of the interview, to include an indication as to whether or not agreement was reached on the issues raised.

O Attachment

/PATRICK F RIEGLER/
Primary Examiner, Art Unit 2142

U.S. Patent and Trademark Office
PTOL-413B (Rev. 8/11/2010) Interview Summary Paper No. 20180309
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Application/Control No.

Applicant(s)/Patent Under Reexamination

Search Nofes 15/803 824 Oz0g, Jesse
H“m “m ‘l‘ml m ‘l“ o s
PATRICK F RIEGLER 2142
CPC - Searched*
Symbol Date Examiner
HO04L 65/403, 67/306 03/19/2018 pr
GO6F 3/04842, 3/0488, 17/30247 03/19/2018 pr
GO06K 9/00288, 9/00295 03/19/2018 pr
CPC Combination Sets - Searched*
Symbol Date Examiner
US Classification - Searched*
Class Subclass Date Examiner

* See search history printout included with this form or the SEARCH NOTES box below to determine the scope of the

search.

Search Notes

Search Notes Date Examiner
EAST - text search 03/19/2018 pr
EAST - inventor search 03/19/2018 pr
EAST - assignee search 03/19/2018 pr
ProQuest Dialog - Patents and NPL 03/19/2018 pr
ACM DL, IEEE, Google Scholar 03/19/2018 pr

/PATRICK F RIEGLER/
Primary Examiner, Art Unit 2142

U.S. Patent and Trademark Office

Page 1 of 2

Google Ex 1002 - Page 47

Part of Paper No.: 20180309



Application/Control No.

Applicant(s)/Patent Under Reexamination

Search Noles 15/803 824 Oz0g, Jesse
H“m “m ‘l””l m ‘l“ o s
PATRICK F RIEGLER 2142
Interference Search
US Class/CPC | ;5 gpclass/CPC Group Date Examiner
Symbol
HO4L 65/403, 67/306 03/19/2018 pr
GO6F 3/04842, 3/0488, 17/30247 03/19/2018 pr
GOBK 9/00288, 9/00295 03/19/2018 pr

/PATRICK F RIEGLER/
Primary Examiner, Art Unit 2142

U.S. Patent and Trademark Office

Page 2 of 2
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Bibliographic Data
Application No: 15803824

Foreign Priority claimed: O Yes ®nNo
35 USC 119 (a-d) conditions met: D Yes No D Met After Allowance
Verified and Acknowledged: |/PATRICK FRIEGLER/ | |
Examiner's Signature Initials
Title: E]EX(I)%I\’HATI;(%QRATUS’ AND METHOD FOR FACIAL
FILING or 371(c) DATE CLASS GROUP ART UNIT ATTORNEY DOCKET NO.
11/05/2017 715 2142 JO003D
RULE
APPLICANTS
0Z0G MEDIA, LLC, Wilmington, DE,
INVENTORS

Jesse Ozog, Bethesda, MD, UNITED STATES
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This application is a CIP of 15150408 05/09/2016
15150408 is a CIP of 14582946 12/24/2014 PAT 9336435
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14085832 has PRO of 61731462 11/29/2012
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UNITED STATES
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The Caldwell Firm, LLC
PO Box 59655
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UNITED STATES

FILING FEE RECEIVED
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PTO/SB/25
Doc Code: DIST.E.FILE PTO/SB/26
Document Description: Electronic Terminal Disclaimer - Filed U.S. Patent and Trademark Office
Department of Commerce

Electronic Petition Request TERMINAL DISCLAIMER TO OBVIATE A PROVISIONAL DOUBLE PATENTING
REJECTION OVER A PENDING "REFERENCE" APPLICATION

AND TERMINAL DISCLAIMER TO OBVIATE A DOUBLE PATENTING REJECTION OVER A
“PRIOR” PATENT

Application Number 15803824
Filing Date 05-Nov-2017
First Named Inventor Jesse Ozog
Attorney Docket Number JO003D

Title of Invention

DEVICE, APPARATUS, AND METHOD FOR FACIAL RECOGNITION

X Filing of terminal disclaimer does not obviate requirement for response under 37 CFR 1.111 to outstanding
Office Action

X] This electronic Terminal Disclaimer is not being used for a Joint Research Agreement.

Owner Percent Interest

Ozog Media, LLC 100 %

The owner(s) of percent interest listed above in the instant application hereby disclaims, except as provided below, the terminal
part of the statutory term of any patent granted on the instant application which would extend beyond the expiration date of the
full statutory term of any patent granted on pending reference Application Number(s)

15817260 filedon 11/19/2017
15803827 filedon 11/05/2017

as the term of any patent granted on said reference application may be shortened by any terminal disclaimer filed prior to the
grant of any patent on the pending reference application. The owner hereby agrees that any patent so granted on the instant
application shall be enforceable only for and during such period that it and any patent granted on the reference application are
commonly owned. This agreement runs with any patent granted on the instant application and is binding upon the grantee, its
SUCCESSOrs or assigns.

In making the above disclaimer, the owner does not disclaim the terminal part of any patent granted on the instant application
that would extend to the expiration date of the full statutory term of any patent granted on said reference application, "as the
term of any patent granted on said reference application may be shortened by any terminal disclaimer filed prior to the grant of
any patent on the pending reference application,” in the event that any such patent granted on the pending reference
application: expires for failure to pay a maintenance fee, is held unenforceable, is found invalid by a court of competent
jurisdiction, is statutorily disclaimed in whole or terminally disclaimed under 37 CFR 1.321, has all claims canceled by a
reexamination certificate, is reissued, or is in any manner terminated prior to the expiration of its full statutory term as shortened
by any terminal disclaimer filed prior to its grant.
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The owner(s) with percent interest listed above in the instant application hereby disclaims, except as provided below, the
terminal part of the statutory term of any patent granted on the instant application which would extend beyond the expiration
date of the full statutory term of prior patent number(s)

9330301
9336435

as the term of said prior patent is presently shortened by any terminal disclaimer. The owner hereby agrees that any patent so
granted on the instant application shall be enforceable only for and during such period that it and the prior patent are commonly
owned. This agreement runs with any patent granted on the instant application and is binding upon the grantee, its successors
or assigns.

In making the above disclaimer, the owner does not disclaim the terminal part of the term of any patent granted on the instant
application that would extend to the expiration date of the full statutory term of the prior patent, "as the term of said prior patent
is presently shortened by any terminal disclaimer,” in the event that said prior patent later:

- expires for failure to pay a maintenance fee;

- is held unenforceable;

- is found invalid by a court of competent jurisdiction;

- is statutorily disclaimed in whole or terminally disclaimed under 37 CFR 1.321;

- has all claims canceled by a reexamination certificate;

- is reissued; or

- is in any manner terminated prior to the expiration of its full statutory term as presently shortened by any terminal disclaimer.

(® Terminal disclaimer fee under 37 CFR 1.20(d) is included with Electronic Terminal Disclaimer request.

O I certify, in accordance with 37 CFR 1.4(d)(4), that the terminal disclaimer fee under 37 CFR 1.20(d)
required for this terminal disclaimer has already been paid in the above-identified application.

Applicants claims the following fee status:

(® Small Entity
(O Micro Entity

(O Regular Undiscounted

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on information and
belief are believed to be true; and further that these statements were made with the knowledge that willful false statements and
the like so made are punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the United States Code and
that such willful false statements may jeopardize the validity of the application or any patent issued thereon.

THIS PORTION MUST BE COMPLETED BY THE SIGNATORY OR SIGNATORIES

| certify, in accordance with 37 CFR 1.4(d)(4) that | am:

® An attorney or agent registered to practice before the Patent and Trademark Office who is of record in
this application

Registration Number 44580

(O Asoleinventor

A joint inventor; | certify that | am authorized to sign this submission on behalf of all of the inventors as evidenced by the
power of attorney in the application

O

(O Ajointinventor; all of whom are signing this request
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Signature /Patrick Caldwell/

Name Patrick Caldwell

*Statement under 37 CFR 3.73(b) is required if terminal disclaimer is signed by the assignee (owner).
Form PTO/SB/96 may be used for making this certification. See MPEP § 324.
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Electronic Patent Application Fee Transmittal

Application Number:

15803824

Filing Date:

05-Nov-2017

Title of Invention:

DEVICE, APPARATUS, AND METHOD FOR FACIAL RECOGNITION

First Named Inventor/Applicant Name:

Jesse Ozog

Filer: Patrick Edgar Caldwell
Attorney Docket Number: JO003D
Filed as Small Entity
Filing Fees for Utility under 35 USC 111(a)
Description Fee Code Quantity Amount SUB—JS:;)I in
Basic Filing:
STATUTORY OR TERMINAL DISCLAIMER 2814 1 160 160
Pages:
Claims:

Miscellaneous-Filing:

Petition:

Patent-Appeals-and-Interference:

Post-Allowance-and-Post-Issuance:
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Description Fee Code Quantity Amount SuB—;’g(t:)l in
Extension-of-Time:
Miscellaneous:
Total in USD ($) 160
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Doc Code: DISQ.E.FILE
Document Description: Electronic Terminal Disclaimer — Approved

Application No.: 15803824
Filing Date: 05-Nov-2017

Applicant/Patent under Reexamination: Ozog

Electronic Terminal Disclaimer filed on  March 19,2018

X APPROVED

This patent is subject to a terminal disclaimer

1 DISAPPROVED

Approved/Disapproved by: Electronic Terminal Disclaimer automatically approved by EFS-Web

U.S. Patent and Trademark Office

Google Ex 1002 - Page 56



Electronic Acknowledgement Receipt

EFS ID: 32087272

Application Number: 15803824

International Application Number:

Confirmation Number: 7670
Title of Invention: DEVICE, APPARATUS, AND METHOD FOR FACIAL RECOGNITION
First Named Inventor/Applicant Name: Jesse Ozog
Customer Number: 92045
Filer: Patrick Edgar Caldwell

Filer Authorized By:

Attorney Docket Number: JO003D
Receipt Date: 19-MAR-2018
Filing Date: 05-NOV-2017
Time Stamp: 11:58:44
Application Type: Utility under 35 USC 111(a)

Payment information:

Submitted with Payment yes

Payment Type CARD

Payment was successfully received in RAM $160

RAM confirmation Number 031918INTEFSW11584100

Deposit Account

Authorized User

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows:
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File Listing:

Document .. . File Size(Bytes)/ Multi Pages
Document Description File Name . . .
Number Message Digest | Part/.zip| (if appl.)
37195
1 Terminal Disclaimer-Filed (Electronic) eTerminal-Disclaimer.pdf no 3
3c9451912c04366f996b46d 1 baaa 1f9baffe
47fa
Warnings:
Information:
30492
2 Fee Worksheet (SB06) fee-info.pdf no 2
5d72b7b9622f84da19489185dff2f6c3aabc]
elac
Warnings:
Information:
Total Files Size (in bytes){ 67687

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this
Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for
an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of
the application.

Google Ex 1002 - Page 58




UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.0.Box 1450

Alexandria, Virginia 22313-1450

WWW.uspto.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR | ATTORNEY DOCKET NO. |  CONFIRMATION NO. |
15/803,824 11/05/2017 Jesse Ozog JO003D 7670
92045 7590 12/05/2017
’ EXAMINER
The Caldwell Firm, LL.C | |
PO Box 59655
Dept. SVIPGP
Dallas, TX 75229 | ART UNIT | PAPER NUMBER |
2442
| NOTIFICATION DATE | DELIVERY MODE |
12/05/2017 ELECTRONIC

Please find below and/or attached an Office communication concerning this application or proceeding.
The time period for reply, if any, is set in the attached communication.
Notice of the Office communication was sent electronically on above-indicated "Notification Date" to the

following e-mail address(es):

pcaldwell @ thecaldwellfirm.com
eofficeaction @appcoll.com

PTOL-90A (Rev. 04/07)
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UNITED STATES PATENT AND TRADEMARK OFFICE

Commissioner for Patents
United States Patent and Trademark Office
P.O. Box 1450

Alexandria, VA 22313-1450
www.uspto.gov

Doc Code: TRACK1.GRANT

Decision Granting Request for
Prioritized Examination
(Track | or After RCE)

Application No.:15/803,824

THE REQUEST FILED _November 5, 2017 IS GRANTED.

The above-identified application has met the requirements for prioritized examination
A. [X for an original nonprovisional application (Track I).
B. [ for an application undergoing continued examination (RCE).

The above-identified application will undergo prioritized examination. The application will be
accorded special status throughout its entire course of prosecution until one of the following occurs:

A. filing a petition for extension of time to extend the time period for filing a reply;

B. filing an amendment to amend the application to contain more than four independent

claims, more than thirty total claims, or a multiple dependent claim;

filing a request for continued examination;

filing a notice of appeal;

I ommoo

filing a request for suspension of action;

mailing of a notice of allowance;

mailing of a final Office action;

completion of examination as defined in 37 CFR 41.102; or

I abandonment of the application.

Telephone inquiries with regard to this decision should be directed to Vanitha Elgart at 571-272-7395.

/Vanitha Elgart/ Petitions Examiner, Office of Petitions
Vanitha Elgart (Title)
[Signature]

U.S. Patent and Trademark Office
PTO-2298 (Rev. 02-2012)
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Office of Petitions: Decision Count Sheet

Application No.

15803824

Mailing Month

*

580

*

U

382

For US serial numbers: enter number only, no slashes or commas. Ex: 10123456

For PCT: enter "51+single digit of

Deciding Official:

year of filing+last 5 numbers", Ex. for PCT/US05/12345, enter 51512345

ELGART, VANITHA

Count (1) - Palm Credit

Decision:

s

GRANT -

RRSRY

15/803,824
FINANCE WORK NEEDED ™™

{} Select Check Box for YES

IR v

Decision Type: i

643 - Track One request

%6 4 3 %

Notes:

Count (2)

Decision:

e

:
3
n/a i

i

FINANCE WORK NEEDED ..........,
["? Select Check Box for YES

Decision Type: § NONE

Notes:

Count (3)

Decision:

P

.
n/a i
d

FINANCE WORK NEEDED
] Select Check Box for YES

Decision Type: § NONE

Notes:

Initials of Approving Official (if required)

Printed on:

If more than 3 decisions, attach

2nd count sheet & mark this box

Office of Petitions Internal Document - Ver. 5.0
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Office of Petitions: Routing Sheet

4700

Application No. 15/803,824

This application is being forwarded to your office for
further processing. A decision has been rendered on a
petition filed in this application, as indicated below.
For details of this decision, please see the document
PET.OP.DEC filed on the same date as this document.

X |GRANTED
DISMISSED
DENIED
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PATENT APPLICATION FEE DETERMINATION RECORD

Application or Docket Number

Substitute for Form PTO-875 15/803,824
APPLICATION AS FILED - PART | OTHER THAN
(Column 1) (Column 2) SMALL ENTITY OR SMALL ENTITY
FOR NUMBER FILED NUMBER EXTRA RATE($) FEE($) RATE($) FEE($)
BASIC FEE
(37 CFR 1.16(a), (b), or (c)) N/A N/A N/A 70 N/A
SEARCH FEE
(37 GFR 1.16(K), ), or () N/A N/A N/A 300 N/A
EXAMINATION FEE
(37 GFR 1.16(0), (8), or (a) N/A N/A N/A 360 N/A
L?g?RLglg(‘%;Ms 30 minus 20 = 10 X 40 = 400 OR
e il I 0 | ow
If the specification and drawings exceed 100
APPLICATION SIZE | sheets of paper, the application size fee due is
FEE $310 ($155 for small entity) for each additional 200
(37 CFR 1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C.
41(a)(1)(G) and 37 CFR 1.16(s).
MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR 1.16(j)) 0.00
* |f the difference in column 1 is less than zero, enter "0” in column 2. TOTAL 1330 TOTAL
APPLICATION AS AMENDED - PART Il
OTHER THAN
(Column 1) (Column 2) (Column 3) SMALL ENTITY OR SMALL ENTITY
CLAIMS HIGHEST
REMAINING NUMBER PRESENT ADDITIONAL ADDITIONAL
< AFTER PREVIOUSLY EXTRA RATE(S) FEE($) RATE(S) FEE($)
E AMENDMENT PAID FOR
| Total g i w -
=S (37 CF(:H 16(7)) Minus x = OR =
) Independent * Minus | *** =
5 (37 CFR 1.16(h)) X = OR -
<§: Application Size Fee (37 CFR 1.16(s))
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR 1.16(j)) OR
TOTAL OR TOTAL
ADD'L FEE ADD'L FEE
(Column 1) (Column 2) (Column 3)
CLAIMS HIGHEST
REMAINING NUMBER PRESENT ADDITIONAL ADDITIONAL
m AFTER PREVIOUSLY EXTRA RATE(S) FEE(S) RATE(S) FEE(S)
E AMENDMENT PAID FOR
LU Total * Minus | ** = =
= (37 CF?H.IB(H) X OR -
% Independent * Minus | *** = M _ OR _
w (37 CFR 1.16(h)) = =
<§( Application Size Fee (37 CFR 1.16(s))
OR
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR 1.16()))
TOTAL OR TOTAL
ADD'L FEE ADD'L FEE

* If the entry in column 1 is less than the entry in column 2, write "0" in column 3.
** |f the "Highest Number Previously Paid For" IN THIS SPACE is less than 20, enter "20".
*** |f the "Highest Number Previously Paid For" IN THIS SPACE is less than 3, enter "3".
The "Highest Number Previously Paid For" {Total or Independent) is the highest found in the appropriate box in column 1.
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNTTED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PQ. Box 1450

Alexandria, Virginia 22313-1450

WWW.uspto.gov’

APPLICATION FILING or GRP ART
NUMBER I 371(c) DATE UNIT I FIL FEE REC'D I ATTY.DOCKET.NO ITOT CLAIMSIIND CLAIMSl
15/803,824 11/05/2017 1330 JO003D 30 3
CONFIRMATION NO. 7670
92045 FILING RECEIPT
The Caldwell Firm, LLC
PO Box 59655 AR ANOR G, C MU
Dept. SVIPGP

Dallas, TX 75229
Date Mailed: 11/24/2017

Receipt is acknowledged of this non-provisional patent application. The application will be taken up for examination
in due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the
application must include the following identification information: the U.S. APPLICATION NUMBER, FILING DATE,
NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.
Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please
submit a written request for a Filing Receipt Correction. Please provide a copy of this Filing Receipt with the
changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit
any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply
to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

Inventor(s)

Jesse Ozog, Bethesda, MD;
Applicant(s)

0ZOG MEDIA, LLC, Wilmington, DE;

Power of Attorney: The patent practitioners associated with Customer Number 92045

Domestic Priority data as claimed by applicant
This application is a CIP of 15/150,408 05/09/2016
which is a CIP of 14/582,946 12/24/2014 PAT 9336435
which is a CIP of 14/085,832 11/21/2013 ABN
which claims benefit of 61/784,109 03/14/2013
and claims benefit of 61/759,816 02/01/2013
and claims benefit of 61/731,462 11/29/2012
and claims benefit of 61/729,259 11/21/2012

Foreign Applications for which priority is claimed (You may be eligible to benefit from the Patent Prosecution
Highway program at the USPTO. Please see http://www.uspto.gov for more information.) - None.

Foreign application information must be provided in an Application Data Sheet in order to constitute a claim to
foreign priority. See 37 CFR 1.55 and 1.76.

Permission to Access Application via Priority Document Exchange: Yes

Permission to Access Search Results: Yes

page 1of 4
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Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as
appropriate.

If Required, Foreign Filing License Granted: 11/21/2017

The country code and number of your priority application, to be used for filing abroad under the Paris Convention,
is US 15/803,824

Projected Publication Date: Request for Non-Publication Acknowledged
Non-Publication Request: Yes

Early Publication Request: No
** SMALL ENTITY **
Title

DEVICE, APPARATUS, AND METHOD FOR FACIAL RECOGNITION
Preliminary Class

Statement under 37 CFR 1.55 or 1.78 for AlA (First Inventor to File) Transition Applications: Yes
PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U.S. patent extend only throughout the territory of the United States and have no
effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent
in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international
application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same
effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing
of patent applications on the same invention in member countries, but does not result in a grant of "an international
patent” and does not eliminate the need of applicants to file additional documents and fees in countries where patent
protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an
application for patent in that country in accordance with its particular laws. Since the laws of many countries differ
in various respects from the patent law of the United States, applicants are advised to seek guidance from specific
foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must
issue a license before applicants can apply for a patent in a foreign country. The filing of a U.S. patent application
serves as a request for a foreign filing license. The application's filing receipt contains further information and
guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents” (specifically, the
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign
patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it
can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
to consult the U.S. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,

this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific
page 2 of 4
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countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may
call the U.S. Government hotline at 1-866-999-HALT (1-866-999-4258).

LICENSE FOR FOREIGN FILING UNDER
Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15
GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where
the conditions for issuance of a license have been met, regardless of whether or not a license may be required as
set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The
date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter
as imposed by any Government contract or the provisions of existing laws relating to espionage and the national
security or the export of technical data. Licensees should apprise themselves of current regulations especially with
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of
State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of
Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,
if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed
from the filing date of this application and the licensee has not received any indication of a secrecy order under 35
U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for
business investment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote and facilitate business investment. SelectUSA provides information assistance to the international investor
community; serves as an ombudsman for existing and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U.S. economic development organizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop

page 3 of 4
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technology, manufacture products, deliver services, and grow your business, visit http:/www.SelectUSA.gov or call
+1-202-482-6800.

page 4 of 4
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Document code: WFEE

United States Patent and Trademark Office
Sales Receipt for Accounting Date: 11/21/2017

ASAHLE RF #30205360 Mailroom Dt: 11/21/2017 15803824
Credit Card Refund Total: $210.00

Visa KAXKXKXXXXXXXXX0581

Google Ex 1002 - Page 68



Doc Code: PA..

N el ey £ A PTO/AIAIRZE (07-13)
Document Description: Power of Attorney Approved for use through 01/31/2018. OMB 0651-0035
U.8. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1885, no persons are required to respond to a collection of information uniess it displays a valid CMB control number

POWER OF ATTORNEY BY APPLICANT

| hereby revoke all previcus powers of altorney given in the application identified in either the attached transmittal letter or
the boxes below.

Application Number Filing Date

{Note: The boxes above may be left blank if information is provided on form PTO/AIA/E2A.)

i heraeby appoint the Patent Practitioner(s) associatad with the following Customer Number as my/our attomey{s) or agent{s}, and
to transact all business in the United States Patent and Trademark Office conneacted therewith for the application referenced in
the attached transmitial letter (form PTO/AIA/82A] or identified above: |

oR ;92045

E::} i heraby appoint Practitionar{s) named in the altached list (form PTO/AIA/B2C) as my/our alfornay(s) or agent(s), and 1o transact
ali business in the United States Patent and Trademark Office connected therewith for the patent application referenced in the
attached fransmittal letter (form PTO/AIA/B2A) or identified above. (Note: Complete form PTO/AIA/EZC.)

Please recognize or change the correspondencs address for the application identified in the attached transmittal
letter or the boxes above to:

The address associated with the above-mentioned Custorner Number
OR

[::] The address associated with Customear Number:
OR

E::] Firm or
individual Name

Address

City | State | Zip
Country

Telephone } Email E

| am the Applicant (if the Applicant is a juristic entity, list the Applicant hame in the box):

Ozog Media, LLC

i:j invenior or Joint inventor (litle not raquived below)
[j Legal Reprasentative of a Deceased or Legally Incapacitated Inventor (title not required below)
,,,,,,, Assignee or Person to Whom the Inventor is Under an Obligation to Assign (provide signer’s title if applicant is a juristic entity)
D Person Who Otherwise Shows Sufficient Propristary interest (s.9., a pstition under 37 CFR 1.46(b){(2} was granted in the
application or is concurrently being filed with this document) {provide signer’s title if applicant is a juristic entity)
SIGNATURE of Applicant for Patent
The undersigned (whosg)title is suppiied baiow) is authorized 1o act on behalf of the applicant (e.g., where the applicant is a juristic enlity).

Signature Date {Optional} E
Name Jesse %%zoa

Title Manager

NOTE: Signature - This form must he signed by the applicant in accordance with 37 CFR 1.33. See 37 CFR 1.4 for signature reguirements
and certifications. If more than one applicant, use multiple forms.

E:]Tcriaf of forms are submitted.

E fit by the public which is to file {and by the
ication. Confidentiality is governed by 35 U.8.C. 122 and 37 ' imated {o take 3 minutes io complete,

ing, bwnitting the complieted appiication form to the US . Time will vary depending upen the individual case. Any comments on the amount
to complete torm and/or suggestions for reducing this burden, should be sent to the CF nformation Officer, U.S. Patent and Trademark Office, U.S.
Department of Commerce, P.C. Box 1450, Alexandria, VA 22813-1453. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TC: Commissioner
for Patents, P.O. Box 1459, Alexandria, VA 223413-1450.

if you need assistance in completing the form, call 1-800-FT0-9189 and select option 2.

inciuding gather
of time you rax
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Doc Code: TRACK1.REQ

Document Description: TrackOne Request )
PTO/AIAA24 (04-14)

CERTIFICATION AND REQUEST FOR PRIORITIZED EXAMINATION
UNDER 37 CFR 1.102(e} (Page 1 of 1)

First Named

First Ner Jesse OZOg Ee‘zpr?_visional Application Number (if
e ot DEVICE, APPARATUS, AND METHOD FOR FACIAL RECOGNITION

APPLICANT HEREBY CERTIFIES THE FOLLOWING AND REQUESTS PRIORITIZED EXAMINATION FOR
THE ABOVE-IDENTIFIED APPLICATION.

1. The processing fee set forth in 37 CFR 1.17(1)(1) and the prioritized examination fee set forth in
37 CFR 1.17(c) have been filed with the request. The publication fee requirement is met
because that fee, set forth in 37 CFR 1.18(d), is currently $0. The basic filing fee, search fee,
and examination fee are filad with the request or have been already been paid. | understand
that any required excess claims fees or application size fee must be paid for the application.

2. tunderstand that the application may not contain, or be amended to contain, more than four
independent claims, more than thirly total claims, or any multiple dependent claims, and that
any request for an extension of time will cause an outstanding Track | request to be dismissed.

3. The applicable box is checked below:

. V] Original Application {(Track One) ~ Prioritized Examination under § 1.102{(e)}{1)

i. (8} The application is an original nonprovisional utility application filed under 35 U.S.C. 111(a).
This certification and request is being filed with the utility application via EFS-Web.
oY=
{b} The application is an criginal nonprovisional plant application filed under 35 U.8.C. 111(a).
This certification and request is being filed with the plant application in paper.

ii. An execuled inventor's oath or declaration under 37 CFR 1.63 or 37 CFR 1.64 for each
inventor, gr the application data sheet meeting the conditions specified in 37 CFR 1.53(f}{3)i} is
filed with the application.

H. | Reguest for Continued Examination - Prioritized Examination under § 1.102{e}{2}

i. A request for continued examination has been filed with, or prior to, this form.

ii. Hthe application is a ulility application, this certification and request is being filed via EFS-Web.

iil. The application is an original nonprovisional utility application filed under 35 U.S.C. 111(a), oris
a national stage entry under 35 U.5.C. 371.

iv. This certification and request is being filed prior {o the mailing of a first Office action responsive
to the request for continued examination.

v. No prior request for continued examination has been granted prioritized examination status
under 37 CFR 1.102{(e}{(2).

sinature! P AICK E. Caldwell/ oae 11312017
myees P atrCk E. Caldwell ettt Numper 74 080

Note: This form must be signed in accordance with 37 CFR 1.33. See 37 CFR 1.4(d) for signafure requirements and ceriifications.
Submit muitiple forms if more than one signature is required.”

*Total of i

forms are submitied.
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ABSTRACT

In one embodiment, a device is provided, comprising: a screen; an input mechanism; at
least one non-transitory memory storing instructions; and one or more processors in
communication with the screen, the input mechanism, and the at least one non-transitory
memory, wherein the one or more processors execute the instructions to cause the device
to provide at least one option for sharing images, where the sharing is performed
utilizing face recognition information that is based on third party input of a third party
that is provided by the third party into at least one other device in association with at least
one face, the face recognition information being utilized in connection with the at least
one option for sharing images based on a relation between a user of the device and the
third party associated with the third party input, such that the face recognition
information is only utilized in connection with the at least one option for sharing images
if the relation exists between the user of the device and the third party associated with the

third party input.
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CLAIMS

What is claimed is:

1. A device, comprising:

d screen;

an input mechanism;

at least one non-transitory memory storing instructions; and

one or more processors in communication with the screen, the input mechanism,

and the at least one non-transitory memory, wherein the one or more processors execute

the instructions to cause the device to:

display, utilizing the screen of the device, a plurality of indicia

each including at least a portion of an image including a face;

receive, utilizing the input mechanism of the device, a user input in
connection with at least one of the indicia including at least a portion of a

first image including a first face;

after receiving the user input in connection with the at least one
indicia, display, utilizing the screen of the device, a first set of images
each including the first face that has been recognized in at least one of a

plurality of images accessible via the device;
display, utilizing the screen of the device, at least one option for

sharing images, where the sharing is performed utilizing face recognition

information that is based on third party input of a third party that is
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provided by the third party into at least one other device in association
with at least one face, the face recognition information being utilized in
connection with the at least one option for sharing images based on a
relation between a user of the device and the third party associated with
the third party input, such that the face recognition information is only
utilized in connection with the at least one option for sharing images if the
relation exists between the user of the device and the third party associated

with the third party input;

in connection with the at least one option for sharing images,
display, utilizing the screen of the device, a second set of images each
including the at least one face that has been recognized in at least one of
the plurality of images accessible via the device utilizing the face
recognition information that is based on the third party input of the third
party that is provided by the third party into the at least one other device in

association with the at least one face;

receive, utilizing the input mechanism of the device, a user input in

connection with at least one of the second set of images; and
after receiving the user input in connection with at least one of the
second set of images, cause one or more of the second set of images to be

shared.

2. The device as set forth in Claim 1, wherein the one or more processors execute

the instructions to cause the device to:

display, utilizing the screen of the device, at least one additional option for

sharing images; and

in connection with the at least one additional option for sharing images:
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receive, utilizing the input mechanism of the device, an email

address or a name of at least one other person,

display, utilizing the screen of the device, the plurality of indicia

each including the at least portion of the image including the face,

receive, utilizing the input mechanism of the device, a user input in
connection with one or more of the indicia corresponding to one or more

faces, and

based on the user input in connection with the one or more of the
indicia corresponding to the one or more faces and utilizing the email
address or the name of the at least one other person, cause sharing of a
third set of images each including the one or more faces that has been
recognized in at least one of the plurality of images accessible via the

device.

3. The device as set forth in Claim 2, wherein the device is configured such that the
third set of images is caused to be shared by causing an invitation to be sent to the email

address of the at least one other person.

4. The device as set forth in Claim 2, wherein the device is configured such that, in
response to the one or more faces being recognized in new images, the new images are

automatically caused to be shared after the third set of images is caused to be shared.

5. The device as set forth in Claim 2, wherein the device is configured such that the
plurality of indicia is part of a face screen that is configured for receiving tags in
connection with the plurality of indicia, and the tags are displayed with the plurality of

indicia in connection with the at least one additional option for sharing images.
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6. The device as set forth in Claim 1, wherein the one or more processors execute

the instructions to cause the device to:

after displaying the at least one option for sharing images, receive, utilizing the
input mechanism of the device, a user input in connection with the at least one option for

sharing images;

wherein the device is configured such that the second set of images is
conditionally displayed, based on the user input in connection with the at least one option

for sharing images.

1. The device as set forth in Claim 1, wherein the one or more processors execute

the instructions to cause the device to:

after displaying the at least one option for sharing images, receive, utilizing the
input mechanism of the device, a user input in connection with the at least one option for

sharing images;

wherein the device is configured such that the display of the plurality of images is
disabled or enabled, based on the user input in connection with the at least one option for

sharing images.

8. The device as set forth in Claim 1, wherein the device is configured such the at
least one face is a face of the third party, and the third party input includes an

identification the face of the third party.
9. The device as set forth in Claim 8, wherein the device is configured such the face

recognition information is based on the third party input of the third party, by reflecting
the face of the third party.
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10. The device as set forth in Claim 1, wherein the device is configured such the face
recognition information is based on the third party input of the third party, by including a

correspondence that is identified by the third party input of the third party.

11. The device as set forth in Claim 1, wherein the device is configured such that the
third party input includes training input that is input into the at least one other device for
generating the face recognition information that is capable of being utilized for

identifying the at least one face in the plurality of images accessible via the device.

12. The device as set forth in Claim 1, wherein the device is configured such that the

third party input correlates the at least one face with the third party.

13. The device as set forth in Claim 1, wherein the device is configured such that the

relation is established based on an invitation and an acceptance of the invitation.

14. The device as set forth in Claim 1, wherein the device is configured such that the
relation is established based on contact information of the third party being present in a

contact database of the user.

15. The device as set forth in Claim 1, wherein the device is configured such that the
at least one option for sharing images includes an option for displaying sharing
suggestions based on the face recognition information and the second set of images is
displayed as the sharing suggestions for causing the one or more of the second set of
images to be shared after the user input in connection the at least one of the second set of

images.

16. The device as set forth in Claim 1, wherein the device is configured such that the

one or more of the second set of images is caused to be shared with the third party.

17. The device as set forth in Claim 1, wherein the device is configured such that the

user input in connection with the at least one of the second set of images includes a
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deselection of at least a portion of the second set of images, where the second set of

images are selected by default.

18. The device as set forth in Claim 1, wherein the device is configured such that the
plurality of indicia include a plurality of face icons of a face recognition home screen,
and the at least one option is accessible via a configuration interface element separate

from the face recognition home screen.

19. The device as set forth in Claim 1, wherein the instructions are configured to
cause the device to access at least one server for: receiving at least one web page to cause
the device to display the plurality of indicia, the first set of images, the second set of
images, and the at least one option for sharing images, wherein the at least one web page
further permits the receipt, by the device, the user input in connection with the at least
one indicia and the user input in connection with at least one of the second set of images;
where the sharing of the one or more of the second set of images is caused by sending a

signal from the device to the at least one server.

20. The device as set forth in Claim 1, wherein the device is configured such that the
at least option is capable of being enabled, for permitting the face recognition
information, that is based on the third party input, to be utilized for the benefit of the user
by displaying, as sharing suggestions, the second set of images, so that the user is capable
of sharing, with the third party and conditionally based on user control, the one or more

of the second set of images that are previously accessible only via the device of the user.

21. The device as set forth in Claim 1, wherein the device is configured such that the
at least option is capable of being enabled, for permitting the face recognition
information, that is based on the third party input, to be utilized for the benefit of the user
by displaying, as sharing suggestions, the second set of image without a prior visible
indication being received by the user indicating a sharing of the face recognition

information by the third party, so that the user is capable of sharing, with the third party
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and conditionally based on user control, the one or more of the second set of images that

are previously accessible only via the device of the user.

22. The device as set forth in Claim 1, wherein at least one of:

the device includes a mobile device;

the input mechanism and the screen are components of a touchscreen;

the input mechanism and the screen are separate components;

the images include pictures;

the images are frames of a video;

the images are part of a video;

the images are included in corresponding videos;

the instructions are configured to cause the device to communicate with at least one

server, and the communication causes the device to perform at least a portion of at least

one instance of the displaying, the receiving, or the sharing;

the instructions are configured to cause the device to communicate with at least one

server, and the communication causes the device to perform at least a portion of each of

the displaying, the receiving, and the sharing;

the indicia includes a visible interface element associated with a face;

the at least one face is capable of including the first face;
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the plurality of indicia each includes a different face;

the instructions are part of a client-based application;

the instructions are utilized to access a server-based application;

the device is configured such that the user input is received in connection with the at least

one indicia as a result of detecting a touch of a finger of the user within a predetermined

proximity to the at least one indicia displayed utilizing the screen of the device;

the second set of images is displayed in response to receipt of a user input in connection

with the at least one option for sharing images;
the second set of images is displayed in response to receipt of a user input in connection
with the at least one option for sharing images, where the at least one option for sharing

images includes a share button;

the one or more of the second set of images caused to be shared, include the at least one

of the second set of images;

the one or more of the second set of images caused to be shared, do not include the at

least one of the second set of images;

the at least one of the second set of images includes a subset of the plurality of images

accessible via the device;

the one or more of the second set of images includes a subset of the plurality of images

accessible via the device;

the one or more of the second set of images is caused to be shared, in response to the

receipt of the user input in connection with the at least one of the second set of images;
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the one or more of the second set of images is caused to be shared, after one or more
intermediate operations after the receipt of the user input in connection with the at least

one of the second set of images;

the user input in connection with the at least one of the second set of images includes a

selection of the at least one of the second set of images;

the user input in connection with the at least one of the second set of images includes a

selection on a share button;

the first set of images and the second set of images are mutually exclusive;

the first set of images and the second set of images overlap;

the third party input results in a correspondence;

the third party input results in a correspondence between at least one face and at least one

user;

the third party input results in a correspondence between at least one face and at least one

user;

the third party input includes a selection of at least one face;

the third party input includes tagging input;

the face recognition information is directly or indirectly received at the device from the at

least one other device;
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the face recognition information is received at the device from at least one server in

communication with the device;

the relation is established based on a request and a response to the request;

the relation includes a relationship;

the plurality of images are accessible via the device are accessible by being stored in the

at least one non-transitory memory of the device;

the plurality of images are accessible via the device are accessible by being received over

a network interface of the device;

the face recognition information of the user of the device includes facial data;

processing results involving the face recognition information are directly or indirectly

received at the device from the at least one other device;

processing results involving the face recognition information are received at the device

from at least one server in communication with the device; or

the device is part of a system that further comprises at least one server.

23. An apparatus, comprising:

a screen;

an input device;

at least one non-transitory memory storing instructions; and

Google Ex 1002 - Page 118



-134-

one or more processors in communication with the screen, the input device, and
the at least one non-transitory memory, wherein the one or more processors execute the

instructions to cause the apparatus to:

display, utilizing the screen of the apparatus, a plurality of indicia

each including at least a portion of an image including a face;

receive, utilizing the input device of the apparatus, a user input on
at least one of the indicia including at least a portion of a first image

including a first face;

in response to the receipt of the user input on the at least one
indicia, display, utilizing the screen of the apparatus, a first set of images
each including the first face that has been recognized in at least one of a

plurality of images accessible via the apparatus;

provide access to at least one feature for displaying images for
sharing, where at least one aspect of the at least one feature utilizes face
recognition information that is based on third party information of a third
party that is provided by the third party into at least one other device in
association with at least one face for correlating the at least one face with
the third party, the face recognition information being utilized with the at
least one aspect of the at least one feature based on a relation between a
user of the apparatus and the third party that provided the third party
information, such that the face recognition information is only utilized
with the at least one aspect of the at least one feature if the relation exists
between the user of the apparatus and the third party associated with the

third party information;

display, utilizing the screen of the apparatus, a second set of

images each including the at least one face that has been recognized in at
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least one of the plurality of images accessible via the apparatus utilizing
the face recognition information that is based on the third party
information of the third party that is provided by the third party into the at

least one other device in association with the at least one face;

receive, utilizing the input device of the apparatus, a user input on

at least one of the second set of images; and

after receiving the user input on at least one of the second set of

images, cause one or more of the second set of images to be shared with

the third party.
24. The apparatus as set forth in Claim 23, wherein the apparatus is configured such
that:
the relation is established based on one or more previous communications with
the third party;

the at least one aspect of the at least one feature includes selecting the images for

displaying the images for sharing; and

the at least one face is a face of the third party.

25. The apparatus as set forth in Claim 24, wherein the apparatus is configured such
that the at least feature is capable of being enabled, for permitting the face recognition
information, that is based on the third party information, to be utilized for the benefit of
the user by displaying, as sharing suggestions, the second set of images, so that the user is
capable of sharing, with the third party and conditionally based on user control via the
user input on at least one of the second set of images, the one or more of the second set of

images that are previously accessible only via the apparatus of the user.
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26. The apparatus as set forth in Claim 24, wherein the apparatus is configured such
that the at least feature is capable of being enabled, for permitting the face recognition
information, that is based on the third party information, to be utilized for the benefit of
the user by displaying, as sharing suggestions, the second set of image without a prior
visible indication being received by the user indicating a sharing of the face recognition
information by the third party, so that the user is capable of sharing, with the third party
and conditionally based on user control via the user input on at least one of the second set
of images, the one or more of the second set of images that are previously accessible only

via the apparatus of the user.

27. A computer-implemented method, comprising:

providing access to at least one server utilizing an apparatus including: a screen,
an input device, at least one non-transitory memory storing instructions, and one or more
processors in communication with the screen, the input device, and the at least one non-

transitory memory; and

communicating with the at least one server such that the apparatus is operable to:

display, utilizing the screen of the apparatus, a plurality of indicia

cach including at least a portion of an image including a face;

receive, utilizing the input device of the apparatus, a user input on
at least one of the indicia including at least a portion of a first image

including a first face;

in response to the receipt of the user input on the at least one
indicia, display, utilizing the screen of the apparatus, a first set of images
each including the first face that has been recognized in at least one of a

plurality of images accessible via the apparatus;
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provide access to at least one feature for displaying images for
sharing, where at least one aspect of the at least one feature utilizes face
recognition information that is based on third party information of a third
party that is provided by the third party into at least one other device in
association with at least one face for correlating the at least one face with
the third party, the face recognition information being utilized with the at
least one feature based on a relation between a user of the apparatus and
the third party that provided the third party information, such that the face
recognition information is only utilized with the at least one feature if the
relation exists between the user of the apparatus and the third party

associated with the third party information;

display, utilizing the screen of the apparatus, a second set of
images each including the at least one face that has been recognized in at
least one of the plurality of images accessible via the apparatus utilizing
the face recognition information that is based on the third party
information of the third party that is provided by the third party into the at

least one other device in association with the at least one face;

receive, utilizing the input device of the apparatus, a user input on

at least one of the second set of images; and

after receiving the user input on at least one of the second set of
images, cause one or more of the second set of images to be shared with

the third party.

28. The method as set forth in Claim 27, wherein the at least feature is capable of
being enabled, for permitting the face recognition information, that is based on the third
party information, to be utilized for the benefit of the user by displaying, as sharing

suggestions, the second set of images, so that the user is capable of sharing, with the third
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party and conditionally based on user control via the user input on at least one of the
second set of images, the one or more of the second set of images that are previously

accessible only via the apparatus of the user.

29. The method as set forth in Claim 27, wherein the at least feature is capable of
being enabled, for permitting the face recognition information, that is based on the third
party information, to be utilized for the benefit of the user by displaying, as sharing
suggestions, the second set of image without a prior visible indication being received by
the user from the third party in connection with a sharing of the face recognition
information by the third party, so that the user is capable of sharing, with the third party
and conditionally based on user control via the user input on at least one of the second set
of images, the one or more of the second set of images that are previously accessible only

via the apparatus of the user.

30. The method as set forth in Claim 29, wherein:

the relation is established based on one or more previous communications with

the third party;

the plurality of indicia is a grid of face interface elements; and

the at least one aspect of the at least one feature includes the displaying of the

images for sharing.
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DEVICE, APPARATUS, AND METHOD FOR FACIAL
RECOGNITION

RELATED APPLICATIONS

[0001] The present application is a continuation-in-part of U.S. Patent Application No.
15/150,408, titled “SYSTEM, METHOD, AND COMPUTER PROGRAM PRODUCT FOR
PERFORMING PROCESSING BASED ON OBJECT RECOGNITION,” filed 05-09-2016,
which is a continuation-in-part of U.S. Patent Application No. 14/582,946, now U.S. Patent
No. 9,336,435, titled “SYSTEM, METHOD, AND COMPUTER PROGRAM PRODUCT
FOR PERFORMING PROCESSING BASED ON OBJECT RECOGNITION,” filed 12-24-
2014, which is a continuation-in-part of U.S. Patent Application No. 14/085,832, titled
“SYSTEM, METHOD, AND COMPUTER PROGRAM PRODUCT FOR SHARING
METADATA ASSOCIATED WITH A MEDIA OBJECT,” filed 11/21/2013, which claims
priority to previously filed U.S. Patent Application No. 61/729,259, titled “SYSTEM,
METHOD, AND COMPUTER PROGRAM PRODUCT FOR SHARING METADATA
ASSOCIATED WITH A MEDIA OBJECT,” filed 11/21/2012, U.S. Patent Application No.
61/731,462, titled “SYSTEM, METHOD, AND COMPUTER PROGRAM PRODUCT FOR
UPDATING DIRECTIONS BASED ON A CHANGE IN LOCATION,” filed 11/29/2012,
U.S. Patent Application No. 61/759,816, titled “SYSTEM, METHOD, AND COMPUTER
PROGRAM PRODUCT FOR SHARING METADATA ASSOCIATED WITH A MEDIA
OBJECT,” filed 02/01/2013, U.S. Patent Application No. 61/784,109, titled “SYSTEM,
METHOD, AND COMPUTER PROGRAM PRODUCT FOR SHARING METADATA
ASSOCIATED WITH A MEDIA OBJECT,” filed 03/14/2013.

[0002] The present application further incorporates the following applications by
reference, for all purposes: U.S. Patent Application No. 14/582,946, titled “SYSTEM,
METHOD, AND COMPUTER PROGRAM PRODUCT FOR PERFORMING
PROCESSING BASED ON OBJECT RECOGNITION,” filed 12-24-2014; U.S. Patent
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Application No. 14/085,832, titled “SYSTEM, METHOD, AND COMPUTER PROGRAM
PRODUCT FOR SHARING METADATA ASSOCIATED WITH A MEDIA OBJECT,”
filed 11/21/2013; U.S. Patent Application No. 61/729,259, titled “SYSTEM, METHOD,
AND COMPUTER PROGRAM PRODUCT FOR SHARING METADATA ASSOCIATED
WITH A MEDIA OBJECT,” filed 11/21/2012; U.S. Patent Application No. 61/731,462,
titled “SYSTEM, METHOD, AND COMPUTER PROGRAM PRODUCT FOR
UPDATING DIRECTIONS BASED ON A CHANGE IN LOCATION,” filed 11/29/2012;
U.S. Patent Application No. 61/759,816, titled “SYSTEM, METHOD, AND COMPUTER
PROGRAM PRODUCT FOR SHARING METADATA ASSOCIATED WITH A MEDIA
OBJECT,” filed 02/01/2013; and U.S. Patent Application No. 61/784,109, titled “SYSTEM,
METHOD, AND COMPUTER PROGRAM PRODUCT FOR SHARING METADATA
ASSOCIATED WITH A MEDIA OBJECT,” filed 03/14/2013.

FIELD OF THE INVENTION AND BACKGROUND

[0003] The present invention relates to data sharing, and more particularly to the

sharing of metadata and/or media between devices.
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SUMMARY

[0004] In one embodiment, a device is provided, comprising: a screen; an input
mechanism; at least one non-transitory memory storing instructions; and one or more
processors in communication with the screen, the input mechanism, and the at least one
non-transitory memory, wherein the one or more processors execute the instructions to
cause the device to: display, utilizing the screen of the device, a plurality of indicia each
including at least a portion of an image including a face; receive, utilizing the input
mechanism of the device, a user input in connection with at least one of the indicia
including at least a portion of a first image including a first face; after receiving the user
input in connection with the at least one indicia, display, utilizing the screen of the
device, a first set of images each including the first face that has been recognized in at
least one of a plurality of images accessible via the device; display, utilizing the screen of
the device, at least one option for sharing images, where the sharing is performed
utilizing face recognition information that is based on third party input of a third party
that is provided by the third party into at least one other device in association with at least
one face, the face recognition information being utilized in connection with the at least
one option for sharing images based on a relation between a user of the device and the
third party associated with the third party input, such that the face recognition
information is only utilized in connection with the at least one option for sharing images
if the relation exists between the user of the device and the third party associated with the
third party input; in connection with the at least one option for sharing images, display,
utilizing the screen of the device, a second set of images each including the at least one
face that has been recognized in at least one of the plurality of images accessible via the
device utilizing the face recognition information that is based on the third party input of
the third party that is provided by the third party into the at least one other device in
association with the at least one face; receive, utilizing the input mechanism of the
device, a user input in connection with at least one of the second set of images; and after
receiving the user input in connection with at least one of the second set of images, cause

one or more of the second set of images to be shared. In other embodiments, other
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apparatuses, methods, and devices are provided that may omit one or more of the features

disclosed hereinabove.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0005] Figure 1 illustrates a network architecture, in accordance with one

embodiment.

[0006] Figure 2 illustrates an exemplary system in which the various architecture
and/or functionality of the previous embodiment and/or subsequent embodiments may be

implemented.

[0007] Figure 3 shows a method for sharing metadata associated with a media object,

in accordance with one embodiment.

[0008] Figure 4 shows a method for sharing metadata associated with a media object,

in accordance with another embodiment.

[0009] Figure 5 shows a method for sharing metadata associated with a media object,

in accordance with another embodiment.

[0010] Figure 6 shows an interface for displaying a face and name identified in a

media object, in accordance with another embodiment.

[0011] Figure 7 shows an interface for displaying a face and name identified in a

media object, in accordance with another embodiment.

[0012] Figure 8 shows an interface for displaying one or more detected faces in a

media object, in accordance with another embodiment.

[0013] Figure 9 shows an exemplary system flow for sharing metadata and media

objects, in accordance with another embodiment.

[0014] Figure 10 shows an exemplary system flow for sharing metadata and media

objects, in accordance with another embodiment.
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[0015] Figure 11 shows an exemplary system flow for sharing metadata and media

objects, in accordance with another embodiment.

[0016] Figure 12 shows an exemplary system flow for sharing metadata and media

objects, in accordance with another embodiment.

[0017] Figure 13A shows a media object display list, in accordance with another

embodiment.

[0018] Figure 13B shows an exemplary parameter selection interface for selecting

filter criteria associated with an interface, in accordance with another embodiment.

[0019] Figure 14 shows an interface for viewing metadata and media objects, in

accordance with another embodiment.

[0020] Figure 15 shows an interface for viewing metadata and media objects, in

accordance with another embodiment.

[0021] Figure 16 shows an interface for viewing metadata and media objects, in

accordance with another embodiment.

[0022] Figure 17 shows an interface for viewing metadata and media objects, in

accordance with another embodiment.

[0023] Figure 18 shows an interface for viewing metadata and media objects, in

accordance with another embodiment.

[0024] Figure 19 shows an interface for confirming media object associations, in

accordance with another embodiment.

[0025] Figure 20 shows an interface for confirming media object associations, in

accordance with another embodiment.

[0026] Figure 21 shows an interface for selecting media object associations, in

accordance with another embodiment.
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[0027] Figure 22 shows an interface for viewing media object associations, in

accordance with another embodiment.

[0028] Figure 23 shows an interface for viewing media object associations, in

accordance with another embodiment.

[0029] Figure 24 shows an interface for editing metadata associated with media

objects, in accordance with another embodiment.

[0030] Figure 25 shows an interface for editing metadata associated with media

objects, in accordance with another embodiment.

[0031] Figure 26 shows a method for sharing metadata associated with a media

object, in accordance with another embodiment.

[0032] Figure 27 shows a method for sharing metadata associated with a media

object, in accordance with another embodiment.

[0033] Figure 28 shows an interface flow for sharing media objects based on rules, in

accordance with another embodiment.

[0034] Figure 29 shows an interface for viewing shared media objects, in accordance

with another embodiment.

[0035] Figure 30 shows an interface for viewing shared media objects, in accordance

with another embodiment.

[0036] Figure 31 shows system flow diagram for sharing metadata associated with

media objects, in accordance with another embodiment.

[0037] Figure 31A shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.
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[0038] Figure 31B shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0039] Figure 31C shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0040] Figure 31D shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0041] Figure 31E shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0042] Figure 31F shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0043] Figure 31G shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0044] Figure 31H shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0045] Figure 311 shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0046] Figure 31J shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0047] Figure 31K shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.
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[0048] Figure 31L shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0049] Figure 31M shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.

[0050] Figure 31N shows a user interface for sharing metadata associated with media

objects, in accordance with another embodiment.
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DETAILED DESCRIPTION

[0051] Figure 1 illustrates a network architecture 100, in accordance with one
embodiment. As shown, a plurality of networks 102 is provided. In the context of the
present network architecture 100, the networks 102 may each take any form including,
but not limited to a local area network (LAN), a wireless network, a wide area network

(WAN) such as the Internet, peer-to-peer network, etc.

[0052] Coupled to the networks 102 are servers 104 which are capable of
communicating over the networks 102. Also coupled to the networks 102 and the servers
104 is a plurality of clients 106. Such servers 104 and/or clients 106 may each include a
desktop computer, lap-top computer, hand-held computer, mobile phone, personal digital
assistant (PDA), peripheral (e.g. printer, etc.), any component of a computer, and/or any
other type of logic. In order to facilitate communication among the networks 102, at least

one gateway 108 is optionally coupled therebetween.

[0053] Figure 2 illustrates an exemplary system 200 in which the various architecture
and/or functionality of the previous embodiment and/or subsequent embodiments may be
implemented. As shown, a system 200 is provided including at least one host processor
201 which is connected to a communication bus 202. The system 200 also includes a
main memory 204. Control logic (software) and data are stored in the main memory 204

which may take the form of random access memory (RAM).

[0054] The system 200 also includes a graphics processor 206 and a display 208, i.e.
a computer monitor. In one embodiment, the graphics processor 206 may include a
plurality of shader modules, a rasterization module, etc. Each of the foregoing modules
may even be situated on a single semiconductor platform to form a graphics processing

unit (GPU).

[0055] In the present description, a single semiconductor platform may refer to a sole

unitary semiconductor-based integrated circuit or chip. It should be noted that the term
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single semiconductor platform may also refer to multi-chip modules with increased
connectivity which simulate on-chip operation, and make substantial improvements over
utilizing a conventional central processing unit (CPU) and bus implementation. Of
course, the various modules may also be situated separately or in various combinations of

semiconductor platforms per the desires of the user.

[0056] The system 200 may also include a secondary storage 210. The secondary
storage 210 includes, for example, at least one of a non-volatile memory (e.g. flash
memory, magnetoresistive memory, ferroelectric memory, etc.), a hard disk drive, and a
removable storage drive, representing a floppy disk drive, a magnetic tape drive, a
compact disk drive, etc. The removable storage drive reads from and/or writes to a

removable storage unit in a well known manner.

[0057] Computer programs, or computer control logic algorithms, may be stored in
the main memory 204 and/or the secondary storage 210. Such computer programs, when
executed, enable the system 200 to perform various functions. The main memory 204,
the secondary storage 210 and/or any other storage are possible examples of computer-

readable media.

[0058] In one embodiment, the architecture and/or functionality of the various
previous figures may be implemented in the context of the host processor 201, graphics
processor 206, an integrated circuit (not shown) that is capable of at least a portion of the
capabilities of both the host processor 201 and the graphics processor 206, a chipset (i.e.
a group of integrated circuits designed to work and sold as a unit for performing related

functions, etc.), and/or any other integrated circuit for that matter.

[0059] Still yet, the architecture and/or functionality of the various previous figures
may be implemented in the context of a general computer system, a circuit board system,
a game console system dedicated for entertainment purposes, an application-specific
system, and/or any other desired system. For example, the system 200 may take the form

of a desktop computer, a laptop computer, a server computer, and/or any other type of
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logic. Still yet, the system 200 may take the form of various other devices including, but
not limited to, a personal digital assistant (PDA) device, a mobile phone device, a tablet

device, a television, etc.

[0060] Further, while not shown, the system 200 may be coupled to a network [e.g. a
telecommunications network, local area network (LAN), wireless network, wide area
network (WAN) such as the Internet, peer-to-peer network, cable network, etc.] for

communication purposes.

[0061] Of course, the various embodiments set forth herein may be implemented
utilizing hardware, software, or any desired combination thereof. For that matter, any
type of logic may be utilized which is capable of implementing the various functionality

set forth herein.

[0062] Figure 3 shows a method 300 for sharing metadata associated with a media
object, in accordance with one embodiment. As an option, the method 300 may be
implemented in the context of the architecture and environment of the previous figures
and/or any subsequent figures. Of course, however, the method 300 may be carried out

in any desired environment.

[0063] As shown, metadata associated with a media object of a first user is identified.
See operation 302. Furthermore, the metadata is shared with a second user. See

operation 304. The media object may include any type of media and/or portion of media.
For example, in various embodiments, the media object may include one or more images,

videos, applications, audio, text, binary information, and/or data.

[0064] Additionally, the metadata may include any data associated with the media
object. For example, in one embodiment, the metadata may include at least one filter or a
component thereof. In various embodiments, the filter may include one or more filters
for filtering media objects or components thereof, and/or filter information for
performing filtering functions associated with media objects. In one embodiment, a filter

associated with an image may be created by selecting one or more faces in an image.
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Additionally, in one embodiment, the filter may include metadata associated with the
image, such as a group association, a time associated with the image, a location
associated with the image, people associated with the image, a quality of the image, a

rating associated with the image, and/or various other information.

[0065] In one embodiment, the filter may be shared with a group of users and the
media associated with this filter may be viewable by the members of the group. Further,
in one embodiment, a user may have the option to view a summary associated with a
filter before accepting a filter (e.g. from a share invitation, etc.). In various embodiments,
the summary may include information associated with identified users, information
associated with the identifying user, information associated with ratings, information
associated with quality metrics, and/or various other information. Additionally, in one
embodiment, the filter may include a blacklist of users that are prohibited from sharing

the media object.

[0066] In one embodiment, the metadata may include at least one rating. Further, in
one embodiment, the rating may include user ratings associated with the media object. In
various embodiments, the rating may include a numerical rating, a letter rating, an object
rating (e.g. a star rating, a thumbs-up/thumbs-down rating, etc.), and/or various other

types of ratings.

[0067] In another embodiment, the metadata may include location information. For
example, in one embodiment, the metadata may include information associated with a
location the media object was created, modified, last accessed, and/or captured, etc. In
another embodiment, the metadata may include time information. For example, in one
embodiment, the metadata may include information associated with a time the media

object was created, modified, last accessed, and/or captured, etc.

[0068] In another embodiment, the metadata may include information associated with
the originator of the media object. In various embodiments, the originator information
may include an originator name, alias, location, contact information, and/or other

information. In another embodiment, the metadata may include relationship information.
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For example, in one embodiment, the relationship information may include relationship
information between the first user and the second user, etc. In various embodiments, the
relationship information may include information associated with people present in an

image.

[0069] Further, in one embodiment, the media object may include a picture or video,
and the metadata may include a result of a facial recognition learning process. In this
case, in one embodiment, the metadata may include a person name and/or alias. In
another embodiment, the metadata may include physical description data associated a
person. In various embodiments, the physical description data may include hair color,
eye color, skin color, facial feature attributes, body type, height, weight, distinguishing

features, gender, and/or any other physical description data.

[0070] Additionally, in one embodiment, the facial recognition learning process may
be capable of being carried out by the first user in connection with a plurality of the
media objects utilizing a single interface. For example, in one embodiment, a single
interface may be capable of implementing a facial recognition learning process on
multiple images (e.g. multiple individual images, a video including multiple images,

etc.).

[0071] In one embodiment, the facial recognition learning process may be capable of
being carried out by the first user in response to the media object being created by the
first user utilizing a camera (e.g. in response to an image and/or video being captured by
the camera, etc.). In another embodiment, the facial recognition learning process may be
capable of being carried out by the first user in response to compositing of one or more
images. For example, in one embodiment, faces/users may be associated during the
compositing of the image before the image is created and/or saved. In this case, in one
embodiment, the camera/processor may process raw frames of an image or video to
identify faces and/or users associated with those faces prior to saving/creating the image.
In other embodiments, the faces/users may be associated in image pre-processing, and/or

post-processing, etc.
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[0072] In another embodiment, the media object may include a music file, and the
metadata may include a result of a music rating process. In one embodiment, the
metadata may include a song or album title. In another embodiment, the metadata may
include an artist name, a rating, a track number, a play time, a file size, and/or any other

data associated with the music file.

[0073] Further, in one embodiment, the metadata may be shared directly between a
first device of the first user and a second device of the second user. The device may
include any type of device. In one embodiment, the device may include a mobile device.
In various embodiments, the device may include a laptop computer, a tablet computer, a
desktop computer, a mobile phone, a media player, a camera, a television, and/or various
other devices. In one embodiment, the metadata may be shared between devices of the

first user.

[0074] In another embodiment, the metadata may be shared between a first device of
the first user and a second device of the second user via a service with at least one server.
The service may include any type of service. For example, in various embodiments, the
service may include a sharing service, a social network service, a photo service, and/or
any other type of service. In another embodiment, the metadata may be shared between a
first device of the first user and a second device of the second user via a service instance

(e.g. a virtualized server instance, etc.).

[0075] Additionally, in one embodiment, the metadata (or a portion of the metadata)
may be periodically communicated to the at least one server from the first device.
Further, in one embodiment, the metadata may be periodically communicated from the at

least one server to the second device.

[0076] The metadata and/or media object may be transferred and/or received utilizing
any suitable technique. For example, in one embodiment, the metadata and/or media
object may be transferred and/or received utilizing WiFi technology (e.g. via a router,
WiFi Direct, etc.). In another embodiment, the metadata and/or media object may be

transferred and/or received utilizing Bluetooth technology. In another embodiment, the
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metadata and/or media object may be transferred and/or received utilizing a near field
communication technology. In another embodiment, the metadata and/or media object
may be transferred and/or received over a cellular network. In another embodiment, the
metadata may be transferred and/or received over the Internet. In another embodiment,
the metadata may be communicated utilizing at least one of a push communication or a

pull communication.

[0077] Still yet, in one embodiment, at least one person may be identified in the
media object. Further, in one embodiment, it may be determined whether the identified
at least one person is associated with the second user in accordance with at least one rule.
In various embodiments, any number of rules may be associated with one or more users

and/or between one or more users.

[0078] The rules may include any type of rules. In one embodiment, the rule may
indicate that the at least one person is associated with the second user when the at least
one person is the second user. In another embodiment, the rule may indicate that the at
least one person is associated with the second user when the at least one person has a
relationship with the second user. In another embodiment, the rule may indicate that the
at least one person is associated with the second user when the at least one person has a
relationship with a third user that has a relationship with the second user. Further, in one
embodiment, the sharing of the metadata may be conditioned on the determination of
whether the identified at least one person is associated with the second user in accordance

with at least one rule.

[0079] In various embodiments, the metadata and/or the media object may be stored
on a user device (e.g. a mobile device, etc.), a local server, a network server, a network
cloud, a distributed system, and/or any other system. In one embodiment, the metadata
may be stored with the media object. In this case, in one embodiment, the media may be

shared with the metadata.

[0080] In another embodiment, an identifier may be stored with the media object for

identifying the metadata. In various embodiments, the metadata identifier may be unique
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per media, per share, and/or per user group, etc. Additionally, in one embodiment, the
metadata may be shared by sharing the identifier for identifying the metadata. In one
embodiment, when requesting metadata, a device may request the metadata via an
identifier associated with the metadata, and a service and/or user device may respond

with the associated metadata.

[0081] In one embodiment, the metadata may be utilized in combination with
additional metadata associated with the second user to create aggregate metadata. As an
option, the aggregate metadata may be created utilizing a system associated with a
service. As another option, the aggregate metadata may be created on a device associated
with the first user and/or the second user. As yet another option, the aggregate metadata
may be created on a device associated with a third user. In one embodiment, the
aggregate metadata may be shared with users (e.g. with the first user, the second user,
and/or a third user, etc.). In one embodiment, the metadata used to create the aggregated

metadata may be stored utilizing multiple systems in different locations.

[0082] Further, in one embodiment, different metadata associated with different
media objects of different users may be stored at the at least one server for processing. In
this case, in one embodiment, the shared metadata may include processed metadata.
Additionally, in one embodiment, the sharing may be conditioned on the processing. For
example, in one embodiment, based on the processing result, it may be determined to
share one or more media objects with one or more users. In one embodiment, the sharing
may be conditioned on the processing and one or more rules. The processing may
include any type of processing, such as a prioritization, a correlation, an assessment of

the metadata, and/or any other type of processing.

[0083] As an option, users may be presented with the ability to specify settings
associated with the sharing or metadata, portions of metadata, and/or media objects. In
this case, the sharing between users may be conditioned upon the sharing settings
associated with the users. For example, in one embodiment, it may be determined
whether the first user permits the metadata to be shared. In this case, the sharing may be

conditioned on the determination.
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[0084] Once the metadata is shared, in one embodiment, the metadata may be utilized
by the user with whom the metadata was shared. For example, once the metadata is
shared with the second user, the second user may be allowed to utilize the metadata in
connection with the media object. In various embodiments, the use may include storing
the shared metadata, applying the shared metadata to one or more media objects,
modifying the shared metadata, merging the shared metadata with other metadata, re-
sharing the shared metadata, processing the shared metadata, and/or other uses of the
shared metadata. In one embodiment, the second user may be allowed to utilize the

metadata in connection with a different media object.

[0085] Additionally, in one embodiment, at least one aspect of the metadata may be
presented to the second user. In this case, in one embodiment, input in connection with
the at least one aspect of the metadata may be capable of being received from the second
user. As an option, utilization of the metadata may be conditioned on the input. In
various embodiments, the input may include feedback, a rating, providing supplemental

data, verifying data, correcting data, and/or providing various other types of input.

[0086] For example, in one embodiment, the second user may be allowed to input a
rating in association with the metadata. In another embodiment, the second user may be
allowed to utilize the metadata for filtering purposes. In another embodiment, the second
user may utilize the metadata for further sharing purposes. In another embodiment, at

least a portion of the at least one input may be stored in association with the metadata.

[0087] Further, in one embodiment, a query may be received from the second user,
and a response including a plurality of the media objects may be sent based on the query.
In various embodiments, the query may identify at least one of a location, a time, and/or a
person’s name or alias for use in association with facial recognition. In another
embodiment, a query may be received from the second user, and a response including

particular metadata may be sent based on the query.

[0088] Still yet, in one embodiment, the metadata may be shared with a group of

users. In one embodiment, the group of users may include an ad-hoc group.
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Additionally, in one embodiment, the group of users may be formed based on at least one
of a time, a location, or a facial recognition. In another embodiment, the group of users
may be formed based on a set of recognitions. For example, in one embodiment, the
group may be formed based on identifying faces of a first person, a second person, and a

third person.

[0089] In another embodiment, members of the group may be capable of being
restricted. For example, in various embodiments, members of the group may be
restricted from modifying metadata (or portions thereof), adding metadata, viewing
metadata (or portions thereof), viewing media objects (or certain media objects), and/or

may be restricted in a variety of other ways.

[0090] In one embodiment, potential new members of the group may be capable of
being identified based on the metadata or a lack thereof. For example, in one
embodiment, a person in an image may be identified by the metadata and may further be
identified as a potential new member of the group. Moreover, in one embodiment, users
of the group may create, edit, and/or add to the metadata and share the edited metadata
with the other users in the group. In this way, work performed by one user of the group
may reduce the work needed to be performed by another user in the group. For example,
in one embodiment, a total workload in connection with creating the metadata may be

reduced by sharing results of an individual workload of the first user and the second user

[0091] Furthermore, in one embodiment, the metadata may be utilized to advertise to
a user or the group of users. For example, in one embodiment, the metadata may be used
to determine targeted advertisements to display and/or present to a user or group of users

(e.g. on mobile devices associated with the users, etc.).

[0092] More illustrative information will now be set forth regarding various optional
architectures and features with which the foregoing techniques discussed in the context of
any of the present or previous figure(s) may or may not be implemented, per the desires
of the user. For instance, various optional examples and/or options associated with the

identifying of metadata of operation 302, the sharing of metadata of operation 304, and/or
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other optional features have been and will be set forth in the context of a variety of
possible embodiments. It should be strongly noted, however, that such information is set
forth for illustrative purposes and should not be construed as limiting in any manner.
Any of such features may be optionally incorporated with or without the inclusion of

other features described.

[0093] Figure 4 shows a method 400 for sharing metadata associated with a media
object, in accordance with one embodiment. As an option, the method 400 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the method 400 may be carried out in
any desired environment. It should also be noted that the aforementioned definitions may

apply during the present description.

[0094] As shown, it is determined whether a request to view at least one media object
is received, or whether a media object is received for viewing. See decision 402. In one
embodiment, the request and/or the media object may be received at a user device (e.g. a
mobile phone, a tablet computer, a desktop computer, a television, a media device, a
camera, etc.). In another embodiment, the request and/or the media object may be
received at a system associated with a service (e.g. a social network service, a sharing

service, etc.) and may be sent to a user device.

[0095] If a request to view a media object is received, or a media object is received
for viewing, current metadata is applied to identify at least one person associated with the
media object, or a look-up of the identification of the at least one person is performed.
See operation 404. In one embodiment, the identification of the at least one person may

already be determined based on the current metadata.

[0096] Further, the media object that was requested or received is presented to a user
with the identification of the at least one person, and the user is prompted for a
confirmation and/or an identification if one or more people were not identified. See
operation 406. It is then determined whether a confirmation and/or an identification is

received. See decision 408. In one embodiment, an identification correction may be
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received. For example, in one embodiment, a person associated with the media object

may be identified incorrectly and the user may provide a correct identification.

[0097] If a confirmation and/or identification is received, confirmation and/or
identification metadata is sent to the service and/or one or more users. See operation 410.
Additionally, it is determined whether additional metadata is received. See decision 412.
The additional metadata may include any type of additional data, such as comments,
sharing information, rating information, rules, alias information, and/or various other

data.

[0098] If it is determined that additional metadata is received, the additional metadata
is sent to the service and/or the one or more users. See operation 414. Further, it is
determined whether to request metadata associated with the at least one person associated
with the media object. See decision 416. If it is determined to request metadata
associated with the at least one person associated with the media object, a metadata

request is sent to the service and/or the one or more users. See operation 418.

[0099] Figure 5 shows a method 500 for sharing metadata associated with a media
object, in accordance with one embodiment. As an option, the method 500 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the method 500 may be carried out in
any desired environment. It should also be noted that the aforementioned definitions may

apply during the present description.

[00100] As shown, it is determined whether metadata associated with a media object is
received. See decision 502. In one embodiment, a server may determine whether the
metadata is received. In this case, in one embodiment, the server may be associated with
a service. In various embodiments, the service may include a social network service, a
sharing service, a service associated with media, and/or any other type of service. In
another embodiment, the metadata may be received by a user device (e.g. a mobile

device, etc.).
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[00101] If it is determined that metadata is received, a look-up operation is performed
for rules associated with the metadata. See operation 504. In one embodiment, the
service system may perform the look-up operation. In another embodiment, a user device

may perform the look-up operation.

[00102] Further, metadata is distributed in accordance with the rules. See operation
506. In one embodiment, the service system may distribute the metadata in accordance
with the rules. In another embodiment, the user device may distribute the metadata in

accordance with the rules.

[00103] The rules associated with the metadata may include any type of rules. For
example, in one embodiment, the rules may define the users with whom the metadata
may be shared. In another embodiment, the rules may define what actions users may
perform with the metadata. For example, in one embodiment, the rules may define read
and/or write and/or editing privileges associated with the metadata (and/or the media
object). In another embodiment, the rules may define with whom the metadata may be

further shared.

[00104] The media object may include any type of media, including audio media,
video media, image media, applications, and/or various other media objects. In the case
the media object includes at least one image (e.g. one or more photos, video, etc.), in one
embodiment, metadata associated with facial data of one or more recognized users may
be shared with other users. In this way, in one embodiment, the metadata may be
permitted to be shared such that a recipient user may utilize the metadata to train a facial

recognition process (and/or algorithm, etc.) for a particular face.

[00105] In one embodiment, once identified via the facial recognition algorithm, each
face in an image may be identified and that identifier of the face may be associated with
the media, and may be stored in conjunction with the media (or stored in the media, etc.).
In various embodiments, the metadata may be associated with the media, and/or

associated with an identifier that is included in/with the media, etc. In this way, in one
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embodiment, the redundant work of identifying or training facial recognition metadata

may be reduced by sharing training data with other users.

[00106] As an example, USER A may identify FACE B in a collection of media (e.g. a
collection of images, etc.). As more faces matching FACE B are identified in the media,
the metadata describing FACE B may be improved. USER A may share the FACE B
metadata with USER C and the FACE B metadata may be incorporated into USER C’s
metadata for FACE B. In various embodiments, the shared metadata may augment,

replace, improve, and/or refine, etc., the metadata set utilized to identify FACE B.

[00107] In one embodiment, the metadata may be shared explicitly. For example, in
one embodiment, metadata itself may be shared between a first user and a second user
(e.g. by selecting a share metadata option, etc.). Also, in one embodiment, the metadata
(or an identifier associated with the metadata, etc.) may be embedded in media data (e.g.
photo data, in exif, other image metadata, etc.). In the case of the previous exemplary
implementation, the embedded metadata may include the best matching metadata for

identifying FACE B.

[00108] In one embodiment, the metadata may include metadata for the shared media,
etc. Additionally, in one embodiment, if multiple faces are identified in the shared
media, the metadata may include at least one best, instance, and/or aggregate metadata
for identifying at least one face in the media. Further, in one embodiment, each metadata
may be tagged with a name associated with a user, identifier associated with a user,
and/or other information associated with a user, in order to correlate, locate, find, search,

and/or categorize all media associated with that user.

[00109] In the case that the metadata is large, in one embodiment, only metadata
associated with faces that are common may be shared (e.g. based on a search set, social
data, etc.). For example, in one embodiment, metadata may be included/associated
with/referenced for each face/user. In this case, in various embodiments, all metadata

may be sent, partial metadata may be sent, and/or metadata may be sent based on
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relationships, and/or rules, etc. In one embodiment, a service may share metadata IDs

and a user device may request associated metadata if requested and/or based on rules, etc.

[00110] Additionally, in one embodiment, media associated with a first user may be
aggregated with media associated with at least one other user. In this case, in one
embodiment, the aggregate contribution for each user may include a subset of media

associated with a media object (e.g. at least one photo from each user, etc.).

[00111] In one embodiment, the metadata may include particular facets of facial
recognition training data. For example, in various embodiments, the metadata may
include data associated with a Face Mesh, a geometry of data points, proportions of data
points, color of a face and/or hair and/or eyes, skin features, and/or other identifying
features, etc. In various embodiments, the data points may include at least one of a

location of each eye, a nose location, a mouth location, and/or eye brow locations, etc.

[00112]  Faurther, in one embodiment, any feature of a face may be utilized to form a
relative, absolute, average, and/or best mesh that represents a face of a particular user.
Additionally, in another embodiment, factors other than hair color may be utilized for
facial/user recognition (since hair color may change), such as eye brow color (since less

likely to change), feature geometry, eye color, skin color/shade, etc.

[00113] In one embodiment, multiple similar media objects (e.g. two pictures of the
same time instance, location, face, etc.) may be correlated and the best of the media may
be selected. For example, a first media object (e.g. an image, etc.) including faces 1, 2,
and 3, which was captured at or around time T1, may be determined to be better quality
than a second media object including faces 1, 2, and 3, which was captured at or around
T1. In one embodiment, utilizing a shared collection of media (or a personal collection
of media, etc.), less optimal media may be hidden when 2N+ similar media exists of the

same faces, time, and/or location, etc.

[00114] In one embodiment, a user may receive points, or other performance
indicators, for making valuable contributions to a group of users. For example, in one

embodiment, image qualities such as composition, clarity, color, lighting, etc., may be
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rated and the originating user may receive points, or other performance indicators, for
such qualities. In another embodiment, image qualities may be rated and the image may
be automatically attributed a quality rating and/or may be ranked, based on the quality.
In another embodiment, user ratings may be utilized to rate photo quality (and/or any

media object quality, etc.).

[00115] In one embodiment, more recent metadata may be rated higher than older
metadata associated with a media object. For example, in some cases, metadata
associated with facial recognition from 5-10 years in the past may be rated lower (or may
be given less weight, etc.) than metadata associated with facial recognition from the past

year.

[00116] In another embodiment, older metadata may be rated higher than recent
metadata associated with a media object. For example, in some cases, metadata
associated with facial recognition from 5-10 years in the past may be relevant to a
particular data set, and thus be rated higher (or may be given more weight, etc.) than

metadata associated with facial recognition from the past year.

[00117] As another example, metadata associated with facial recognition data may be
grouped by a particular time interval. In this case, this particular metadata may be rated
higher (or given a higher weight) when applied to photos in/around that time interval.
Thus, in one embodiment, there may be an overall/recent metadata aggregate and

individual time interval based metadata to allow for identifying faces in older media.

[00118] Faurther, in one embodiment, a user that rates a media object and/or metadata
associated with the media object may be rated. For example, the rating user may be rated
or graded based on the judgment. In one embodiment, the rating of a user may be

specific to another user.

[00119] For example, a first user may like the opinion/judgment of a second user and
thus rate the second user high. However, the first user may not like the opinion/judgment
of a third user and, in turn, rate the third user low. On the other hand, a fourth user may

like the opinion/judgment of the third user and, in turn, rate the user high. Thus, in one
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embodiment, the rating between the first user and the third user may be different than the
rating between the fourth user and the third user. In one embodiment, the overall user
rating of the third user may be an average of all ratings associated with the third user. In

another embodiment, there may not be an overall rating of the third user.

[00120] In another embodiment, a rating associated with a user may be different for
different types of media objects. For example, the first user may associate a low rating
with the third user for images (or metadata associated therewith), but a high rating for the
third user for music. In another embodiment, a user may have a group rating. For
example, in one embodiment, a first group of users may associate a low overall rating
with the third user for images (or metadata associated therewith), and a second group of
users may associate a high overall rating with the third user for images (or metadata

associated therewith).

[00121] Further, in one embodiment, a person may be rated higher by others based on
facial recognition data training, so that one may automatically or manually adopt the
rating/training of their trusted person over another. As an example, a certain set of users
may be more interested in a particular rating aspect and may be determined to have a
better trust for rating others. In this case, another set (e.g. which may or may not include
overlap in the raters, etc.) of users may be interested in the training and may gain trust via

the volume/accuracy of ratings (e.g. as rated by peers/service, etc.).

[00122] Additionally, in one embodiment, media and/or metadata may be aggregated
in a service (e.g. a cloud service, a centralized service, a decentralized service, a local
service, etc.). In this case, in one embodiment, the service may merge the metadata. In
the case that the metadata is associated with one or more images, in one embodiment, the
service may merge the metadata and identify each face in the media. Further, in one
embodiment, the service may communicate updated metadata to all associated users of
the aggregate set. In one embodiment, the service may push the updated metadata. In
another embodiment, a user device may pull the updated metadata. In this way,

current/updated face metadata may be communicated back to the users.
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[00123] In one embodiment, the service may suggest metadata to users. For example,
a social network service may review pictures associated with one or more first users (e.g.
which are posted on the social network site, uploaded to the social network site, etc.) and
determine that the first users include metadata (e.g. facial recognition filters, etc.) worth
recommending to one or more second users. In various embodiments, the metadata
recommendations may be based on relationships, privacy settings, and/or rules. In one
embodiment, the recommended metadata may be accepted by the user and may be
utilized to automatically train a media object process for the user (e.g. a facial recognition

process, a music suggestion process, etc.).

[00124] Further, in one embodiment, groups of users may be formed based on date,
time, location, and/or metadata (e.g. metadata associated with faces, etc.). In one
embodiment, ad hoc temporary groups may be generated for an event. In this case, in
one embodiment, a face in a photograph taken at an event may be analyzed (e.g. utilizing
current metadata, etc.) such that each identifiable face in the photograph is identified and
an ad hoc temporary group may be generated for an event. In this case, media associated
with the event (e.g. photographs, videos, etc.) may be associated with group (e.g. utilizing
metadata, etc.). In one embodiment, users may be permitted access to the media based on

being a part of the ad hoc group.

[00125] In one embodiment, permissions may be granted based on metadata.
Additionally, in one embodiment, other users may be invited by a member of the ad hoc
group. As an option, invited members may have a restricted set of permissions. In
various embodiments, the permissions may include permissions associated with editing,
voting, commenting, viewing, uploading, contributing, sharing, and/or the performance
of various other actions associated with the media objects or metadata associated with the

ad hoc group.

[00126] In one embodiment, if a user associated with an identified face is determined
to not be included in a group, the user may be invited. In various embodiments, the invite
may be based on a threshold, an automatic and/or a manual invitation, a prior relationship

with users of the group, and/or various other criteria. In one embodiment, a user may be
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invited based on historical associations of the non-invited user with a given set of users

that are a part of the group.

[00127]  Still yet, in one embodiment, a group aggregate of media for an event may be
rated, commented, and/or shared, etc. For example, each user of group may export the
media to a tangible representation of media (e.g. a collage album, individual pictures, a

digital album, etc.).

[00128] In one embodiment, users may select to automatically share media and/or
metadata associated therewith, and/or indicate which media to share or exclude. Further,
in one embodiment, users may be given an option to blacklist certain (or all) users, and/or
restrict sharing to other users, etc. For example, in one embodiment, a first user may
blacklist a second user if the first user determines that metadata (e.g. filters, etc.)
associated with the second user are undesirable. In one embodiment, the blacklists may

be shared between users.

[00129]  Any criteria and/or aspect of the metadata or media may be utilized when
determining how a media object (e.g. a photo, etc.) is shared. For example, if a first user,
a second user, and a third user have previously been identified in a first media object (e.g.
an image, a video, etc.), and the first user and the second user are identified in a second
media object, the second media object may be shared with third user based on the

identification in the first media object.

[00130] Additionally, in one embodiment, the originating user may be given options to
confirm sharing for each identified user, and/or related user, etc. Table 1 shows
exemplary sharing preferences associated with an originating user, in accordance with

one embodiment.
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TABLE 1

USER SHARE ALL SHARE SHARE RELATED
INCLUDED

1 YES YES YES

2 NO YES YES

3 NO YES NO

[00131] With reference to Table 1, as an example, User 1 may be a spouse of the
originating user. In this case, the originating user has elected to share all photos, photos
including User 1, and photos including media determined to be related to User 1.
Additionally, User 2 may be a friend of the originating user. In this case, the originating
user is sharing only photos where User 2 is included, and photos where the media is
determined to be related to User 2. Further, User 3 may be an acquaintance of the
originating user. In this case, the originating user is only sharing media where User 3 is

included in the media.

[00132] In one embodiment, filters associated with metadata may only be used when
authorized (e.g. utilizing a key, etc.). In another embodiment, filters associated with
metadata may only be used when authorized and may only be usable with respect to a
certain application (e.g. the filter cannot be used by all Internet users, etc.). In various
embodiments, usage based restrictions may be implemented utilizing share/private keys,

passwords, key encryption/authorization, etc., of an application and/or service.

[00133] In one embodiment, references may be set to automatically share metadata
and/or media in a media application (e.g. a camera application, a photo application, a
media application, a music application, a video application, a sharing application, etc.).
For example, in one embodiment, an application associated with a camera may
automatically upload new media. In one embodiment, a user device (e.g. a camera, a

mobile phone, etc.) may use existing training metadata to identify subjects of media, and
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push/transmit identified face metadata to one or more media taking applications for

inclusion in and/or in association with the media.

[00134] In one embodiment, the service may also alert users if a face appears in a
media object the preferences are set to share. For example, users included in a piece of
media may be determined automatically (or with manual intervention) and the media may
be shared with those users. In various embodiments, media may be directly shared with
each user, shared in a central location, and/or shared from a device of an originating user,

etc.

[00135] In various embodiments, the sharing of metadata and/or media may be
persistent or may be transient. For example, a user may share an image with another user
and, after the other user views the image, the image may be removed from a viewing
location (or viewing permissions may expire, change, etc.). In another embodiment, a
user may be prohibited from viewing the image after a period of time, at request of user,
or after a certain number of accesses, etc. Of course, in various embodiments, the
transient nature of the metadata and/or media may apply to all type of media objects (e.g.

with respect to audio, applications, etc.).

[00136] In one embodiment, the filters associated with the metadata may identify
people “on the fly” such that immediately after an image is captured, people in the image
may be identified, and the IDs associated with those people may be displayed on the
picture. In one embodiment, a viewer of the image may be given the option to confirm

people, and/or add an ID (at the time of picture, etc.), etc.

[00137] In one embodiment, voice recognition may also be utilized. For example, a
user may say a name of who is being captured in the image, at or around the time or
image capture. In one embodiment, the stated name may be utilized to train the metadata.
Further, in one embodiment, live frames may be processed to identify faces/people prior
to the picture being captured (e.g. during compositing, etc.). In this way, a picture stream

(e.g. video frames, etc.) may be processed.
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[00138] In one embodiment, a shared timeline may be presented to a user that includes
media associated with faces, if currently identified media is present. For example, User
A, User B, and User C may automatically join a group and old events that are associated
with media of User A, User B, and User C (or at least one user, etc.) may be available for
viewing. As another example, User A may share User B media from a past event

associated with those users.

[00139] Additionally, users may share other metadata associated with media to other
users. For example, a user may share ratings associated with a song, video, and/or
application with another user. In one embodiment, the other user may incorporate those
ratings into the other user’s media ratings. In various embodiments, the new metadata
may replace existing metadata, not replace existing metadata, and/or be incorporated with

existing metadata (e.g. utilizing an averaging algorithm, etc), etc.

[00140] In various embodiments, the metadata may include any type of user data
and/or preference. Further, in one embodiment, the similarity of the sharing user may be
utilized when incorporating their shared metadata. For example, if the first user has a
strong similarity to the second user, then their ratings may be incorporated without
modification to the ratings (not necessarily without modification to data for incorporation
purposes, etc.). However, if the first user does not have a strong similarity to the second
user (e.g. the first user likes Genre_A more than the second user, etc.), then the shared
metadata may be filtered, normalized, raised, lowered, changed, modified, etc., before

incorporation.

[00141] In one embodiment, the user that is incorporating the ratings may be allowed
to review each rating change (e.g. incorporating rating metadata will raise song X from 3
stars to 4.5 stars, etc.). Additionally, in one embodiment, the user incorporating the
metadata may approve per group of media, subgroup, all media, etc. For example, a user
may elect to approve incorporated ratings for each album, each song, all media, once,

never, automatically, and/or manually, etc.
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[00142] As another example, user application metadata may be shared with other
users. For example, if a user installs and/or uses an application, the application may be
suggested, installed, recommended, and/or shared, etc., with at least one other user.
Further, in one embodiment, if a user uses an application, the interactions associated with
that application may be utilized to generate metadata associated with the application. In
various embodiments, the metadata may describe each use of an application, such as (but
not limited to) application name, genre, cost, rating, number of uses, location(s) of each
use, date/time of each use, duration of each use, achievements, rank, accomplishments,
and/or goals, etc. Of course, in various embodiments, any aspect of the application may

be utilized in creating the metadata describing the application.

[00143] In one embodiment, application metadata may be utilized to recommend the
application to other users. As an option, these users may be associated with each other.
For example, one user may invite another user to be a part of the application group. As
another option, a user may invite another user to be part of a general group that shares

all/selected metadata.

[00144] For example, a first user may invite a second user to share metadata. In this
case, in one embodiment, each criteria/aspect of the metadata may be allowed or
disallowed for sharing between users. For example, the first user may allow for sharing
facial metadata associated with media, but the second user may not. As another example,

the second user may allow for sharing of application location usage with the first user.

[00145] The metadata and the media may be shared in variety of ways. For example, a
first user may share with at least one other user. In this case, in various embodiments, the
media associated with the first user may be transmitted to another user, sent to a third
party (e.g. a cloud service, at least one server, at least one service) for sharing with the
other users, communicated directly to the user (e.g. via local sharing, direct connect,
WiFi, NEC, Bluetooth, or other wireless technology, etc.), communicated via a storage
media (e.g. memory, a disk, flash memory, a drive, etc.), and/or utilizing any other

suitable technique.
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[00146] In one embodiment, if two users are associated with each other for sharing
media, the first user media may be automatically transmitted to the second user. For
example, transmitting to the second user may include the second user’s device(s)
downloading the media, and/or the media being linked to/with another user, etc. For
example, a first user may take a picture. Further, a second user may be identified as
being associated with the picture, and the media (and/or metadata associated therewith)
may be transmitted from the first user to the second user (e.g. directly or indirectly, etc.).
For example, a service may receive the media and/or the metadata from the first user and
transmit the media and/or the metadata to the second user. Further, the second user may
then view, save, and/or share the media and/or the metadata utilizing a device associated
with the second user. In one embodiment, an identifier of the shared media may be sent

to the second user instead of the media itself (e.g. a link, resource identifier, etc.).

[00147] Additionally, in one embodiment, the metadata and/or the media may have a
standard format, such that media and/or metadata may be shared between users, without
the need for changing the format. In another embodiment, adapters may be available
such that media and/or metadata of a first format may be shared with another device
requiring the media and/or metadata to be of a second format. In this case, the device
that requires the media and/or the metadata to be of the second format may request (or
have) an adapter that transforms the media and/or metadata of the first format to the
second format. In one embodiment, the adaptor may be transferred with the media and/or

metadata. Additionally, in one embodiment, the metadata may include the adaptor.

[00148] Further, in one embodiment, the first user may be allowed to set permissions
associated with the shared media. For example, the first user may be allowed to set
permissions such that one or more other users are not able to share the media. As another
example, the first user may be allowed to set expiration times associated with the media
(e.g. a global expiration time, user specific expiration times, etc.). As another example,
the first user may be allowed to set a number of allowed views for the media (e.g. a
global number, a total number, a number for specific users, etc.). As another example,

the first user may be allowed to set permissions associated with print options. Of course,
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in various embodiments, the first user may have the ability to set any type of permission

associate the media and/or the metadata.

[00149] In one embodiment, a first user may cause media (and/or metadata associated
therewith) to be encrypted such that other users may be allowed to view the media as
long as an encryption key/certification is not revoked. Further, in one embodiment, if the
originating user removes, disables, and/or revokes, etc., the decryption key, then the

media will not be viewable to other users.

[00150] In one embodiment, a service may serve as a keystore, and a user device may
check the keystore for key revocation (e.g. before each view, once per session, set
intervals, after a specific number of accesses, etc.). In another embodiment, keys may be
cached locally. In one embodiment, an application on the device (or service, etc.) that is
utilized to the view the media may check for key/cert revocations prior to allowing

viewing (e.g. by checking the key/cert itself, via local/remote key/cert service, etc.).

[00151]  Still yet, in on embodiment, users may be able to select applications to use in
association with their devices via an application selection interface. In one embodiment,
the application selection interface may provide a filterable set of criteria that allows the
user to show applications that match selected (or defined) criteria. In various
embodiments, the applications may be presented in any style view including a grid view,

a list view, an icon view, an image view, a preview view, and/or a detail view, etc.

[00152] Additionally, in various embodiments, the user may select/specify criteria
such as name, author, type of application, description, category, language, genre, device
type, rating, size, number of uses, duration of uses, last used, restrictions, version, last
updated, date purchased, date shared, shared from user, shared to user, date shared,
expiration date, remaining uses, and/or remaining shares, etc. In one embodiment, the
user may be able to request a search/listing of similar applications (and/or characteristics

associated with the applications, etc.) for each application in the list.

[00153] For example, a user may like Application_A and click a “Similar” button to

receive a listing of additional applications deemed similar to Application_A. Similar
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applications may be found utilizing criteria associated with Application_A, as well as
other criteria (e.g. search for applications with an average of 4 stars, 40+ uses, used more
than 4 hours, type equals game, genre equals adventure, etc.). In one embodiment, a first
user may search metadata associated with another user for the criteria. For example, the
first user may be friends with a second user, and the first user may search a service for
applications (e.g. games, etc.) that the second user has installed, ranked highly, and/or has

played for a minimum number of hours, etc.

[00154] Further in one embodiment, a user of an application may indicate that an
application is sharable. In one embodiment, an author of an application may indicate the
application is allowed to be shared. In various embodiments, the author may set a limit to
a total number of shares allowed overall, a limit to a total number of shares allowed per

user, a limit to a number of uses per share, and/or a limit to a usage time per share, etc.

[00155] In one embodiment, the user may be allowed to share an application with
another user. Additionally, in one embodiment, a service may automatically share an
application with another user based on similar metadata for application type, genre,
rating, uses, and/or any other criteria. In another embodiment, applications may be
shared based on a location/proximity of two associated users. For example, in one
embodiment, if users are within a predefined distance from one another (e.g. and other
sharing criteria is met, etc.), the applications may be shared. In another embodiment, if
the users are at the same location (e.g. a business, a city, a defined location, etc.), the
applications may be shared. In another embodiment, if users are within a predefined
distance from a location (e.g. and other sharing criteria is met, etc.), the applications may

be shared.

[00156] In one embodiment, each user may be able to share the application a
predetermined number of times. Further, in one embodiment, each share may be
associated with a predetermined number of uses. In one embodiment, the user with
whom the application was shared may be presented with an option to purchase the shared
application. In various embodiments, the user may be offered the option to purchase

more uses of the application and/or purchase more time to utilize the application, etc.
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[00157] In one embodiment, if the application is purchased, the user who shared the
application may receive a benefit. For example, in various embodiments, the user who
shared the application may be refunded a share (e.g. the user may be credited the
opportunity to share the application one more time, etc.), given extra shares, and/or given

a portion of a sale price/profit, etc.

[00158] As an example, User_A with Application_B may meet User_C, who does not
have Application_B. In this case, User_A may have used Application_B a certain
number of times and may have rated the application positively. Based on location, uses,
and/or rating, etc., a device associated with User_C may indicate to User_C that User_A
likes Application_B and User_C may be invited to receive a shared version of
Application_B for a trial. User_C may, in turn, accept the invitation and may be able to
initiate a demo/trial of application. In one embodiment, after a predefined number of
uses/time/etc., Application_B may be removed/disabled/limited on the device of User_C.
In one embodiment, prior to and/or after Application_B being removed/disabled/limited,
User_C may be given an option to purchase the application and/or to purchase additional
uses of the Application_B. In one embodiment, User_A may have the ability to revoke
the application from User_C at any time. In another embodiment, the author of the
application may have the ability to prevent sharing, thereby disabling, etc., the

application.

[00159] As one exemplary data flow, users may send media to a service system. The
service system may process the media and send back metadata to the users. In the case
that the media included images, the metadata may include identified faces and data
describing faces. The data describing the faces may include data utilized to identify faces
in the media. Additionally, in various embodiments, the data may include data specific to
that media, data associated with at least one face, and/or aggregate data for a plurality of
instances of a particular face, etc. Further, in one embodiment, users may have the option
to accept or decline the identified faces, and this information is sent back to the service
system to help improve detection. In this way, both the service system and the users may

have a detailed set of metadata for each face. Furthermore, in this way, a face may be
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capable of being detected at a client device (e.g. a user device, etc.) or at a server (e.g. a
server associated with the service system, etc.). In one embodiment, if a client device has
additional identification metadata not present at the service system, the metadata may be

communicated to the service system for improving server face detection criteria.

[00160] In one embodiment, if one user identifies a face and sends that additional
metadata to the service system, the service system may send updated metadata to another
user that is associated with the additional face metadata. In this way, the work of one
user may be communicated to the service system and other users may avoid performing

duplicate identification work.

[00161] The metadata may be communicated via a service or directly to the user. In
one embodiment, the metadata may be embedded in the media and by virtue of sharing
the media, the other user may receive improved metadata for the faces detected in the
media. In various embodiments, the metadata may be embedded in the media, or
separate from the media. Additionally, in one embodiment, the metadata may include an

identifier of the metadata utilized to identify a face.

[00162] In one embodiment, metadata may be merged, incorporated, etc., from one
user to another. Additionally, the metadata may not be limited to faces but to other
identifying criteria (e.g. height, body geometry, color, identifying marks and/or features,

etc.).

[00163] In various embodiments, any media may be shared and any metadata
associated with the media may be shared. For example, users may share metadata
associated with media or the media itself. In one embodiment, a user may share an
application with another user as a limited use application. In another embodiment, along
with the application, metadata from the sharing user (e.g. rating, comment, uses, price
paid, etc.) may be included along with the application. Further, in one embodiment,
metadata may be displayed to the user that received a shared application. As another
example, a user name and associated information may be displayed for a face identified

in a photograph.
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[00164] It should be noted that, in other embodiments, additional training techniques
may be used to further reduce the work of identifying or training facial recognition
metadata. For example, in one embodiment, various information may be collected in
association with various actions users take in connection with photos, and such
information may be utilized to support the aforementioned training, without necessarily
requiring any/additional formal training exercises by the user. For instance, the
originator, destination, copy addressees, etc. may be identified in connection with shared
photos. Further, this information may be used as an additional factor in ascertaining an
identity of faces in such photos. In the present example, it may be assumed that there is a
higher likelihood that photos (of people) being shared between parties are more likely to
include faces of such parties. Similarly, any metadata, comments, tags, e-mail/text

message bodies, etc. that accompany the photos may be analyzed for similar purposes.

[00165] Figure 6 shows an interface 600 for displaying a face and name identified in a
media object, in accordance with one embodiment. As an option, the interface 600 may
be implemented in the context of the architecture and environment of the previous
Figures or any subsequent Figure(s). Of course, however, the interface 600 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00166] In one embodiment, a face may be automatically detected in a media object
(e.g. an image, video, etc.) and a name associated with the face may be displayed
utilizing the interface 600. In one embodiment, a user may be allowed (or prompted,
etc.) to confirm or decline the name association. In one embodiment, the interface 600
may display the name associated with the face and present the user a button on the

interface 600, such that the user may confirm the association.

[00167] In another embodiment, the user may be presented with a check box in order
to confirm the association. In another embodiment, the user may be presented with an

option to decline the association. In another embodiment, the user may be presented with
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a list of alternative names to associate with the face. In another embodiment, the user

may be presented with the option to insert a name to associate with the face.

[00168] In one embodiment, the name to associate with the face may be determined
utilizing metadata associated with the image. In another embodiment, the image may be
processed utilizing a facial recognition algorithm and the name may be determined (e.g.
utilizing a lookup, etc.). In another embodiment, the name to associate with the face may
be determined utilizing voice data. For example, in one embodiment, a device may
receive an utterance when an image is captured (e.g. from the user taking the picture,
etc.). In this case, in one embodiment, the utterance may be analyzed and a name to

associate with a face in the captured image may be determined.

[00169] In another embodiment, the name to associate with the face may be
determined utilizing a text message (e.g. an SMS and/or an MMS, etc.). For example, in
one embodiment, an image may be received via a text message (or sent via a text
message). In this case, in one embodiment, text accompanying the texted image may be

analyzed to determine a name to associate with a face in the image.

[00170] In another embodiment, the name to associate with the face may be
determined utilizing an email. For example, in one embodiment, an image may be
received via an email message. In this case, in one embodiment, text accompanying the

email may be analyzed to determine a name to associate with a face in the image.

[00171] In another embodiment, the name to associate with the face may be
communicated with the image. In another embodiment, the name to associated with the

image may be explicitly indicated (e.g. as a tag, as a file name, etc.).

[00172] In addition, in one embodiment, the interface 600 may be utilized to indicate
whether the face is clear and includes a good example for basing the metadata (e.g. for
facial recognition, etc.). In one embodiment, the user may be presented with an option to
indicate the image includes a high quality face to base the metadata. Further, in various

embodiments, the user may have the ability to enter a name, select a name from a list of
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names, and/or be presented with a suggested list of names in which to choose a name,

etc., if the name is not correct.

[00173] Figure 7 shows an interface 700 for displaying a face and name identified in a
media object, in accordance with another embodiment. As an option, the interface 700
may be implemented in the context of the architecture and environment of the previous
Figures or any subsequent Figure(s). Of course, however, the interface 700 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00174] Figure 7 shows another exemplary interface for displaying a detected face and
an associated name. As shown, the associated name may be displayed with confirmation
checkbozxes, allowing the user to confirm or decline the name association. In one
embodiment, the user may be presented with only an option to decline or accept the name
association. Further, in another embodiment, the user may have the ability to override
the suggested name in the name field. For example, in one embodiment, the user may

have the ability to type a name into the name field.

[00175] Figure 8 shows an interface 800 for displaying one or more detected faces in a
media object, in accordance with another embodiment. As an option, the interface 800
may be implemented in the context of the architecture and environment of the previous
Figures or any subsequent Figure(s). Of course, however, the interface 800 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00176] As shown, the interface 800 may present a media object with detected faces.
In one embodiment, the interface 800 may allow a user to select additional faces in the
media. In one embodiment, the interface 800 may display the names of the detected
faces (e.g. as in Figures 6-7, etc.). Additionally, in one embodiment, the interface 800
may present the user with the option to confirm and/or decline a name association (e.g. as

in Figures 6-7, etc.).

Google Ex 1002 - Page 163



41-

[00177] Furthermore, in one embodiment, the interface 800 may present the user with
the opportunity to name undetected faces. In another embodiment, the interface 800 may
present suggested names to the user for confirmation, etc. In this case, in one

embodiment, suggestions may include at least one potential match.

[00178] Further, in one embodiment, the interface 800 may present the user with the
opportunity to share the media and/or metadata associated therewith. In one
embodiment, the interface 800 may present the user with options to allow and/or deny
sharing for each user. In one embodiment, the user may have the ability to enter a name
of another user (or a username, email, phone number, etc.) to facilitate sharing. In
another embodiment, the user may select one or more users to receive the shared data
from a list. In another embodiment, the user of the interface 800 may receive a share

request from another user.

[00179] Additionally, in one embodiment, the user of the interface 800 may be capable
of defining a boundary of an undetected face. For example, in one embodiment, the user
may have the ability to draw a box (or circle, irregular shape, any shape, etc.) around a
face to define the face boundary. In one embodiment, the user may have the ability to
resize the boundary. In another embodiment, the user may have the ability to resize the

face captured by the boundary.

[00180] Further, in one embodiment, the user may be able to enter, modify, and/or add
metadata associated with a face in the media. For example, in one embodiment, the user
may have the ability to click on a face or face boundary and to enter, modify, and/or add
metadata corresponding to the selected face. In another embodiment, the user may be
presented with an interface for to entering, modifying, and/or adding metadata (e.g. via a

menu, a tab, a drop-down, etc.).

[00181] Figure 9 shows an exemplary system flow 900 for sharing metadata and media
objects, in accordance with another embodiment. As an option, the system flow 900 may
be implemented in the context of the architecture and environment of the previous

Figures or any subsequent Figure(s). Of course, however, the system flow 900 may be

Google Ex 1002 - Page 164



-42-

implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00182] In operation, User A may send a media object (e.g. an image, etc.) and/or
metadata to a service system. If the media and/or metadata is new to the service system,
the service system may be updated with the new media and metadata. In one
embodiment, the media and/or metadata may be communicated to User B. For example,
User A may have previously allowed User B to receive media and/or metadata, and the
service system may have determined to send the media and/or metadata to User B. In
various embodiments, the determination may be based on rules, detected faces in the

media and/or metadata, previous associations, and/or preferences, etc.

[00183] In one embodiment, the metadata received by the service system and/or or
User B (and/or sent by User A) may be a difference in the new metadata and what the
system/user already has (i.e. a delta of the metadata, etc.). For example, the metadata
sent by User A may only include a portion of metadata that is new to User B. In this
case, in one embodiment, the service system may make this determination and send User
B only the new portion of metadata. As another example, the service system may include
all but a portion of new metadata associated with User A. In this case, User A may only

send the new portion of the metadata to the service system.

[00184] Figure 10 shows an exemplary system flow 1000 for sharing metadata and
media objects, in accordance with another embodiment. As an option, the system flow
1000 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the system flow 1000
may be implemented in the context of any desired environment. It should also be noted

that the aforementioned definitions may apply during the present description.

[00185] As shown, User A sends media and metadata to a service system. See step 1.
Further, the metadata associated with the media is sent to User B by the service system.
See step 2. Additionally, the metadata is associated with the media and the metadata is

incorporated into a local metadata repository of User B. See step 3.
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[00186] In one embodiment, a mobile device may include the local metadata
repository of User B. In another embodiment, a computer may include the local metadata
repository of User B. In still another embodiment, the metadata repository of User B
may include a networked repository. Furthermore, in one embodiment, the metadata
received by the service system and/or User B may include a difference between the new
metadata and the data already present at the service system and/or the metadata

repository of User B (i.e. a delta of the metadata, etc.).

[00187] In one embodiment, the service system and/or User B may receive a reference
to the metadata, rather than the metadata itself. In various embodiments, the reference to
the metadata may include a link to the metadata, a metadata identifier, a portion of the
metadata, and/or any other reference to the metadata. As an example, in one
embodiment, the service system may send a device associated with User B a link to the

metadata received by User A.

[00188] Figure 11 shows an exemplary system flow 1100 for sharing metadata and
media objects, in accordance with another embodiment. As an option, the system flow
1100 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the system flow 1100
may be implemented in the context of any desired environment. It should also be noted

that the aforementioned definitions may apply during the present description.

[00189] As shown, User A may send metadata associated with User A to a service

system. Further, User B may send metadata associated with User B to the service system.
In one embodiment, the service system may incorporate the new metadata sent by User A
and User B into the service system. Additionally, in one embodiment, the service system

may send new and/or updated aggregate metadata to User A and/or User B.

[00190] For example, in one embodiment, the service system may merge metadata
associated with User A and User B into one set of metadata and send the one set of
metadata to User A and/or User B. Of course, in one embodiment, the service system

may send a delta of the metadata and/or a metadata identifier to User A and/or User B.
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Additionally, in one embodiment, User A and/or User B may send a delta of the metadata

and/or a metadata identifier to the service system.

[00191] Figure 12 shows an exemplary system flow 1200 for sharing metadata and
media objects, in accordance with another embodiment. As an option, the system flow
1200 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the system flow 1200
may be implemented in the context of any desired environment. It should also be noted

that the aforementioned definitions may apply during the present description.

[00192] As shown, User A may send one or more media objects associated with User
A to a service system. Additionally, User B may send one or more media objects
associated with User B to the service system. In one embodiment, the service system
may determine metadata for each media object. Further, the service system may send the

updated/new metadata associated with each media object to User A and User B.

[00193] For example, with respect to User A media, the service system may associate
Metadata_A1 with Media_A. In one embodiment, Metadata_A1 may include face
identification data associated with Media_A (e.g. a face may have been identified in
Media_A by the service and the identification information may be included in

Metadata_Al, etc.).

[00194] Further, with respect to User B, the service system may associate
Metadata_B1 with Media_B. In one embodiment, Metadata_B1 may include face
identification data associated with Media_B (e.g. a face may have been identified in
Media_B by the service and the identification information may be included in

Metadata_B1, etc.).

[00195] In various embodiments, the creation of Metadata_A1 and/or Metadata_B1
may be in response to the receipt of Media_A and/or Media_B from the service system, a
result of a periodic update, a response to request from a user, and/or a response to
updated metadata by the service system, etc. As an example, if User C sends Media_C to

the service system, and the service system identifies a face that was included in Media_A
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and has improved metadata Metadata_ A2, the service may send the improved metadata

Metadata_ A2 to User A.

[00196] In one embodiment, the service system may automatically generate the
metadata, based on the media objects, etc. Further, in one embodiment, users may have
the ability to provide feedback for the automatic identification of the metadata. For
example, the user may provide feedback including a corrected facial identification, a

name spelling correction, and/or various other information.

[00197] Although many of the Figures have been described in the context of the media
object including an image, the media object may include any type of media (e.g. an
application, etc.). Additionally, the metadata may include any type of data associated
with the media. For example, in one embodiment, the metadata may include information

capable of being used to filter, select, prioritize, and/or otherwise display media objects.

[00198] Figure 13A shows a media object display list 1300, in accordance with
another embodiment. As an option, the list 1300 may be implemented in the context of
the architecture and environment of the previous Figures or any subsequent Figure(s). Of
course, however, the list 1300 may be implemented in the context of any desired
environment. It should also be noted that the aforementioned definitions may apply

during the present description.

[00199] As shown, an application list may be filtered based on a variety of parameters
and/or metadata associated with the applications. In this case, a user device may include
a plurality of applications that may be displayed in list format and/or filtered based on
metadata associated with the applications. For example, in one embodiment, a user may
have the option to filter based on metadata such as device type, device name, genre,
rating, size, number of uses, a time last used, total time used, installed/not installed/never
installed, never run, shared, shared expiration time, uses remaining, and/or any other type
of parameter and/or metadata. In one embodiment, any preference and/or metadata
associated with the application may be subject of the filter. Further, in one embodiment,

the columns listed may be moved, reordered, and/or selected from metadata, etc. Of
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course, any type of media object may be filtered in this manner (e.g. images, videos,

music, etc.).

[00200] Figure 13B shows an exemplary parameter selection interface 1320 for
selecting filter criteria associated with the interface 1300, in accordance with another
embodiment. As an option, the interface 1320 may be implemented in the context of the
architecture and environment of the previous Figures or any subsequent Figure(s). Of
course, however, the interface 1320 may be implemented in the context of any desired
environment. It should also be noted that the aforementioned definitions may apply

during the present description.

[00201] In one embodiment, the interface 1320 may be utilized to select metadata
parameters for prioritizing the display of media objects (e.g. in the interface 1300, etc.).
In various embodiments, the interface 1320 may be displayed on the top of the interface
1300, above the interface 1300, as a pop out, to the side to the side of the interface 1300,
in a separate window, and/or in various other locations, depending on the
implementation, etc. In one embodiment, the interface 1320 may be utilized for filtering

media objects to determine which media objects to make available for sharing.

[00202] Figure 14 shows an interface 1400 for viewing metadata and media objects, in
accordance with another embodiment. As an option, the interface 1400 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 1400 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00203] As shown, the interface 1400 is capable of displaying a media object grid
view with a sharing box pop-out. In one embodiment, if the media objects (e.g. photos,
applications, etc.) are selected to be viewed in a grid view, selecting the media object
may cause the display of metadata and/or preferences associated with the selected media
object such that the user may be permitted to update and/or view the preferences and/or

metadata. In various embodiments, the metadata and/or preference information may be
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displayed as a pop-out, a popover, a separate window, and/or in any other suitable
fashion. Furthermore, in various embodiments, the metadata and/or the preference
information may be presented as a scrollable list, a set list, and/or utilizing various other

techniques.

[00204] Figure 15 shows an interface 1500 for viewing metadata and media objects, in
accordance with another embodiment. As an option, the interface 1500 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 1500 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00205] As shown, the interface 1500 may be capable of displaying a list of faces and
associated names identified in media/metadata. In one embodiment, the interface 1500
may be capable of displaying a best picture example associated with the identified face,
as well as a mesh and/or metadata overlay. For example, after a picture is taken, the user
may indicate that the picture is a best representation of person captured in the picture.

This information may be stored as metadata associated with the picture.

[00206] In one embodiment, the facial metadata associated with the best picture(s)
may carry more significance/weight than a picture that is not indicated as a best picture.
In one embodiment, the user may have a list with an entry for each identified user, and
each user may have at least one best picture that is more heavily weighted in the

creation/update of the facial metadata.

[00207] Figure 16 shows an interface 1600 for viewing metadata and media objects, in
accordance with another embodiment. As an option, the interface 1600 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 1600 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.
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[00208] As shown, the interface 1600 may be utilized to view photos, view face data
associated with the photos, edit existing metadata, and/or add new metadata, etc. For
example, in one embodiment, the interface 1600 may be utilized to display faces
identified in an image. In one embodiment, when the identified faces are selected by the
user, preferences and/or options, etc., associated with the media and/or the metadata for

the selected face may be displayed and/or presented for editing.

[00209] In one embodiment, the interface 1600 may allow for the metadata associated
with unknown faces to be entered and/or selected from existing metadata, etc. Further, in
one embodiment, newly identified faces (e.g. that are not part of a current group/sharing,
etc.) may be invited during and/or after identifying that face. In one embodiment, the
identified users may be invited automatically. In another embodiment, the identified

users may receive an invitation from a user associated with the interface 1600.

[00210] Additionally, in one embodiment, preferences associated with an identified
user may be edited. Further, in one embodiment, users may be blacklisted based on
preference selection. In one embodiment, if a user is blacklisted, a service system and/or
a device associated with a user may remove any media associated with the blacklisting

user from a device of the blacklisted user.

[00211] Figure 17 shows an interface 1700 for viewing metadata and media objects, in
accordance with another embodiment. As an option, the interface 1700 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 1700 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00212] As shown, the interface 1700 may be utilized to view users, select user faces,
and/or select preferences for users. For example, when viewing a photo, a user may
select a face and, in response, receive an indication of the name associated with the face.
Further, in one embodiment, selecting the name display may display a detailed view of

the user.
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[00213] In one embodiment, showing a detailed view of the user may include showing
a face picture, a user name associated with the picture, a description associated with the
user and/or the picture, and/or preference information associated with the user. In
various embodiments, the preference information may include at least one user identifier,
a sharing preference, an indication as to whether the user is blacklisted, an indication as
to whether the user is enabled to comment, an indication as to the ability to share face
metadata of that user with another user, an indication as to the ability to request face
metadata from the user, service information, and/or any other type of information. In one
embodiment, the interface 1700 may present the viewing user an option to delete an
identified user. Further, in various embodiments, the sharing preferences may include
options such as auto share, share all media, share media where the user is included, share

media that is related to the user, and/or various other options, etc.

[00214] Figure 18 shows an interface 1800 for viewing metadata and media objects, in
accordance with another embodiment. As an option, the interface 1800 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 1800 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00215] In one embodiment, the interface 1800 may be utilized to display media
potentially related to User A. Additionally, in one embodiment, the interface 1800 may
provide a viewing user (e.g. User A, etc.) with the ability to confirm and/or deny whether
the media is associated with User A. In one embodiment, the user may indicate whether
there is match or no match utilizing the interface 1800, and each indication may be
highlighted, emphasized, etc. Further, in on embodiment, a user may have the option to
enter a name in a field or select a name via a drop list to associate with one or more of the

images.

[00216] In one embodiment, names to associate with the faces may be presented with

an auto fill. For example, in one embodiment, a user may select a face and a name may
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be suggested and auto-filled into the name field, based on existing metadata.
Additionally, in one embodiment, the suggested names may be presented in a drop list
that is sorted in name order, best guess order, and/or based on other criteria. In one
embodiment, the user may select an icon associated with each piece of media to display

additional details associated with the media (e.g. as in Figure 30, etc.).

[00217] Figure 19 shows an interface 1900 for confirming media object associations,
in accordance with another embodiment. As an option, the interface 1900 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 1900 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00218] In one embodiment, the interface 1900 may be utilized for confirming or
denying user/media associations. In one embodiment, a user may confirm that an image
is associated with the user by touching, selecting, and/or clicking the image. In another
embodiment, the user may deny that an image is associated with the user by touching and
holding the touch for a predetermined amount of time. In another embodiment, multiple

clicks and/or touches may indicate a denial that an image is associated with the user.

[00219] Further, in one embodiment, the interface 1900 may indicate confirmation
status of a photo (or other media object) via a coloring, a shading, a fill pattern, a border,
an overlay, and/or utilizing various other techniques. Further, in one embodiment, in
response to the user confirming and/or denying one or more photos as including a face of
a specific user (e.g. User A, etc.), the metadata describing the specific user may be
updated. In one embodiment, the metadata may be communicated to a service and/or at

least one other user associated with the specific user.

[00220] Figure 20 shows an interface 2000 for confirming media object associations,
in accordance with another embodiment. As an option, the interface 2000 may be
implemented in the context of the architecture and environment of the previous Figures

or any subsequent Figure(s). Of course, however, the interface 2000 may be
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implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00221] In one embodiment, the interface 2000 may display media or portions of
media including unconfirmed faces. In one embodiment, the interface 2000 may display
an unconfirmed face of a user along with a best guess name association listed. In one
embodiment, a facial recognition algorithm may be utilized to determine a best guess
name association. Further, in various embodiments, the interface 2000 may allow a user
to confirm the name association via touches, selections, voice input, icons, and/or various

other techniques.

[00222] Additionally, in one embodiment, a user may have the ability to enter a name
(e.g. with auto fill, explicit typing, etc.) or select a name via drop list showing names,
best guess names, etc. In one embodiment, the user may utilize the interface 2000 to
focus on media for confirming and/or denying selected names associated with a face or
selected faces. Further, in one embodiment, the user may utilize the interface 2000 to

select media to be viewed in greater detail.

[00223] Figure 21 shows an interface 2100 for selecting media object associations, in
accordance with another embodiment. As an option, the interface 2100 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 2100 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00224]  As shown, the interface 2100 may be utilized to select faces/users related to a
particular user (e.g. User A, etc.). In one embodiment, the user may utilize the interface
2100 to select a user icon or photo, etc., to indicate whether the associated user is related
or not related (or neutral, etc.) to the particular user (e.g. User A, etc.). In one
embodiment, multiple selections of the user media, face, and/or representation may cycle

through the states of related, not related, and/or neutral.
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[00225] Figure 22 shows an interface 2200 for viewing media object associations, in
accordance with another embodiment. As an option, the interface 2200 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 2200 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00226] As shown, a user may utilize the interface 2200 to view a photo, select a face,
and/or indicate a relationship to other identified users in a photo. In one embodiment,
after selecting a user in the media, a display including other users in the media may be
displayed. In this case, in one embodiment, the user may then indicate a relationship to
the users in the media to set sharing preferences. For example, a user may select User B.
In this case, User B is related to User A and User C. Additionally, User B is neutral on
User D. Finally, as shown, User B is not related to User E. Of course, in various other

embodiments, any technique may be utilized to indicate relationships between users.

[00227] Figure 23 shows an interface 2300 for viewing media object associations, in
accordance with another embodiment. As an option, the interface 2300 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 2300 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00228] As shown, the interface 2300 is capable of displaying user relationship lists.
As an example, the interface 2300 shows a related user list for User A. In this case, the
related user list for User A includes User B and User C. In one embodiment, the
interface 2300 may allow User A to select a profile, image, icon, or name associated with
User B and to set preferences for User B. In various embodiments, the preferences may
include photo sharing, video sharing, web sharing, application sharing, and/or any other

preferences.
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[00229] In one embodiment, clicking on or selecting a preference (e.g. a preference
name, icon, etc.) may display additional preferences. For example, in one embodiment,
selecting a photo preference may cause the display of additional options to share media
and/or metadata associated with the media. In another embodiment, selecting an
application preference may cause the display of additional preferences associated with
the category of applications. Still yet, in one embodiment, selecting a profile, image,
icon, and/or name associated with a user displayed on the interface 2300 may allow for
metadata associated with a profile, image, and/or user to be edited. Of course, in another
embodiment, the selection of any type of media may allow for editing of metadata

associated with that media.

[00230] Figure 24 shows an interface 2400 for editing metadata associated with media
objects, in accordance with another embodiment. As an option, the interface 2400 may
be implemented in the context of the architecture and environment of the previous
Figures or any subsequent Figure(s). Of course, however, the interface 2400 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00231] As shown, the interface 2400 may allow specific modification/editing of facial
metadata. In one embodiment, the modified/edited metadata may be used to augment,
replace, and/or refine, etc., a specific set of metadata for a face. In one embodiment, the

resulting metadata may be shared with one or more other users.

[00232] Utilizing the interface 2400, in one embodiment, the user may select a specific
region for each feature and define its border and/or position, etc. In one embodiment,
selecting the approve icon may confirm the position of a corresponding facial feature.
Further, in one embodiment, selecting the edit icon may enable and/or disable the edit
mode for that feature (e.g. as shown in Figure 25, etc.). Additionally, in one
embodiment, the delete icon may delete the metadata related to that feature. In various
embodiments, the metadata may include, but is not limited to, data associated with a left
eye, right eye, left eyebrow, right eyebrow, nose, upper lip, lower lip, left ear, right ear,

hair color(s), skin color, marks, tattoos, and/or any other feature of a person. In one
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embodiment, the interface 2400 may offer the user the ability to add and/or define at least
one other mark associated with a user. Once the editing of the metadata has concluded,

in one embodiment, the metadata may be created/refined based on the user entered data.

[00233] Figure 25 shows an interface 2500 for editing metadata associated with media
objects, in accordance with another embodiment. As an option, the interface 2500 may
be implemented in the context of the architecture and environment of the previous
Figures or any subsequent Figure(s). Of course, however, the interface 2500 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00234]  As shown, the interface 2500 may allow for editing of a specific attribute of
the facial metadata. For example, when editing the left eye, the user may edit the
position of the eye, the size, shape, color, marks, and/or any other feature that defines the
eye. In one embodiment, each face feature may have a corresponding set of data
points/criteria that may be utilized to define that feature. Further, in one embodiment, the
features and the positions relative to the other features may be utilized in constructing
metadata that defines the face of a particular user (e.g. User A in this example, etc.). In
various embodiments, the modified metadata may be shared, a metadata identifier may be
shared, a delta of the metadata may be shared, and/or a link to the metadata may be
shared. Additionally, in one embodiment, the metadata may be shared based on at least

one rule.

[00235] Figure 26 shows a method 2600 for sharing metadata associated with a media
object, in accordance with another embodiment. As an option, the method 2600 may be
implemented in the context of the previous Figures or any subsequent Figure(s). Of
course, however, the method 2600 may be carried out in any desired environment. It
should also be noted that the aforementioned definitions may apply during the present

description.
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[00236] As shown, metadata associated with a media object of a first user is identified.
See operation 2602. Additionally, the media object is shared with a second user, based

on a rule and the metadata. See operation 2604.

[00237] For example, in one embodiment, at least one person may be identified in the
media object (e.g. an image, a video, etc.). Further, it may be determined whether the
identified at least one person is associated with the second user in accordance with the
rule. In one embodiment, the rule may indicate that the at least one person is associated
with the second user when the at least one person is the second user. In another
embodiment, the rule may indicate that the at least one person is associated with the
second user when the at least one person has a relationship with the second user. In
another embodiment, the rule may indicate that the at least one person is associated with
the second user when the at least one person has a relationship with a third user that has a
ship with the second user. Still yet, in one embodiment, the sharing of the media
object may be conditioned on the identification of the at least one person in the media

object.

[00238] Figure 27 shows a method 2700 for sharing metadata associated with a media
object, in accordance with another embodiment. As an option, the method 2700 may be
implemented in the context of the previous Figures or any subsequent Figure(s). Of
course, however, the method 2700 may be carried out in any desired environment. It
should also be noted that the aforementioned definitions may apply during the present

description.

[00239] As shown, it is determined whether a media object is received from a third
party and/or from a user device, such as a camera (e.g. or a mobile phone, a tablet
computer, etc.). See decision 2702. If it is determined that a media object is received
from a third party and/or from a user device, current metadata is applied to identify at
least one person in the media object. See operation 2704. In the case that an identity of
the at least one person in the media object has already been determined, the identity of

the at least one person is looked up in current metadata associated with the media object.
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[00240] Further, rules are identified based on the at least one person identified in the
media object. See operation 2706. In one embodiment, the rules may be included in the
metadata. In another embodiment, rule identifiers may be included in the metadata. In
another embodiment, a link to the rules may be included in the metadata. In another
embodiment, the rules may be included in a service system. In another embodiment, the
rules may be stored on a user device. Further, in one embodiment, a user identifier may
be utilized to look up associated rules. Of course, in various embodiments, the rules may
be stored in any suitable location and/or may be accessed utilizing any suitable identifier.

In one embodiment, the rules may accompany the media object and/or the metadata.

[00241] Additionally, an action associated with the media object based on the rules is
determined. See operation 2708. The action based on the rules may include a variety of
actions. For example, in one embodiment, the action may include a sharing action. In
various embodiments, the sharing action may include sharing with users identified in the
media object, sharing with users associated with users identified in the media object,
sharing with specific users identified in the media object, sharing with users defined as
friends, sharing with a group of users, sharing with a service, and/or any other type of
sharing. In various embodiments, the sharing may include sharing metadata, media

objects, and/or rules.

[00242] In another embodiment, the action may include a notification action. For
example, in one embodiment, notifications may be sent to identified users, indicating that
the users have been associated with a media object. In another embodiment, the action
may include sending an invitation to view the media object (e.g. to identified users, etc.).
Of course, the action may include any action associated with and/or defined by the rules.
In one embodiment, a user may define the rules. In another embodiment, a service may
define the rules. In another embodiment, the rules may be generated automatically, based
on user actions. For example, in one embodiment, a rule may be inferred based on

repetitive actions of a user.

[00243] Once an action associated with the media object based on the rules is

determined, it is determined whether the action associated with the identified person is
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confirmed. See decision 2710. In one embodiment, a user may confirm the action (e.g. a
user identified in the media, a user of an interface associated with the media object
viewing, etc.). In another embodiment, the action may be confirmed automatically (e.g.

by a service system, etc.).

[00244] If it is determined that the action has been confirmed, the action is executed in
association with the media objects. See operation 2712. If it is determined that the action
is not confirmed, a viewing user is prompted for a correction of the identified one or

more people, the rule, and/or the action. See operation 2714.

[00245] Figure 28 shows an interface flow 2800 for sharing media objects based on
rules, in accordance with another embodiment. As an option, the interface flow 2800
may be implemented in the context of the architecture and environment of the previous
Figures or any subsequent Figure(s). Of course, however, the interface flow 2800 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00246] In one embodiment, users may establish sharing preferences for media
objects. Furthermore, in one embodiment, users may establish sharing preferences for
particular devices. For example, User A, User B, and User C may be known and have a
sharing preference associated with themselves and their devices. On the other hand, User

D and User E may not be known and may not or have known sharing preferences.

[00247] In this example, when a picture of the users is captured, faces A, B, and C
may be identified (along faces D and E, in one embodiment, based on facial recognition,
etc.). In one embodiment, rules may indicate to share media and/or metadata with the
users associated with faces A, B, and C. Accordingly, media and/or metadata may be

sent to devices of User A, User B, and User C for viewing, etc.

[00248] In one embodiment, the application on the device of the user (and/or a service,
etc.) may identify the users based on the rules. In one embodiment, the rules may be
stored locally (e.g. on the user device, etc.) and/or at service system (e.g. a network

system, etc.). In one embodiment, the user devices and the service system may be
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synchronized such that updated rules (e.g. and metadata, etc.) are present at the user
devices and the service system. In one embodiment, the service system may determine
whether to send the media, the metadata, a link to the media or metadata, and/or a

reference to the media or metadata to the user devices.

[00249] Figure 29 shows an interface 2900 for viewing shared media objects, in
accordance with another embodiment. As an option, the interface 2900 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 2900 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00250] As shown, the interface 2900 may be utilized to view shared media objects.

In one embodiment, a user may add metadata to shared media, including comments, a
rating, face metadata, filters, and/or any other type of metadata. In various embodiments,
additional metadata may be shown on top, below, over, etc., the media. In other
embodiments, the metadata may be hidden, displayed in scroll interface, displayed in a
manner that allows editing, etc. In one embodiment, an icon displayed on the interface
2900 may allow the user to perform additional actions, set additional preferences, and/or

set metadata, etc., associated with the media object.

[00251] Figure 30 shows an interface 3000 for viewing shared media objects, in
accordance with another embodiment. As an option, the interface 3000 may be
implemented in the context of the architecture and environment of the previous Figures
or any subsequent Figure(s). Of course, however, the interface 3000 may be
implemented in the context of any desired environment. It should also be noted that the

aforementioned definitions may apply during the present description.

[00252] As shown, the interface 3000 may be utilized for viewing media or media as
part of a shared group. In one embodiment, the media may be associated with additional
metadata such as user comments and/or ratings, etc. Further, in one embodiment, a user

may have the ability to display or hide the additional metadata. Additionally, in one
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embodiment, the user may have the ability to perform other actions such as saving
locally, adding/removing media, updating facial meta, indicating facial identifications are
incorrect, inviting/disinviting users, adding/removing comments, disabling comments
(e.g. for the media, a specific user, a set of users, all users, a group, etc.), and/or various
other actions. In one embodiment, clicking on a user picture, name, and/or comment,
etc., may cause the display of additional actions such as the display of additional

preferences, allowing share/comment, blocking, and/or various other actions.

[00253] Figure 31 shows system flow diagram 7100 for sharing metadata associated
with media objects, in accordance with another embodiment. As an option, the system
flow diagram 7100 may be implemented in the context of the architecture and
environment of the previous Figures or any subsequent Figure(s). Of course, however,
the system flow diagram 7100 may be implemented in the context of any desired
environment. It should also be noted that the aforementioned definitions may apply

during the present description.

[00254]  As shown, a first user registers and/or uploads one or more media objects to a
service system. Additionally, a second user may or may not register and/or upload one or
more media objects to a service system. In one embodiment, the first and possibly the
second user may create metadata associated with their corresponding media objects and
the metadata may be sent to the service system, utilizing any of the techniques disclosed

herein.

[00255] Further, the first user may request a sharing relationship with the second user.
In one embodiment, the first user may send the sharing request via the service system.
Such request may, in one embodiment, be prompted, caused, received, etc. via an
application (e.g. mobile application installed on a mobile device) that manages media
objects (and/or the sharing thereof). Of course, however, such request may be prompted,

caused, received, etc. via a browser or any other application.

[00256] In one embodiment, the first user may select a sharing-related icon which, in

turn, may result in a display of an interface for receiving textual input identifying the
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second user [e.g. by name, by address (such as email address, IM address, phone number,
etc.), etc.]. Of course, a contact database may be used to facilitate auto-population in
connection with the textual input, as desired. As a further option, any settings (e.g.
selection of media objects (or a file/folder/grouping thereof), restriction(s), etc.) may be

included as input in connection with the interface.

[00257] In one embodiment, thereafter, the service system may forward the request to
the second user using an associated mode of delivery (e.g. email, IM, text message, in-
application message, etc.). In one embodiment, the service system may process metadata
and/or the media object, prior to forwarding the request to the second user. In one
embodiment, if the second user accepts the invitation, the acceptance may be sent to the
service system and the service system may send a notification of acceptance to the first
user (by similar or differing mechanisms (such as those disclosed above) with which the

request was forwarded, etc.).

[00258] While not shown, in connection with (or in response to) any request (and
possible acceptance), the second user may or may not be prompted to request a reciprocal
sharing relationship of the first user whereby metadata and/or media objects of the second
user may be shared with the first user. Upon acceptance of such prompt, a similar (or

different) request may be caused to be sent to the first user, as set forth hereinabove.

[00259] After a one-way or two-way sharing relationship has been established, any
desired technique (e.g. for example, those set forth hereinabove, etc.) may be utilized to
initiate, refine, focus, restrict, etc. any sharing of metadata and/or media objects. Again,
see, for example, any of such techniques disclosed hereinabove. Such techniques may,
in various optional embodiments, include manually-initiated pull mechanisms (which
may or may not be automated thereafter), manually-initiated push mechanisms (which
may or may not be automated thereafter), rules defined for automatic sharing of metadata

and/or media objects, etc.

[00260] In one embodiment, the first user may request a pull stream from the second

user. In one embodiment, the first user may send the request to the service system. This
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request may or may not involve identification of the second user (or a subset group
including the second user) among a plurality (e.g. list, etc.) of other users already
registered as having a sharing relationship with the first user (and/or an indirect sharing
relationship). For example, such indirect sharing relationship of the first user may
involve a sharing relationship with the second user who has a sharing relationship with a
third user who has accepted a general sharing relationship with any person (e.g. first user,

etc.) who has a sharing relationship with the second user.

[00261] In response to such request, the service system may send updated metadata to
the first user. For example, the first user may display potential target faces for selection
by the first user. In one embodiment, this may be accomplished via an application
associated with a device of the first user, etc. As an option, an interface showing a list or
group of such faces may take the form of any of those set forth in any of the previous
figures (e.g. Figure 18, Figure 29, etc.), but may be configured for selecting target faces
for the purpose of requesting/sharing, pushing/pulling, etc. additional pictorial/video

media objects associated with such faces.

[00262]  As an option, the faces shown in the abovementioned interface may include a
first set of faces recognized in connection with pictorial/video media objects that reside in
the first user’s library of media objects (for which metadata has been registered), and/or a
second set of faces recognized in connection with pictorial/video media objects that
reside in the second user’s library of media objects (for which metadata has been
registered). In other embodiments, the faces shown in the above interface may be a
Boolean operation (e.g. OR operation, AND operation, etc.) associated with the
aforementioned first and second set. Of course, the faces shown in the above interface
may be reduced (e.g. limited, etc.) based on any restrictions, rules, filters, etc. defined by
the first and/or second user. For example, in the context of the present pull embodiment,
faces that do not correlate with any pictorial/video media objects that reside in the second
user’s library of media objects may be filtered out (since there are no such pictorial/video

media objects that reside in the second user’s library to pull).
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[00263] Thereafter, the first user may select the target faces (e.g. by clicking, touching,
and/or otherwise selecting the pictorial indicia or related indicia, etc.). Still yet, the
selection of target faces may then be sent to the service system. In turn, the service
system may provide access to photos of the second user that include the selected target

faces.

[00264] In various embodiments, this may be accomplished by applying the metadata
associated with the selected target faces against the pictorial/video media object library of
the second user to identify the pictorial/video media objects that match the metadata
associated with the selected target faces. In another embodiment, this may be
accomplished by comparing names and/or aliases of the metadata associated with the
selected target faces against names and/or aliases of metadata already processed in
connection with the pictorial/video media object library of the second user, to identify the

subject of pictorial/video media objects that have matching names and/or aliases.

[00265] In another embodiment, the first user may request a push stream with selected
target faces. Of course, any of the techniques disclosed hereinabove with respect to the
aforementioned pull system may be employed in connection with the present push

mechanism.

[00266] In one embodiment, the push request may be sent to the service system. This
request may or may not involve identification of the second user (or a subset group
including the second user) among a plurality (e.g. list, etc.) of other users already
registered as having a sharing relationship with the first user (and/or an indirect sharing
relationship). For example, such indirect sharing relationship of the first user may
involve a sharing relationship with the second user who has a sharing relationship with a
third user who has accepted a general sharing relationship with any person (e.g. first user,

etc.) who has a sharing relationship with the second user.

[00267] In response to such request, the service system may send updated metadata to
the first user. For example, the first user may display potential target faces for selection

by the first user. In one embodiment, this may be accomplished via an application
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associated with a device of the first user, etc. As an option, an interface showing a list or
group of such faces may take the form of any of those set forth in any of the previous
figures (e.g. Figure 18, Figure 29, etc.), but may be configured for selecting target faces
for the purpose of requesting/sharing, pushing/pulling, etc. additional pictorial/video

media objects associated with such faces.

[00268] As an option, the faces shown in the abovementioned interface may include a
first set of faces recognized in connection with pictorial/video media objects that reside in
the first user’s library of media objects (for which metadata has been registered), and/or a
second set of faces recognized in connection with pictorial/video media objects that
reside in the second user’s library of media objects (for which metadata has been
registered). In other embodiments, the faces shown in the above interface may be a
Boolean operation (e.g. OR operation, AND operation, etc.) associated with the
aforementioned first and second set. Of course, the faces shown in the above interface
may be reduced (e.g. limited, etc.) based on any restrictions, rules, filter, etc. defined by
the first and/or second user. For example, in the context of the present push embodiment,
faces that do not correlate with any pictorial/video media objects that reside in the first
user’s library of media objects may be filtered out (since there are no such pictorial/video

media objects that reside in the first user’s library to push).

[00269] Thereafter, the first user may select the target faces (e.g. by clicking, touching,
and/or otherwise selecting the pictorial indicia or related indicia, etc.). Still yet, the
selection of target faces may then be sent to the service system. In turn, the service
system may provide access to photos of the first user that include the selected target

faces, to the second user.

[00270] In various embodiments, this may be accomplished by applying the metadata
associated with the selected target faces against the pictorial/video media object library of
the first user to identify the pictorial/video media objects that match the metadata
associated with the selected target faces. In another embodiment, this may be
accomplished by comparing names and/or aliases of the metadata associated with the

selected target faces against names and/or aliases of metadata already processed in
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connection with the pictorial/video media object library of the first user, to identify the

subject of pictorial/video media objects that have matching names and/or aliases.

[00271] To this end, the service system may allow (or provide) the second user access

to photos of the first user with the selected faces.

[00272] Further, in one embodiment, the first user may select push and/or pull settings
and send the settings to the service system. In one embodiment, the service system may
create a rule utilizing these settings. Subsequently, the first user may take and/or receive
a new picture, and upload the picture to the service system (possibly automatically via a
cloud storage service). The service system may then process the photo and determine if
the rule is triggered. If the rule is triggered, the service system may provide access to the

photo(s) of the first user.

[00273] In one embodiment, the media object may be received from a third party or
from a camera. For example, in one embodiment, the media object may be received from
a data store associated with a camera (e.g. the camera stores to a picture store, then the
media object is shared from the media object in the picture store, etc.). In one
embodiment, if the media object is received directly from the camera, the media data may
be sent to the service directly and may not be not read from the data store (e.g. from

buffer memory to asset library, etc.).

[00274] In various embodiments, the communication and/or data flow associated with
the techniques described herein may be implemented utilizing a variety of system
configurations, etc. For example, in various embodiments, media and/or metadata
sharing may be implemented by communicating directly from one user to another user,
from a user to a service system to another user, utilizing one way communication, via a

request, and/or utilizing various other techniques.

[00275] It should be noted that, in various optional embodiments, the aforementioned
techniques (e.g. pull/push/rule-based sharing mechanisms, etc.) may be implemented as

an additional option in connection with a photo-sharing service (e.g. a stream service,
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etc.). in which case the sharing requests may operate to add photos to an already-existing
stream of shared photos that were manually selected for sharing. In such case, various
possible features may be implemented to accommodate such environment. For example,
a technique may be employed to filter any photos (identified via the aforementioned
push/pull/rule-based techniques) when such photos are already included in a particular
stream (e.g. to avoid redundancy, etc.). Further, notifications may be sent to receiver of a
sharing stream when the stream has been updated. As an option, such notifications may
identify and/or highlight: the newly added photos, the names and/or aliases of faces
identified in such newly added photos, and/or the names and/or aliases of target faces

associated with the push/pull/rule-based sharing mechanism put into place earlier, etc.

[00276] As a further option, a plurality of different shared streams of photos may be
aggregated, utilizing metadata. For example, a user (of a device which has access to such
multiple streams) may be capable of: simply combining a select number of such streams,
utilize Boolean operators (e.g. OR operation, AND operation, etc.) to aggregate multiple
streams, utilize selected target face selections alone or in combination with other
operators (e.g. Boolean) to extract photos having desired subjects, etc. For example, a
user may be capable of selecting 3 of 6 available photo sharing streams, select (for
inclusion) 3 of 10 target faces (using, for example, the techniques set forth hereinabove),
select (for exclusion) 1 of 10 target faces (using, again, the techniques set forth
hereinabove); for generating a new photo sharing stream from the contents of just the
aforementioned 3 streams and includes only photos that meet the foregoing criteria. Of
course, the foregoing techniques may be employed in connection with a generic photo

library, as well.

[00277] As an example of sharing existing media and/or metadata, an Originating User
(O-User) may share metadata and/or media with a Destination User (D-User) by selecting
a share option associated with the media/media capturing/display application and then
selecting a D-User option. The media/metadata may be sent from the O-User device to
the D-User device, and the D-User device may display the media, add to a group, album,

etc., for later viewing. The D-User may change/add/remove metadata associated with the
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shared media, and the D-User device may communicate the changed metadata back to the
O-User. Based on preferences, the O-User may incorporate/add/import/etc. the changed

metadata in association with the media.

[00278] As one example of automatically sharing media/metadata that was just
generated, an O-User may take a photo that includes D-User. The device of O-User may
identify known faces in the photo and may identify D-User in the photo. Based on a
preference associated with photos and D-User, the device of the O-User may
automatically send the media/metadata to the device of the D-User. Additionally,
preferences associated with taking new photos may indicate that the photo should be
shared with other users that are included in the photo, related to the photo, or set to
receive all new photos from the user. Further, prior to sharing, the O-User may have to
confirm the users/groups that the media/metadata will be sent to prior to sending. The O-
User may have an option to add additional metadata (e.g. comments, notes, rating,

identified users, etc.), prior to sending.

[00279] As one example of requesting metadata from a user, an O-User may send a
request to known / previously associated users requesting updated metadata associated
with photos. The O-User request may include a request for at least one user identifier
(e.g. arequest for face metadata for identifying Joe User, etc.). The O-User may request
metadata for a set of users, for a given photo, a set of photos, etc. The users who receive
the request may automatically send the metadata to the O-User based on a preference,
based on a manual confirmation, etc. The O-User may receive each response and
incorporate that metadata into the overall set of metadata for a particular user associated

with the media/request.

[00280] As an example of requesting metadata from a service, an O-User may send a
request to a service for a set of metadata matching a requested user or set of users, set of
media, etc. The service may respond with a set of metadata describing any matching
requests, and the O-User may incorporate that metadata into the overall set of metadata

for a particular user associated with the media/request.
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[00281] As an example of sharing metadata with a service, an O-User may share a set
of metadata with a service. For example, the O-User may train facial recognition
metadata that may be utilized to identify a particular user. The O-User may utilize a
selected set of media, selected set of faces associated with the media, and manually edit
the metadata, etc., in order to generate the facial recognition metadata. Once updated, the
device associated with the O-User may send the facial recognition metadata associated
with a user to the service for incorporation into the service’s store of facial recognition
metadata. The facial recognition metadata may include the user identifier, and be
transmitted with a user identifier, etc. The user identifier may be generated by the
service, or by the O-User, etc. The user identifier may be associated with other sets of
facial recognition metadata stored at the service (e.g. two users create facial recognition
metadata for Joe User, and the service links those two sets together and may create an
hybrid/best facial recognition metadata for Joe User, which may then be shared with the

contributing users, etc.).

[00282] As one example of sharing media/metadata with a group, an O-User may
share media/metadata with at least one group based on preferences associated with the
media. For example, an O-User may have a preference associated with a photo media
type that indicates any new photos taken at/around a specified location/time should be
added to a specific group. Additionally, another preference may indicate that a photo
including Joe User should be added to a group that includes Joe User. Thus, when O-
User takes a photo, the photo may be automatically added to the specified groups via a
notification (including photo/metadata) to a service of a new photo, and the service may
add the photo to the groups. Further, if the O-User has requested, the photo may be
encrypted and a sharing key may be stored with the service. Additionally, based on a
preference of the receiving user that is a member of the specified group, the photo may be
copied to the receiving user’s device. Further, if encrypted, the key may be copied as
well. The receiving user may also have a preference to receive a link to the resource, and
the service may deliver the photo to the receiving user when requested for delay. In this
situation, the service may handle the decrypting of the photo. At any time, the O-User

may indicate that the photo should be made private, deleted, not shared, removed from
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group, etc. and the service may delete the decryption key/and the media. In one
embodiment, it may be suggested that the receiving device check the service for a
revoked decryption key prior to displaying (e.g. per display, session, time period, etc,) to

ensure that photos requested for deletion are not displayed.

[00283] As an example of searching for media/metadata, User A may search another
user’s (e.g. User B, etc.) media/metadata for media/metadata matching a search. The
User B media may be located on a service or on a device associated with User B. The
User B may have indicated a search/sharing preference associated with the User A Media
that may be stored on the User A device or the service. When User B searches, the
service/device may confirm the sharing of User A’s media (e.g. included, related, all,
etc.) with User B, and then User B may be able to search for matching media. Matching
media may be added to a shared group, and/or copied to the User B device. Additionally,

User B may add metadata associated with the searched media, etc.

[00284] As another example, if a photo is taken of a new user, the service system
and/or an application on a user device may search contacts/relationships of an existing
user for matches. In one embodiment, this may include utilizing a service (e.g. send
media to service, receive back some suggestions based on existing relationships, etc.) to
identify the user. In various embodiments, contacts in social media applications/services,
emails, address book information, phone history information, text/SMS history
information, and/or any information source that may include a name/identifier for a
person may be utilized for suggest an identification associated with a new face. In one
embodiment, the user may override the automatic suggestion and enter the name
manually. Once the face is identified, the service and/or other sources may be updated

with metadata associated with the identification.

[00285] It should be noted that, in the context of Figure 31, and any other figures, for
that matter, sending and/or receiving metadata and/or media objects may involve sending
and/or receiving any signal (including or not including the metadata and/or media
objects) that results in making the metadata and/or media objects available to desired

user.
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[00286] Figures 71A-71N show a variety of user interfaces for sharing media objects
and/or related information (e.g. metadata, etc.), in accordance with a variety of
embodiments. As an option, any combination of one more user interfaces (or portion(s)
thereof) shown in such figures may or may not be implemented in the context of any one
or more features shown in Figures 71A-71N, the previous Figures, and/or any subsequent

Figure(s).

[00287] Figure 31A shows a user interface 7102 for sharing metadata associated with
media objects, in accordance with another embodiment. As an option, the user interface
7102 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the user interface
7102 may be implemented in the context of any desired environment. It should also be

noted that the aforementioned definitions may apply during the present description.

[00288] As shown, a photo interface 7104 may be displayed. In various embodiments,
the photo interface may include displaying one or more photos (e.g. from a gallery of
photos, from an application, etc.). In one embodiment, one photo may be displayed. In
another embodiment, more than one photo may be displayed (e.g. as thumbnails, variable
sized images, etc.). Additionally, sharing options associated with the one or more photos
may be the same. In other embodiments, the sharing options may be dependent on the
context of the photo (s). For example, in one embodiment, a sharing option of one photo
may include an immediate ability to edit and send (e.g. via email, chat, online service,
etc.) the photo. In another embodiment, a sharing option of two or more photos may
include an ability first to select the applicable photos desired to share (e.g. all,

individually selected photos, etc.).

[00289] In one embodiment, the one or more photos may be displayed in a grid, as a
list (e.g. text only list, thumbnail preview next to text, etc.), or in any manner. In another
embodiment, the one or more photos may be associated with a local (e.g. cached on the
phone, etc.) photo application (e.g. camera roll, camera, gallery, etc.), with a non-local

photo application (e.g. Flickr, Facebook, Snapseed, etc.), and/or with any other
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application which may include a camera and/or may relate to photos in any manner.

[00290] As shown, a user may select to share the displayed one or more photo, and a
sharing interface 7106 may be displayed. In various embodiments, the sharing interface
may include ability to mail, message, photo stream (e.g. online synchronization of
captured images, etc.), interact with Twitter, interact with Facebook, assign to a contact,
print (e.g. to local or networked printer, etc.), copy, ability to face stream, bump (e.g.
send via Direct WiFi and/or NFC to another device, etc.), ePrint (e.g. print to remote

printer, etc.), backup (e.g. Dropbox, etc.), and/or share the photo in any other manner.

[00291] In one embodiment, the ability to face stream may include the ability to
identify one or more faces in a photo or photos. Additionally, face stream may provide
the ability to edit metadata associated with each of the identified faces, ability to identify
unconfirmed and/or unrecognized faces, ability to share one or more media with a face,
ability to request media with a face, ability to tag a face (e.g. input other relevant criteria
associated with the photo and/or the face, etc.), and/or input any other information which

may relate to the one or more faces.

[00292] As shown, face stream may be selected and a first face stream interface 7108
may be displayed. In various embodiments, one or more faces may be detected based on
facial recognition training data. For example, in various embodiments, the metadata may
include data associated with a matrix, a heuristic, a vector, a face mesh, a geometry of
data points, proportions of data points, color of a face and/or hair and/or eyes, skin
features, and/or other identifying features, etc. In various embodiments, the data points
may include at least one of a location of each eye, a nose location, a mouth location,

and/or eye brow locations, etc.

[00293] Additionally, in one embodiment, the user of the interface 800 may be capable
of defining a boundary of an undetected face. For example, in one embodiment, the user
may have the ability to draw a box (or circle, irregular shape, any shape, etc.) around a

face to define the face boundary. In one embodiment, the user may have the ability to
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resize the boundary. In another embodiment, the user may have the ability to resize the
face captured by the boundary. Further, in various embodiments, the boundaries of an
face may be detected using at least one of an app, an OS / Platform native utility, an

algorithm, heuristics, an online service, etc.

[00294] In various embodiments, the one or more faces may be identified from
metadata associated with the user’s device (e.g. cached metadata, etc.), from metadata
associated with another device (e.g. cached metadata on a friend’s device, metadata on a
central device, etc.), from metadata associated with an online service (e.g. Facebook,
Flickr, etc.), from metadata associated with an app (e.g. downloaded and installed on the
user’s device, etc.), and/or from any other source. In another embodiment, metadata may
be requested (e.g. upon opening the photo, etc.) from one or more devices near (e.g.
within a set geographic proximity, etc.) the user. Additionally, in another embodiment,
metadata may be received from one or more devices based on a trigger. For example, a
trigger may include coming within a set geographic proximity (e.g. 20 feet, etc.) of the
user, taking a photo, editing a photo, editing metadata (e.g. associated with the user,
content, app, etc.), interacting in some manner (e.g. bump, etc.) with the user’s device,
and/or taking any other action which would cause metadata to be pushed to the user’s
device. Of course, any action may be preconfigured to act as a trigger to pushing
metadata. In other embodiments, triggers and/or actions may be customized as desired

by the user.

[00295] As shown, after one or more face boundaries have been identified, a face may
be selected and one or more options 7110 relating to the face may be displayed. In
various embodiments, the one or more options may include an ability to tag, ability to
share media with the selected face, ability to request media with the selected face, and/or
select any other option relating to a selected face. In one embodiment, the selected face
may be associated with an individual (e.g. an actual person, etc.). In other embodiments,
the selected face may be associated with inanimate objects (e.g. statues, figurines, etc.).
As such, based off of the context of the image (e.g. geocaching, location, surroundings,

etc.), the one or more options may include an ability to identify the inanimate object,
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receive information associated with the inanimate object (e.g. history, tour, etc.), and/or

interact with the inanimate object in any manner.

[00296] In a separate embodiment, face boundary detection tools may be used to
identify objects without a face (e.g. known structures, inanimate objects, etc.). For
example, in one embodiment, the Taj Mahal may be identified (e.g. based on physical
characteristics, etc.). After identification and selection, one or more options may be
presented to the user, including the ability to learn more about the Taj Mahal, ability to
navigate around the Taj Mahal (e.g. by an augmented reality tour, etc.) and/or interact

with the object in any manner.

[00297] Further, in various embodiments, metadata associated with an object (e.g. Taj
Mabhal, etc.) may be improved by user interaction. For example, users may take photos of
the Taj Mahal (or detailed photos of some aspect of it), identify the features associated
with the object (e.g. turret, dome, etc.), and save the metadata. In one embodiment,
metadata associated with public objects (e.g. available to all, etc.) may be uploaded to a

central database (e.g. online service, wiki, etc.).

[00298] Of course, in other embodiments, metadata associated with the photo may
include permission settings (e.g. private designation, public designation, etc.), ability for
another user to modify the metadata, and/or ability to control in any manner the inputted

information.

[00299] Figure 31B shows a user interface 7112 for sharing metadata associated with
media objects, in accordance with another embodiment. As an option, the user interface
7112 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the user interface
7112 may be implemented in the context of any desired environment. It should also be

noted that the aforementioned definitions may apply during the present description.
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[00300] As shown, a face may be selected and one or more options 7110 relating to the
face may be displayed. In various embodiments, the one or more options may include an
ability to tag, ability to share media with the selected face, ability to request media with
the selected face, and/or select any other option relating to a selected face. In one
embodiment, the selected face may be associated with an individual (e.g. an actual
person, etc.). Additionally, a tag option may be selected and a contact interface 7113

may be displayed.

[00301] In one embodiment, a contact associated with the user (e.g. of the mobile
device, of the desktop, etc.) may be selected to be associated with the selected face. In
various embodiments, a contact may be selected from an online database (e.g. Facebook,
etc.), from one or more secondary devices (e.g. another device connected to the user’s
mobile device, a central network database, etc.), etc. In one embodiment, the list of
displayed contacts may be organized by relevancy. For example, in one embodiment, the
contacts first displayed may include users who are currently connected or near (e.g. via
Bluetooth, via Direct Wifi, via GPS positioning, etc.) the user’s mobile device. Of

course, the contacts may be displayed in any manner.

[00302] As shown, after selecting a contact to tag to a face, a training interface 7114
may be displayed. In various embodiments, the training interface may include providing
multiple facets of metadata, including facial recognition training data. For example, in
various embodiments, the metadata may include data associated with a matrix, a
heuristic, a vector, a face mesh, a geometry of data points, proportions of data points,
color of a face and/or hair and/or eyes, skin features, and/or other identifying features,
etc. In various embodiments, the data points may include at least one of a location of

each eye, a nose location, a mouth location, and/or eye brow locations, etc.

[00303] In various embodiments, the user may be presented with one or more photos
associated with the selected contact. In one embodiment, the displayed photos may be
aggregated based on photos the user of the mobile device has taken. In other

embodiments, the displayed photos may be pulled from an online database, a search
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engine, a wiki, a social network (e.g. Facebook, etc.), one or more secondary devices,

and/or from any other source.

[00304] In one embodiment, the user may select to confirm or decline each displayed
photo. In various embodiments, after the user selects to confirm or decline, confirmation
of the selection may include bolding the box associated with the confirm or decline
selections, shading the photo (e.g. if selected, the photo may be highlighted; if declined,
the photo may be darkened; etc.), creating a list of approved photos, and/or interacting

with the photos in any manner.

[00305] In various embodiments, any number of photos may be displayed to the user
for training. In some embodiments, the number of photos may be limited due to a lack of
photos (e.g. on the user’s mobile device, on the online server, etc.). In other
embodiments, the user may scroll through any number of photos to confirm and/or
decline. In various embodiments, information may be displayed associated with each
photo, including the name of the photo, metadata (e.g. location, name of face, time, date,
photographer, etc.) associated with the photo, and/or any other information associated

with the photos.

[00306] In some embodiments, the training interface may be interactive. For example,
in one embodiment, after a user selects to decline one or more photos, such declined
photos may be automatically replaced with another potential photo. In other
embodiments, the training may be composed of more than one interface wherein each
subsequent interface after the initial interface further refines the metadata characteristics
of the face (e.g. an interface may be dedicated to select photos of the ear or another part

of the head, etc.).

[00307] Additionally, in another embodiment, the training interface may be integrated
into an online portal. For example, in various embodiments, the online portal may
include a portal associated with a website address, a portal access through a mobile

device app, a portal integrated into the mobile device platform, and/or any other portal
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which may be associated with the internet.

[00308] As shown, after confirming and/or declining the one or more displayed
images, the done button may be selected and a review current matches interface 7116
may be displayed. In various embodiments, the review current matches interface may
include one or more confirmed photos (e.g. those confirmed from the training interface,
etc.), an aggregate of all confirmed photos (e.g. a scattered collage, etc.), a representative

photo (e.g. the best photo of the contact, etc.), and/or any other display of the contact.

[00309] In one embodiment, the review current matches interface may provide a
button to edit the photos. In such an embodiment, the edit button may go back to the
training interface where the user can further confirm and/or decline the photos. In
another embodiment, the user may remain on the review current matches interface and

decline photos that are displayed.

[00310] If the displayed photos are acceptable to the user (e.g. the photos correlate
with the contact, etc.), a “share media with this face” option may be selected, and a share

media interface 7124 of Figure 31C may be displayed.

[00311] Figure 31C shows a user interface 7118 for sharing metadata associated with
media objects, in accordance with another embodiment. As an option, the user interface
7118 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the user interface
7118 may be implemented in the context of any desired environment. It should also be

noted that the aforementioned definitions may apply during the present description.

[00312] As shown, a face may be selected and one or more options 7110 relating to the
face may be displayed. In various embodiments, the one or more options may include an
ability to tag, ability to share media with the selected face, ability to request media with
the selected face, and/or select any other option relating to a selected face. In one

embodiment, the selected face may be associated with an individual (e.g. an actual
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person, etc.). Additionally, a share media with this face option may be selected and a

training interface 7120 may be displayed.

[00313] In one embodiment, the training may be dependent on whether the user has
previously given input relating to the face. For example, in one embodiment, the user
may have already confirmed and/or declined relevant photos associated with the face. In
other embodiments, training may be completed by the user or by another contact. For
example, user A may have completed the training for contact B, confirming the relevant
and applicable photos. At a later time period, user C may take a photo of contact B, and
select to share media with the face. The training relating to contact B may be optional if
user C has access (e.g. is associated with, has access to a shared online database, etc.) to

the metadata completed by user A.

[00314] In another embodiment, even if training has been previously completed, the
user may still go through the training to select more relevant photos associated with the
contact. In some embodiments, the user may override metadata previously selected by
another user. In one embodiment, the user’s selection of relevant photos may be
associated with a timestamp for relevancy (e.g. relevant photos may be dependent on the
age of the contact, etc.). In a further embodiment, completing additional training
associated with a face may help to further refine the accuracy of matching a face to a

contact identity.

[00315] In various embodiments, the training interface may include providing multiple
facets of metadata, including facial recognition training data. For example, in various
embodiments, the metadata may include data associated with a matrix, a heuristic, a
vector, a face mesh, a geometry of data points, proportions of data points, color of a face
and/or hair and/or eyes, skin features, and/or other identifying features, etc. In various
embodiments, the data points may include at least one of a location of each eye, a nose

location, a mouth location, and/or eye brow locations, etc.
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[00316] In various embodiments, the user may be presented with one or more photos
associated with the selected contact. In one embodiment, the displayed photos may be
aggregated based on photos the user of the mobile device has taken. In other
embodiments, the displayed photos may be pulled from an online database, a search
engine, a wiki, a social network (e.g. Facebook, etc.), one or more secondary devices,

and/or from any other source.

[00317] In one embodiment, the user may select to confirm or decline each displayed
photo. In various embodiments, after the user selects to confirm or decline, confirmation
of the selection may include bolding the box associated with the confirm or decline
selections, shading the photo (e.g. if selected, the photo may be highlighted; if declined,
the photo may be darkened; etc.), creating a list of approved photos, and/or interacting

with the photos in any manner.

[00318] In various embodiments, any number of photos may be displayed to the user
for training. In some embodiments, the number of photos may be limited due to a lack of
photos (e.g. on the user’s mobile device, on the online server, etc.). In other
embodiments, the user may scroll through any number of photos to confirm and/or
decline. In various embodiments, information may be displayed associated with each
photo, including the name of the photo, metadata (e.g. location, name of face, time, date,
photographer, etc.) associated with the photo, and/or any other information associated

with the photos.

[00319] In some embodiments, the training interface may be interactive. For example,
in one embodiment, after a user selects to decline one or more photos, such declined
photos may be automatically replaced with another potential photo. In other
embodiments, the training may be composed of more than one interface wherein each
subsequent interface after the initial interface further refines the metadata characteristics
of the face (e.g. an interface may be dedicated to select photos of the ear or another part

of the head, etc.).
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[00320] Additionally, in another embodiment, the training interface may be integrated
into an online portal. For example, in various embodiments, the online portal may
include a portal associated with a website address, a portal access through a mobile
device app, a portal integrated into the mobile device platform, and/or any other portal

which may be associated with the internet.

[00321]  As shown, after confirming and/or declining the one or more displayed
images, the done button may be selected and a review current matches interface 7122
may be displayed. In various embodiments, the review current matches interface may
include one or more confirmed photos (e.g. those confirmed from the training interface,
etc.), an aggregate of all confirmed photos (e.g. a scattered collage, etc.), a representative

photo (e.g. the best photo of the contact, etc.), and/or any other display of the contact.

[00322] In one embodiment, the review current matches interface may provide a
button to edit the photos. In such an embodiment, the edit button may go back to the
training interface where the user can further confirm and/or decline the photos. In
another embodiment, the user may remain on the review current matches interface and

decline photos that are displayed.

[00323] If the displayed photos are acceptable to the user (e.g. the photos correlate
with the contact, etc.), a “share media with this face” option may be selected, and a share
media interface 7124 may be displayed. In one embodiment, the share media interface
may include ability to select an email, contact name, and/or any identification means
associated with a contact (e.g. screen name, etc.). Additionally, in one embodiment, a
personal message may be inputted. In other embodiments, a data item (e.g. file,
document, photo, video, voice message, etc.) may be attached to the share media item (or

to the personal message, etc.).
[00324] In various embodiments, a friend suggestions option may be displayed, which

may include a recommendation of possible relevant contacts (e.g. those whose image is

included in the photo, etc.), a suggestion of a networked friend (e.g. a friend the user may
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be connected to through one or more other friends, etc.), a suggestion based off of a
nearby device (e.g. associated with a contact or friend, etc.), and/or any other

recommendation which may be associated with a friend.

[00325] In another embodiment, a rule option may be displayed, which may include
the ability to select a relationship (e.g. user A is related to user B and user C, etc.). In
other embodiments, a rule may permit a user to select a profile, image, icon, or name
associated with another user and to set preferences associated with the other user. In
various embodiments, the preferences may include photo sharing, video sharing, web

sharing, application sharing, and/or any other preferences.

[00326] In one embodiment, clicking on or selecting a preference (e.g. a preference
name, icon, etc.) may display additional preferences. For example, in one embodiment,
selecting a photo preference may cause the display of additional options to share media
and/or metadata associated with the media. In another embodiment, selecting an
application preference may cause the display of additional preferences associated with
the category of applications. Still yet, in one embodiment, selecting a profile, image,
icon, and/or name associated with a user displayed on the interface may allow for
metadata associated with a profile, image, and/or user to be edited. Of course, in another
embodiment, the selection of any type of media may allow for editing of metadata

associated with that media.

[00327] In one embodiment, at least one person may be identified in the media object
(e.g. an image, a video, etc.). Further, it may be determined whether the identified at
least one person is associated with a second user in accordance with the rule. In one
embodiment, the rule may indicate that the at least one person is associated with the
second user when the at least one person is the second user. In another embodiment, the
rule may indicate that the at least one person is associated with the second user when the
at least one person has a relationship with the second user. In another embodiment, the
rule may indicate that the at least one person is associated with the second user when the

at least one person has a relationship with a third user that has a relationship with the
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second user. Still yet, in one embodiment, the sharing of the media object may be

conditioned on the identification of the at least one person in the media object.

[00328] In one embodiment, the rules may be included in the metadata. In another
embodiment, rule identifiers may be included in the metadata. In another embodiment, a
link to the rules may be included in the metadata. In another embodiment, the rules may
be included in a service system. In another embodiment, the rules may be stored on a
user device. Further, in one embodiment, a user identifier may be utilized to look up
associated rules. Of course, in various embodiments, the rules may be stored in any
suitable location and/or may be accessed utilizing any suitable identifier. In one

embodiment, the rules may accompany the media object and/or the metadata.

[00329] Further, in one embodiment, after the user completes inputting a personal
message and/or selecting a friend suggestion or configuring a rule, the user may select to
send the media and/or message. In one embodiment, the media may be sent to an email
address, a screen name (e.g. chat name, etc.), a blog, an online database (e.g. Dropbox,
etc.) and/or shared in any other manner. In another embodiment, the media may be
shared using another app (e.g. social media app, file sharing app, email app, etc.). Of

course, the media and/or message may be shared in any manner.

[00330] Figure 31D shows a user interface 7126 for sharing metadata associated with
media objects, in accordance with another embodiment. As an option, the user interface
7126 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the user interface
7126 may be implemented in the context of any desired environment. It should also be

noted that the aforementioned definitions may apply during the present description.

[00331] As shown, in one embodiment, a share media interface 7124 may be
displayed. Additionally, a “send” option may be selected resulting in photo/face stream
interface 7128. In one embodiment, the photo/face stream interface may include a list of

individual contacts, a group of contacts (e.g. predetermined groups, automatic group
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configuration based on relevancy and/or metadata tags, etc.), and/or any other grouping

of one or more contacts.

[00332] In one embodiment, it may be determined that a photo contains the face of an
individual associated with the user’s work place. After selecting to send the photo, the
user may be presented with a group entitled “Work — Management” or “Work — Tech
Group” and/or any other relevant group. In one embodiment, the presenting of such
groups may be based off of a determination that the selected face is, for example, an
executive at the user’s work company. Metadata associated with the face (e.g.
management team, tech group, work, etc.) therefore may be used to create ad-hoc groups.
In various embodiments, ad-hoc groups may be created on demand, may last for a
temporary period of time (e.g. as needed by the demand, etc.), and/or may be used in any

manner by the user.

[00333] As shown in share media interface 7124, a rule option may be selected, and a
rule interface 7130 may be displayed. In one embodiment, the rule may include setting
an id (e.g. email, chat name, social networking name, alias, etc.), setting sharing
permissions, placing the user on a blacklist, regulating comments (e.g. made by the user,
uploaded to the user’s account, etc.), ability to share metadata associated with the

selected face, and/or take any other action associated with the selected face.

[00334] In one embodiment, a rule option may include the ability to select a
relationship (e.g. user A is related to user B and user C, etc.). In other embodiments, a
rule may permit a user to select a profile, image, icon, or name associated with another
user and to set preferences associated with the other user. In various embodiments, the
preferences may include photo sharing, video sharing, web sharing, application sharing,

and/or any other preferences.
[00335] In one embodiment, clicking on or selecting a preference (e.g. a preference

name, icon, etc.) may display additional preferences. For example, in one embodiment,

selecting a photo preference may cause the display of additional options to share media
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and/or metadata associated with the media. In another embodiment, selecting an
application preference may cause the display of additional preferences associated with
the category of applications. Still yet, in one embodiment, selecting a profile, image,
icon, and/or name associated with a user displayed on the interface may allow for
metadata associated with a profile, image, and/or user to be edited. Of course, in another
embodiment, the selection of any type of media may allow for editing of metadata

associated with that media.

[00336] Additionally, in one embodiment, at least one person may be identified in the
media object (e.g. an image, a video, etc.). Further, it may be determined whether the
identified at least one person is associated with a second user in accordance with the rule.
In one embodiment, the rule may indicate that the at least one person is associated with
the second user when the at least one person is the second user. In another embodiment,
the rule may indicate that the at least one person is associated with the second user when
the at least one person has a relationship with the second user. In another embodiment,
the rule may indicate that the at least one person is associated with the second user when
the at least one person has a relationship with a third user that has a relationship with the
second user. Still yet, in one embodiment, the sharing of the media object may be

conditioned on the identification of the at least one person in the media object.

[00337]  Still yet, in one embodiment, the rules may be included in the metadata. In
another embodiment, rule identifiers may be included in the metadata. In another
embodiment, a link to the rules may be included in the metadata. In another embodiment,
the rules may be included in a service system. In another embodiment, the rules may be
stored on a user device. Further, in one embodiment, a user identifier may be utilized to
look up associated rules. Of course, in various embodiments, the rules may be stored in
any suitable location and/or may be accessed utilizing any suitable identifier. In one

embodiment, the rules may accompany the media object and/or the metadata.

[00338] As shown, an option to set “share” permissions may be selected, and a share

preferences interface 7132 may be displayed. In one embodiment, one or more sharing
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options may be displayed, including the ability to automatically share content (e.g. with
the user, associated with the user, etc.), share all media, share media where the user is

included, share media that is related to the user, and/or various other options, etc.

[00339] In one embodiment, users may establish sharing preferences for media
objects. Furthermore, in one embodiment, users may establish sharing preferences for
particular devices. For example, User A, User B, and User C may be known and have a
sharing preference associated with themselves and their devices. On the other hand, User

D and User E may not be known and may not or have known sharing preferences.

[00340] In this example, when a picture of the users is captured, faces A, B, and C
may be identified (along faces D and E, in one embodiment, based on facial recognition,
etc.). In one embodiment, rules may indicate to share media and/or metadata with the
users associated with faces A, B, and C. Accordingly, media and/or metadata may be

sent to devices of User A, User B, and User C for viewing, etc.

[00341] In one embodiment, the application on the device of the user (and/or a service,
etc.) may identify the users based on the rules. In one embodiment, the rules may be
stored locally (e.g. on the user device, etc.) and/or at service system (e.g. a network
system, etc.). In one embodiment, the user devices and the service system may be
synchronized such that updated rules (e.g. and metadata, etc.) are present at the user
devices and the service system. In one embodiment, the service system may determine
whether to send the media, the metadata, a link to the media or metadata, and/or a

reference to the media or metadata to the user devices.

[00342] In one embodiment, the sharing preferences may be synced and/or uploaded to
an online sharing database system. For example, in various embodiments, the sharing
preferences may be associated with a social media site (e.g. Facebook, etc.), an online file
sharing and/or backup platform (e.g. Dropbox, etc.), a sharing management site or app,

and/or any other system which may manage one or more sharing preferences.
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[00343] Figure 31E shows a user interface 7134 for sharing metadata associated with
media objects, in accordance with another embodiment. As an option, the user interface
7134 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the user interface
7134 may be implemented in the context of any desired environment. It should also be

noted that the aforementioned definitions may apply during the present description.

[00344] As shown, a face may be selected and one or more options 7110 relating to the
face may be displayed. In various embodiments, the one or more options may include an
ability to tag, ability to share media with the selected face, ability to request media with
the selected face, and/or select any other option relating to a selected face. In one
embodiment, the selected face may be associated with an individual (e.g. an actual
person, etc.). Additionally, request to share media with this face option may be selected

and a training interface 7136 may be displayed.

[00345] In one embodiment, the training may be dependent on whether the user has
previously given input relating to the face. For example, in one embodiment, the user
may have already confirmed and/or declined relevant photos associated with the face. In
other embodiments, training may be completed by the user or by another contact. For
example, user A may have completed the training for contact B, confirming the relevant
and applicable photos. At a later time period, user C may take a photo of contact B, and
select to share media with the face. The training relating to contact B may be optional if
user C has access (e.g. is associated with, has access to a shared online database, etc.) to

the metadata completed by user A.

[00346] In another embodiment, even if training has been previously completed, the
user may still go through the training to select more relevant photos associated with the
contact. In some embodiments, the user may override metadata previously selected by
another user. In one embodiment, the user’s selection of relevant photos may be
associated with a timestamp for relevancy (e.g. relevant photos may be dependent on the

age of the contact, etc.). In a further embodiment, completing additional training
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associated with a face may help to further refine the accuracy of matching a face to a

contact identity.

[00347] In various embodiments, the training interface may include providing multiple
facets of metadata, including facial recognition training data. For example, in various
embodiments, the metadata may include data associated with a matrix, a heuristic, a
vector, a face mesh, a geometry of data points, proportions of data points, color of a face
and/or hair and/or eyes, skin features, and/or other identifying features, etc. In various
embodiments, the data points may include at least one of a location of each eye, a nose

location, a mouth location, and/or eye brow locations, etc.

[00348] In various embodiments, the user may be presented with one or more photos
associated with the selected contact. In one embodiment, the displayed photos may be
aggregated based on photos the user of the mobile device has taken. In other
embodiments, the displayed photos may be pulled from an online database, a search
engine, a wiki, a social network (e.g. Facebook, etc.), one or more secondary devices,

and/or from any other source.

[00349] In one embodiment, the user may select to confirm or decline each displayed
photo. In various embodiments, after the user selects to confirm or decline, confirmation
of the selection may include bolding the box associated with the confirm or decline
selections, shading the photo (e.g. if selected, the photo may be highlighted; if declined,
the photo may be darkened; etc.), creating a list of approved photos, and/or interacting

with the photos in any manner.

[00350] In various embodiments, any number of photos may be displayed to the user
for training. In some embodiments, the number of photos may be limited due to a lack of
photos (e.g. on the user’s mobile device, on the online server, etc.). In other
embodiments, the user may scroll through any number of photos to confirm and/or
decline. In various embodiments, information may be displayed associated with each

photo, including the name of the photo, metadata (e.g. location, name of face, time, date,
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photographer, etc.) associated with the photo, and/or any other information associated

with the photos.

[00351] In some embodiments, the training interface may be interactive. For example,
in one embodiment, after a user selects to decline one or more photos, such declined
photos may be automatically replaced with another potential photo. In other
embodiments, the training may be composed of more than one interface wherein each
subsequent interface after the initial interface further refines the metadata characteristics
of the face (e.g. an interface may be dedicated to select photos of the ear or another part

of the head, etc.).

[00352] Additionally, in another embodiment, the training interface may be integrated
into an online portal. For example, in various embodiments, the online portal may
include a portal associated with a website address, a portal access through a mobile
device app, a portal integrated into the mobile device platform, and/or any other portal

which may be associated with the internet.

[00353] As shown, after confirming and/or declining the one or more displayed
images, the done button may be selected and a review current matches interface 7138
may be displayed. In various embodiments, the review current matches interface may
include one or more confirmed photos (e.g. those confirmed from the training interface,
etc.), an aggregate of all confirmed photos (e.g. a scattered collage, etc.), a representative

photo (e.g. the best photo of the contact, etc.), and/or any other display of the contact.

[00354] In one embodiment, the review current matches interface may provide a
button to edit the photos. In such an embodiment, the edit button may go back to the
training interface where the user can further confirm and/or decline the photos. In
another embodiment, the user may remain on the review current matches interface and

decline photos that are displayed.
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[00355] If the displayed photos are acceptable to the user (e.g. the photos correlate
with the contact, etc.), a “request media with this face” option may be selected, and a
request media interface 7140 may be displayed. In one embodiment, the request media
interface may include ability to select an email, contact name, and/or any identification
means associated with a contact (e.g. screen name, etc.). Additionally, in one
embodiment, a personal message may be inputted. In other embodiments, a data item
(e.g. file, document, photo, video, voice message, etc.) may be attached to the request

media item (or to the personal message, etc.).

[00356] Further, in various embodiments, the ability to request media may include
sending a text communication (e.g. SMS message, email, chat, etc.), a multimedia
message, and/or any other type of communication. In various embodiments, the request
media may be made to a specific one or more individuals (e.g. selected, etc.). In another
embodiment, a request media with this face may occur without specifying an email
and/or contact name. For example, in various embodiments, a request may be made to an
online photo database (e.g. Google images, Flickr, etc.), to one or more nearby devices
(e.g. associated with a contact, associated with another entity, etc.), and/or to any system

which may have media associated with the selected face.

[00357] As an example, a user A may select a face associated with user B and request
media associated with the selected face. The request may be sent out to any contact
which may have media associated with the selected face. In various embodiments,
selection of applicable contacts may be dependent on one or more metadata properties,
including an indication of a user B id (e.g. name, id, etc.) and/or any other information

which may help to identify the selected face.

[00358] In one embodiment, the ability to request media may be automatic. For
example, if training has already been completed (e.g. face matching, etc.), the user may
select preferences and setting such that when “request media with this face” is selected as
an option on a photo, a request may be made out to all relevant contacts which may have

one or more photos associated with the selected face. In other embodiments, a
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confirmation page may be displayed indicating which contacts or entities the request for

media will be sent, and the user may edit and/or modify the displayed contacts as desired.

[00359] In a further embodiment, the request for media with a selected face may be
associated with a request to pull information from another source. For example, one or
more permissions (e.g. access content, etc.) may have previously been granted (or may be
granted ad-hoc, etc.) to a user. When the user requests media with a selected face, the
app may search a database to determine which contacts associated with the user have one
or more media associated with the selected face. Based off of permissions given to the
user, the database may search content associated with other contacts. Once searching is

complete, an output (e.g. screen, email, etc.) may be given and/or sent back to the user.

[00360] In one embodiment, the request for media may be associated with an object
(e.g. building, landmark, etc.). For example, in one embodiment, the user may take a
photo of the Lincoln Memorial and select the object on the captured photo. Based on the
selection, an option to request media with this object may be displayed, whereupon if the
user selects the option, results associated with the selected object may be displayed. In
such an embodiment, content associated with the user, any contact associated with the
user, and/or any publicly available databases (e.g. associated with a wiki, internet search,

etc.), may be searched to assist in retrieving and providing relevant results.

[00361] In various embodiments, a friend suggestions option may be displayed, which
may include a recommendation of possible relevant contacts (e.g. those whose image is
included in the photo, etc.), a suggestion of a networked friend (e.g. a friend the user may
be connected to through one or more other friends, etc.), a suggestion based off of a
nearby device (e.g. associated with a contact or friend, etc.), and/or any other

recommendation which may be associated with a friend.
[00362] In another embodiment, a rule option may be displayed, which may include

the ability to select a relationship (e.g. user A is related to user B and user C, etc.). In

other embodiments, a rule may permit a user to select a profile, image, icon, or name
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associated with another user and to set preferences associated with the other user. In
various embodiments, the preferences may include photo sharing, video sharing, web

sharing, application sharing, and/or any other preferences.

[00363] In one embodiment, clicking on or selecting a preference (e.g. a preference
name, icon, etc.) may display additional preferences. For example, in one embodiment,
selecting a photo preference may cause the display of additional options to share media
and/or metadata associated with the media. In another embodiment, selecting an
application preference may cause the display of additional preferences associated with
the category of applications. Still yet, in one embodiment, selecting a profile, image,
icon, and/or name associated with a user displayed on the interface may allow for
metadata associated with a profile, image, and/or user to be edited. Of course, in another
embodiment, the selection of any type of media may allow for editing of metadata

associated with that media.

[00364] In one embodiment, at least one person may be identified in the media object
(e.g. an image, a video, etc.). Further, it may be determined whether the identified at
least one person is associated with a second user in accordance with the rule. In one
embodiment, the rule may indicate that the at least one person is associated with the
second user when the at least one person is the second user. In another embodiment, the
rule may indicate that the at least one person is associated with the second user when the
at least one person has a relationship with the second user. In another embodiment, the
rule may indicate that the at least one person is associated with the second user when the
at least one person has a relationship with a third user that has a relationship with the
second user. Still yet, in one embodiment, the sharing of the media object may be

conditioned on the identification of the at least one person in the media object.

[00365] In one embodiment, the rules may be included in the metadata. In another
embodiment, rule identifiers may be included in the metadata. In another embodiment, a
link to the rules may be included in the metadata. In another embodiment, the rules may

be included in a service system. In another embodiment, the rules may be stored on a
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user device. Further, in one embodiment, a user identifier may be utilized to look up
associated rules. Of course, in various embodiments, the rules may be stored in any
suitable location and/or may be accessed utilizing any suitable identifier. In one

embodiment, the rules may accompany the media object and/or the metadata.

[00366] Figure 31F shows a user interface 7142 for sharing metadata associated with
media objects, in accordance with another embodiment. As an option, the user interface
7142 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the user interface
7142 may be implemented in the context of any desired environment. It should also be

noted that the aforementioned definitions may apply during the present description.

[00367] As shown, in one embodiment, a request media interface 7140 may be
displayed. Additionally, a “send” option may be selected, and a photo/face stream
interface 7144 may be displayed. In one embodiment, the photo/face stream interface
may include a list of individual contacts, a group of contacts (e.g. predetermined groups,
automatic group configuration based on relevancy and/or metadata tags, etc.), and/or any

other grouping of one or more contacts.

[00368] In one embodiment, it may be determined that a photo contains the face of an
individual associated with the user’s work place. After selecting to send the photo, the
user may be presented with a group entitled “Work — Management” or “Work — Tech
Group” and/or any other relevant group. In one embodiment, the presenting of such
groups may be based off of a determination that the selected face is, for example, an
executive at the user’s work company. Metadata associated with the face (e.g.
management team, tech group, work, etc.) therefore may be used to create ad-hoc groups.
In various embodiments, ad-hoc groups may be created on demand, may last for a
temporary period of time (e.g. as needed by the demand, etc.), and/or may be used in any

manner by the user.

Google Ex 1002 - Page 213



91-

[00369] Additionally, in one embodiment, a request for media may be made without a
photo/face stream interface. For example, selecting “send” may send the request to any
relevant contact if no email or contact name is provided. Of course, the request may

function in any manner.

[00370] As shown in share media interface 7140, a rule option may be selected, and a
rule interface 7146 may be displayed. In one embodiment, the rule may include setting
an id (e.g. email, chat name, social networking name, alias, etc.), setting sharing
permissions, placing the user on a blacklist, regulating comments (e.g. made by the user,
uploaded to the user’s account, etc.), ability to share metadata associated with the

selected face, and/or take any other action associated with the selected face.

[00371] In one embodiment, a rule option may include the ability to select a
relationship (e.g. user A is related to user B and user C, etc.). In other embodiments, a
rule may permit a user to select a profile, image, icon, or name associated with another
user and to set preferences associated with the other user. In various embodiments, the
preferences may include photo sharing, video sharing, web sharing, application sharing,

and/or any other preferences.

[00372] In one embodiment, clicking on or selecting a preference (e.g. a preference
name, icon, etc.) may display additional preferences. For example, in one embodiment,
selecting a photo preference may cause the display of additional options to share media
and/or metadata associated with the media. In another embodiment, selecting an
application preference may cause the display of additional preferences associated with
the category of applications. Still yet, in one embodiment, selecting a profile, image,
icon, and/or name associated with a user displayed on the interface may allow for
metadata associated with a profile, image, and/or user to be edited. Of course, in another
embodiment, the selection of any type of media may allow for editing of metadata

associated with that media.
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[00373] Additionally, in one embodiment, at least one person may be identified in the
media object (e.g. an image, a video, etc.). Further, it may be determined whether the
identified at least one person is associated with a second user in accordance with the rule.
In one embodiment, the rule may indicate that the at least one person is associated with
the second user when the at least one person is the second user. In another embodiment,
the rule may indicate that the at least one person is associated with the second user when
the at least one person has a relationship with the second user. In another embodiment,
the rule may indicate that the at least one person is associated with the second user when
the at least one person has a relationship with a third user that has a relationship with the
second user. Still yet, in one embodiment, the sharing of the media object may be

conditioned on the identification of the at least one person in the media object.

[00374]  Still yet, in one embodiment, the rules may be included in the metadata. In
another embodiment, rule identifiers may be included in the metadata. In another
embodiment, a link to the rules may be included in the metadata. In another embodiment,
the rules may be included in a service system. In another embodiment, the rules may be
stored on a user device. Further, in one embodiment, a user identifier may be utilized to
look up associated rules. Of course, in various embodiments, the rules may be stored in
any suitable location and/or may be accessed utilizing any suitable identifier. In one

embodiment, the rules may accompany the media object and/or the metadata.

[00375] As shown, an option to set “share” permissions may be selected, and a share
preferences interface 7148 may be displayed. In one embodiment, one or more sharing
options may be displayed, including the ability to automatically share content (e.g. with
the user, associated with the user, etc.), share all media, share media where the user is

included, share media that is related to the user, and/or various other options, etc.
[00376] In one embodiment, users may establish sharing preferences for media

objects. Furthermore, in one embodiment, users may establish sharing preferences for

particular devices. For example, User A, User B, and User C may be known and have a
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sharing preference associated with themselves and their devices. On the other hand, User

D and User E may not be known and may not or have known sharing preferences.

[00377] In this example, when a picture of the users is captured, faces A, B, and C
may be identified (along faces D and E, in one embodiment, based on facial recognition,
etc.). In one embodiment, rules may indicate to share media and/or metadata with the
users associated with faces A, B, and C. Accordingly, media and/or metadata may be

sent to devices of User A, User B, and User C for viewing, etc.

[00378] In one embodiment, the application on the device of the user (and/or a service,
etc.) may identify the users based on the rules. In one embodiment, the rules may be
stored locally (e.g. on the user device, etc.) and/or at service system (e.g. a network
system, etc.). In one embodiment, the user devices and the service system may be
synchronized such that updated rules (e.g. and metadata, etc.) are present at the user
devices and the service system. In one embodiment, the service system may determine
whether to send the media, the metadata, a link to the media or metadata, and/or a

reference to the media or metadata to the user devices.

[00379] In one embodiment, the sharing preferences may be synced and/or uploaded to
an online sharing database system. For example, in various embodiments, the sharing
preferences may be associated with a social media site (e.g. Facebook, etc.), an online file
sharing and/or backup platform (e.g. Dropbox, etc.), a sharing management site or app,

and/or any other system which may manage one or more sharing preferences.

[00380] Figure 31G shows a user interface 7150 for sharing metadata associated with
media objects, in accordance with another embodiment. As an option, the user interface
7150 may be implemented in the context of the architecture and environment of the
previous Figures or any subsequent Figure(s). Of course, however, the user interface
7150 may be implemented in the context of any desired environment. It should also be

noted that the aforementioned definitions may apply during the present description.
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[00381] As shown, a camera interface 7152 may be displayed. In one embodiment,
after selecting to capture an image (take a photo), a confirm identified faces interface

7154 may be displayed.

[00382] In one embodiment, the identified faces may be displayed in separate rows,
where each row provides one or more options associated with the identified face. For
example, in one embodiment, identified face A may be displayed with a name associated
with the face and a confirm or decline button may also be displayed. Subsequent
identified faces may be listed in row format below the identified face A row. Of course,
in other embodiments, the identified faces may be displayed in any manner, including a
grid format (e.g. thumbnail images of the identified faces may be displayed, etc.), a list of
matches (e.g. a number may be associated with each face and the number row may

include one or more options, etc.), and/or in any other manner.

[00383] Faurther, in one embodiment, a confirm identified faces interface may be
dependent on a confidence ranking. For example, in one embodiment, it may be
determined (e.g. based on facial recognition algorithms, etc.) that the identified faces in a
captured image are ranked at an 85% level of confidence. In some embodiments, if the
confidence level is over a threshold (e.g. 70%, etc.), then the confirm identified faces
interface may not be displayed and metadata associated with the identification will

automatically be added to the captured image.

[