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FIELD OF THE INVENTION AND BACKGROUND

[0002] The present invention relates to object recognition, and more particularly to

performing processing based on object recognition.
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SUMMARY

[0003] A system, method, and computer program product are provided for providing
suggestions based on object recognition. In operation, at least one option for adding at
least one additional indicia for being displayed among the indicia is displayed, utilizing
the touchscreen of the mobile device. Additionally, a user input is received in connection
with the at least one option, utilizing the touchscreen of the mobile device. Still yet, after
receiving the user input in connection with the at least one option for, a plurality of
suggestions is identified, utilizing the at least one processor of the mobile device. The
suggestions each correspond with at least one face that has been recognized in at least

one of a plurality of images accessible via the mobile device.



BRIEF DESCRIPTION OF THE DRAWINGS

[0004] Figure 1 illustrates a network architecture, in accordance with one
embodiment.
[0005] Figure 2 illustrates an exemplary system in which the various architecture

and/or functionality of the previous embodiment and/or subsequent embodiments may be

implemented.

[0006] Figure 3A shows a method for providing suggestions based on object

recognition, in accordance with one embodiment.

[0007] Figure 3B shows a method for providing suggestions based on object

recognition, in accordance with one embodiment.

[0008] Figure 4A shows a method for providing suggestions based on object

recognition, in accordance with one embodiment.

[0009] Figure 4B shows a method for providing suggestions based on object

recognition, in accordance with one embodiment.

[0010] Figure 5 shows an exemplary system flow for providing suggestions based on

object recognition, in accordance with another embodiment.

[0011] Figure 6A shows an exemplary system flow for training a system, in

accordance with another embodiment.

[0012] Figure 6B shows an exemplary system flow for training a system, in

accordance with another embodiment.
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[0013] Figure 7 shows an exemplary system flow for sharing based on object

recognition, in accordance with another embodiment.

[0014] Figure 8 shows an exemplary system architecture, in accordance with another

embodiment.



DETAILED DESCRIPTION

GLOSSARY

[0015] media object = one or more images, photos, pictures, faces, videos,
applications, audio files, text, binary information, and/or data including files associated

therewith.

[0016] metadata = data and/or information associated with a media object.

[0017] third party input = information associated with a face and/or an object which

may be used for identification.

[0018] identifier = graphical or textual representation for identifying a face, metadata,

and/or an object.

[0019] correspondence = a correlation between at least one identifier and at least one

aspect of a face or an object.

[0020] aggregate metadata = metadata used in combination with additional metadata

associated with another user.

[0021] bucket = an age classification applied to a face or an object.

[0022] Figure 1 illustrates a network architecture 100, in accordance with one
embodiment. As shown, a plurality of networks 102 is provided. In the context of the
present network architecture 100, the networks 102 may each take any form including,
but not limited to a local area network (LAN), a wireless network, a wide area network

(WAN) such as the Internet, peer-to-peer network, etc.
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[0023] Coupled to the networks 102 are servers 104 which are capable of
communicating over the networks 102. Also coupled to the networks 102 and the servers
104 is a plurality of clients 106. Such servers 104 and/or clients 106 may each include a
desktop computer, lap-top computer, hand-held computer, mobile phone, personal digital
assistant (PDA), peripheral (e.g. printer, etc.), any component of a computer, and/or any
other type of logic. In order to facilitate communication among the networks 102, at least
one gateway 108 is optionally coupled therebetween. In the context of the present
description, cloud refers to one or more servers, services, and/or resources which are

located remotely.

[0024] Figure 2 illustrates an exemplary system 200 in which the various architecture
and/or functionality of the previous embodiment and/or subsequent embodiments may be
implemented. As shown, a system 200 is provided including at least one host processor
201 which is connected to a communication bus 202. The system 200 also includes a
main memory 204. Control logic (software) and data are stored in the main memory 204

which may take the form of random access memory (RAM).

[0025] The system 200 also includes a graphics processor 206 and a display 208, i.e.
a computer monitor. In one embodiment, the graphics processor 206 may include a
plurality of shader modules, a rasterization module, etc. Each of the foregoing modules
may even be situated on a single semiconductor platform to form a graphics processing

unit (GPU).

[0026] In the present description, a single semiconductor platform may refer to a sole
unitary semiconductor-based integrated circuit or chip. It should be noted that the term
single semiconductor platform may also refer to multi-chip modules with increased
connectivity which simulate on-chip operation, and make substantial improvements over
utilizing a conventional central processing unit (CPU) and bus implementation. Of
course, the various modules may also be situated separately or in various combinations of

semiconductor platforms per the desires of the user.
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[0027] The system 200 may also include a secondary storage 210. The secondary
storage 210 includes, for example, at least one of a non-volatile memory (e.g. flash
memory, magnetoresistive memory, ferroelectric memory, etc.), a hard disk drive, and a
removable storage drive, representing a floppy disk drive, a magnetic tape drive, a
compact disk drive, etc. The removable storage drive reads from and/or writes to a

removable storage unit in a well known manner.

[0028] Computer programs, or computer control logic algorithms, may be stored in
the main memory 204 and/or the secondary storage 210. Such computer programs, when
executed, enable the system 200 to perform various functions. The main memory 204,
the secondary storage 210 and/or any other storage are possible examples of computer-

readable media.

[0029] In one embodiment, the architecture and/or functionality of the various
previous figures may be implemented in the context of the host processor 201, graphics
processor 206, an integrated circuit (not shown) that is capable of at least a portion of the
capabilities of both the host processor 201 and the graphics processor 206, a chipset (i.e.
a group of integrated circuits designed to work and sold as a unit for performing related

functions, etc.), and/or any other integrated circuit for that matter.

[0030] Still yet, the architecture and/or functionality of the various previous figures
may be implemented in the context of a general computer system, a circuit board system,
a game console system dedicated for entertainment purposes, an application-specific
system, and/or any other desired system. For example, the system 200 may take the form
of a desktop computer, a laptop computer, a server computer, and/or any other type of
logic. Still yet, the system 200 may take the form of various other devices including, but
not limited to, a personal digital assistant (PDA) device, a mobile device, a tablet device,
a television, etc. In the context of the present description, a mobile device may include
any portable computing device, including but not limited to, a laptop computer, a tablet
computer, a desktop computer, a mobile phone, a media player, a camera, a television,

and/or any other portable computing device.



[0031] Further, while not shown, the system 200 may be coupled to a network [e.g. a
telecommunications network, local area network (LAN), wireless network, wide area
network (WAN) such as the Internet, peer-to-peer network, cable network, etc.] for

communication purposes.

[0032] Of course, the various embodiments set forth herein may be implemented
utilizing hardware, software, or any desired combination thereof. For that matter, any
type of logic may be utilized which is capable of implementing the various functionality

set forth herein.

[0033] Figure 3A shows a method 300 for providing suggestions based on object
recognition, in accordance with one embodiment. As an option, the method 300 may be
implemented in the context of the architecture and environment of the previous figures
and/or any subsequent figures. Of course, however, the method 300 may be carried out

in any desired environment.

[0034] As shown, at least one option is displayed, utilizing a touchscreen of a mobile
device, for adding at least one additional indicia among a plurality of indicia each
including at least a portion of an image including a face. See operation 302.
Additionally, a user input is received in connection with the at least one option, utilizing
the touchscreen of the mobile device. See operation 304. Furthermore, after receiving
the user input in connection with the at least one option, a plurality of suggestions is
identified, utilizing the at least one processor of the mobile device. Such suggestions
each correspond with at least one face that has been recognized in at least one of a

plurality of images accessible via the mobile device. See operation 304.

[0035] In the context of the present description, indicia may include any visible
interface element associated with a face and/or object. For example, in various
embodiment, indicia may include one or more faces (and/or objects), one or more textual

identifiers (e.g. name, group, geographic location, etc.) associated with one or more faces
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or objects, one or more signs (e.g. plus sign to add, minus sign to delete, etc.), one or
more indicated tokens (e.g. permission to add information, voucher to exchange for
coupon for the object, connection request to the face, etc.), one or more actions (e.g. “find
more information about [object]/[face]”, print face/object, share face/object, conduct
Internet search on face/object, etc.), one or more input options (e.g. receive input via
touch, receive command via voice, receive input via external mouse, etc.), and/or any
other indication and/or mark used to distinguish a face and/or an object. Of course, the
above may also apply to additional indicia, and/or any other type of indicia associated

with a face and/or object.

[0036] Additionally, in one embodiment, object recognition may apply in lieu or in
addition to facial recognition. For purposes of this description, therefore, when facial or
object recognition is described anywhere in the current disclosure, it may be applied to
either facial or object recognition or a combination of both. For example, a photo may
include both faces and objects. In one embodiment, a face may include indicia indicating
a name of the individual associated with the face, and an object may include indicia
including a link to find out further information about the object (e.g. discover related
objects, find more details about the object, print, share, etc.). Of course, any number of

faces and/or objects may be identified.

[0037] In other embodiments, facial and/or object recognition may occur in real-time.
For example, in one embodiment, faces and objects may be recognized (and indicia
displayed) as part of a video feed (e.g. home digital camera system, Skype, Google
Hangouts, etc.). As the video records, information associated with the faces and objects
may also be displayed on a screen associated with the video feed system. In one
embodiment, information displayed may be saved in a file separate from the video file
(e.g. as metadata appended to the video file, etc.). Further, the information saved in a
separate file may be manipulated in some manner (e.g. change a displayed name or

object, upload information identified to central server, etc.) after real-time.
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[0038] Of course, in such embodiments, real-time processing may be applied to any
media object, which may include any type of media and/or portion of media. For
example, in various embodiments, the media object may include one or more images,

videos, applications, audio, text, binary information, and/or data.

[0039] In further embodiments, facial and/or object recognition may occur in non-
real-time. For example, in one embodiment, faces and objects may be recognized (and
indicia displayed) as part of a post-processing process (e.g. on a camera after recording is

complete, on a computer system, on a mobile device system, etc.).

[0040] Additionally, metadata associated with the media object may also be created
and stored (e.g. with the media object file, as a file separate from the media object file,
etc.). In one embodiment, metadata may include any data associated with the media
object. For example, in one embodiment, the metadata may include at least one filter or a
component thereof. In various embodiments, the filter may include one or more filters
for filtering media objects or components thereof, and/or filter information for
performing filtering functions associated with media objects. In one embodiment, a filter
associated with an image may be created by selecting one or more faces in an image or
one or more objects in an image. Additionally, in one embodiment, the filter may include
metadata associated with the image, such as a group association, a time associated with
the image, a location associated with the image, people associated with the image, a

quality of the image, a rating associated with the image, and/or various other information.

[0041] In another embodiment, indicia may be displayed among at least a portion of
an image. For example, indicia may be displayed for a face and/or an object, to a
grouping of faces and/or objects, to a section or portion of an image, or even to the entire
image itself. By way of illustration, an image may include one face, one object (e.g. an
umbrella), and the image background. Indicia associated with the face may include a
name of the individual, displayed directly below the face, and the umbrella may include a
link to buy the umbrella, displayed directly below the object. Further, indicia associated
with the image background may include text (e.g. displayed next to the object, etc.)
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indicating the location of the image background (e.g. “Grant’s Tomb”, etc.). Further,
indicia associated with the entire image (e.g. “image information”, etc.) may include an
option to display further indicia (e.g. time of when the photo was taken, GPS coordinates
of where the photo was taken, who took the photo, where the photo is saved, a link to

find other related photos, etc.).

[0042] In some embodiments, indicia associated with the recognized object(s) and/or
face(s) may be associated with a ceiling. For example, if the number of recognized
object(s) and/or face(s) exceeds a set number (e.g. based on the amount of space available
on the image, etc.), then a maximum amount of indicia may be displayed. In other
embodiments, the number of indicia displayed may be restricted based off of user input
(e.g. do not restrict more than 5% of the image, etc.). Further, the indicia may be
associated with a timer (e.g. display for 5 seconds and then disappear, etc.), which may

be additionally set by the user.

[0043] In some embodiments, if the indicia are restricted, a hierarchy of displayed
indicia may be imposed. For instance, a ceiling of 6 displayed indicia may be set by the
user, but the number of objects and/or faces may include 10 objects/faces. In such a
situation, the indicia displayed may be based on the first 6 objects/faces detected, a
preference (e.g. as set by the user, as set by an automatic setting, etc.) to display faces
before objects, may be based on the degree of connections (i.e. lower degree has higher
preference to be displayed, etc.) between the individual of the device and the detected
individual’s face (e.g. direct connection, a friend of a friend connection, a public
connection, etc.), may be based on group associations (e.g. group more than face and/or
object if they can be grouped, etc.) used to consolidate identified items, and/or may apply
any other input and/or setting whereby a hierarchy among the identified faces/objects
may occur. In other embodiments, indicia may be restricted based on a white list (e.g.
users whom you want to display information about, etc.) and/or black list (e.g. users

whom you do not wish to display any information about, etc.).



-12-

[0044] In one embodiment, metadata may be associated with a media object. In
various embodiments, the metadata may include information associated with the capture
of the media object (e.g. GPS coordinates of location, individual who captured the image,
etc.), information identified apart from the capture of the image (e.g. identification of
faces, identification of objects, etc.), as well as information corrected and/or inputted by

the user.

[0045] In another embodiment, the metadata may include location information. For
example, in one embodiment, the metadata may include information associated with a
location the media object was created, modified, last accessed, and/or captured, etc. In
another embodiment, the metadata may include time information. For example, in one
embodiment, the metadata may include information associated with a time the media

object was created, modified, last accessed, and/or captured, etc.

[0046] In another embodiment, the metadata may include information associated with
the originator of the media object. In various embodiments, the originator information
may include an originator name, alias, location, contact information, and/or other
information. In another embodiment, the metadata may include relationship information.
For example, in one embodiment, the relationship information may include relationship
information between the first user and the second user, etc. In various embodiments, the
relationship information may include information associated with people present in an

image.

[0047] In one embodiment, user input may include any type of input associated with
the user, including but not limited to, a voice command, a touch input (e.g. via a
touchscreen, etc.), an external peripheral device (e.g. a mouse, keyboard, etc.), etc. In
one embodiment, the user input may be used to initiate an action. For example, in one
embodiment, touching and holding a face of an image may cause additional indicia to be
displayed, including, for example, the ability to edit suggested name, edit contact
information, adjust hierarchy of displayed indicia, look up identified face/object, contact
the suggested name, and/or take any other action relating directly to the associated face.

Of course, in other embodiments, a threshold may be used to determine which object the
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input may be associated with. For example, in one embodiment, if the input is within a
set distance (e.g. 2 cm, etc.) of an identified object or face, it may be assumed that the
input corresponds with the identified object or face. In another embodiment, if the input
could be associated with more than one identified object or face (e.g. based off of the
threshold), the object or face to which the input is closest may be assumed to be the
intended object or face. Of course, any other technique which may be used by one skilled
in the art may be used to determine the relevancy of an input to an identified object or

face.

[0048] In some embodiments, an object or face may not be previously identified (i.e.
no suggestion is associated with the face or object, etc.). Therefore, no suggested name
or information may be associated with the face or object. In such an embodiment, an
input may occur (e.g. via a user input on the touchscreen, etc.), and although the intended
object had not been previously identified, it may still be selected (e.g. boundary
detection, etc.) and manually identified by the user. In this manner, previously
unidentified objects or faces may be identified and/or an action may be taken to the

selected object or face.

[0049] In another embodiment, identifying one or more suggestions may include
displaying text associated with an object or face, displaying an additional object (e.g. an
input box, a graphic, etc.), displaying an overlay (e.g. with 50% transparency, etc.),
and/or any object which may be associated with the object or face. In one embodiment,
identifying one or more suggestions may occur automatically (e.g. in response to
identifying one or more objects/faces, etc.), or may occur manually (e.g. based on user
input, based on user training the device, etc.). In other embodiments, identifying one or
more suggestions may occur based on group feedback (e.g. via sharing, via social media,

etc.).

[0050] For purposes of the present description, the indicia and suggestions are
described as being displayed via a mobile device (e.g. smart phone, tablet, portable

computer, etc.). However, the indicia and suggestions may likewise be displayed (and
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manipulated as necessary) using a desktop computer system or any other non-mobile
computer system. In one embodiment, indicia and suggestion may relate to a displayed
image. In other embodiments, indicia and suggestions may relate to a displayed image

and to other available images (e.g. stored on the device, accessible in the cloud, etc.).

[0051] Figure 3B shows a method 308 for providing suggestions based on object
recognition, in accordance with one embodiment. As an option, the method 308 may be
implemented in the context of the architecture and environment of the previous figures
and/or any subsequent figures. Of course, however, the method 308 may be carried out

in any desired environment.

[0052] As shown, a plurality of indicia is displayed, utilizing a touchscreen of a
mobile device. Each indicia includes at least a portion of an image including a face. See
operation 310. Additionally, a user input is received in connection with at least one of
the indicia, utilizing the touchscreen of the mobile device. See operation 312. Further,
after receiving the user input in connection with the at least one indicia, a plurality of
images associated with the first face is identified based on facial recognition, utilizing at
least one processor of the mobile device. See operation 314. Moreover, the images
associated with the first face are displayed based on the facial recognition, utilizing the

touchscreen of the mobile device. See operation 316.

[0053] Additionally, as shown, at least one option for adding at least one additional
indicia for being displayed among the indicia is displayed, utilizing the touchscreen of the
mobile device. See operation 318. Additionally, a user input is received in connection
with the at least one option, utilizing the touchscreen of the mobile device. See operation
320. Still yet, after receiving the user input in connection with the at least one option for,
a plurality of suggestions is identified, utilizing the at least one processor of the mobile
device. The suggestions each correspond with at least one face that has been recognized
in at least one of a plurality of images accessible via the mobile device. See operation

322.
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[0054] In various embodiments, at least one additional indicia may include at least
one face and/or a textual identifier associated with the at least one face. For example, in
one embodiment, a photo may include a first person, and additional indicia may include a
representative face displayed below the first person which is associated with the first
person. Additionally, in another embodiment, a name or identification of the identified
face may also be displayed below (or in any position around) the face. Of course, in
other embodiments, detection, identification, and suggestions associated with objects in

lieu of one or more faces may also occur.

[0055] In another embodiment, an option being displayed among the indicia may
include ability to send the object and/or face, to identify the object and/or face, to share
the image and/or media object, to control a privacy setting associated with the object
and/or face, to assign an age of the detected object/face, and/or any other feature
associated with the object and/or face. In one embodiment, an option may be displayed
after tapping (and/or holding) on a face and/or object. In another embodiment, an option
may be displayed in response to a gesture (e.g. shake the device, etc.). In one
embodiment, user input may be received in connection with the at least one indicia as a
result of detecting a touch within a predetermined proximity to the at least one indicia
displayed utilizing the touchscreen of the mobile device. In one embodiment, touch may

be received from any source, including a user’s finger, a stylus, and/or any other input.

[0056] Further, as shown, the suggestions are displayed, utilizing the touchscreen of
the mobile device. See operation 324. Additionally, a user input is received in
connection with at least one of the suggestions, utilizing the touchscreen of the mobile
device. See operation 326. Lastly, after receiving the user input in connection with the at
least one suggestion, the at least one additional indicia associated with the at least one

face is displayed, utilizing the touchscreen of the mobile device.

[0057] In various embodiments, suggestions may each include a corresponding face
and/or a textual identifier associated with a corresponding face. Of course, in other

embodiments, suggestions may include any graphic and/or text associated with a face
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and/or object. In a separate embodiment, suggestions may be displayed utilizing a scroll
menu, a drop-down menu, a hover pane, etc. Additionally, the suggestions may be
prioritized based on, but not limited to, facial recognition confidence (e.g. confidence
level, etc.), image location metadata (e.g. based on GPS coordinates, based on other
devices nearby, etc.), degree of connections (e.g. between you and the identified face,
etc.), time since last contact with the identified face (e.g. the greater the amount of time,
the less relevant it may be, etc.), a number of relevant hits (e.g. based on group feedback
identifying the face, etc.), a grouping of individuals (e.g. family members may be
considered more relevant, etc.), a list of allowed or rejected individuals (e.g. whitelist,
blacklist, etc.), and/or any other information which may be used to prioritize the

suggestions in some manner.

[0058] In one embodiment, the suggestions may each correspond with at least one
face that has been recognized in at least one of the images accessible via the mobile
device, utilizing face recognition information based on input of a user of the mobile
device. For example, in one embodiment, a suggestion may not be displayed unless the
face has already previously been identified in another image. In another embodiment, if a
face has not been previously identified, the user may select to input new information
associated with the new face, which may thereafter be used as a basis for potential

suggestions.

[0059] Additionally, in another embodiment, the face recognition information based
on the input of the user of the mobile device may be received after receiving a user input
in connection with the at least one other option displayed, utilizing the touchscreen of the
mobile device. For example, in one embodiment, a user may indicate a birth date
associated with a face displayed in the photo, which may allow the profile associated
with the face to be created and/or updated accordingly. Of course, other information
associated with date (e.g. day/month/year information, etc.) may be determined

automatically (e.g. from metadata associated with the image, etc.).
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[0060] Still yet, in one embodiment, the suggestions may each correspond with at
least one face that has been recognized in at least one of the images accessible via the
mobile device, utilizing face recognition information, which may additionally be based
on third party input received at the mobile device. In one embodiment, face recognition
information associated with a third party input may include any information associated
with a face and/or object which may be used for identification. For example, face
recognition information associated with a third party input may include metadata
associated with images on a social networking site, training information (e.g. identifying
faces and/or objects, etc.) completed and shared with you by a contact, publicly
accessible information (e.g. images designated as public which may be used to assist in
facial identification, etc.), etc. Additionally, face recognition information associated with
a third party input may be received based on a relation between a user of the mobile

device and a third party associated with the third party input.

[0061] In a separate embodiment, at least one image may be accessible via the mobile
device by being stored in memory of the mobile device. In other embodiments, at least
one image may be accessible via the mobile device by being received over a network

interface of the mobile device.

[0062] In another embodiment, a user input may be received in connection with the at
least one additional indicia, utilizing the touchscreen of the mobile device. After
receiving the user input in connection with the at least one additional indicia, a plurality
of particular images associated with the at least one face may be identified based on the
facial recognition, utilizing at least one processor of the mobile device. Still yet, the
particular images associated with the first face may be displayed based on the facial

recognition, utilizing the touchscreen of the mobile device.

[0063] Figure 4A shows a method 400 for providing suggestions based on object
recognition, in accordance with one embodiment. As an option, the method 400 may be
implemented in the context of the architecture and environment of the previous figures

and/or any subsequent figures. Of course, however, the method 400 may be carried out
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in any desired environment.

[0064] As shown, a plurality of suggested identifiers is displayed based on facial
recognition, utilizing a touchscreen of a mobile device. See operation 402. Additionally,
a user input is received in connection with at least one of the suggested identifiers,
utilizing the touchscreen of the mobile device. See operation 404. Further, after
receiving the user input in connection with the at least one suggested identifier, a
correspondence is created between the at least one suggested identifier and at least one
aspect of a face, utilizing the at least one processor of the mobile device. See operation

406.

[0065] In one embodiment, identifiers may include any graphical or textual
representation used to identify in some manner an object and/or face. For example, in
various embodiments, identifiers may include text associated with an object or face,
displaying an additional object (e.g. an input box, a graphic, etc.), an overlay (e.g. with
50% transparency, etc.), and/or any object which may be associated with the object or
face. In one embodiment, identifiers may occur automatically (e.g. in response to
identifying one or more objects/faces, etc.), or may occur manually (e.g. based on user
input, based on user training the device, etc.). Of course, in one embodiment, identifiers

may be used in lieu of suggestions, as heretofore discussed.

[0066] In another embodiment, a correspondence may include any correlation
between the at least one suggested identifier and at least one aspect of a face. For
example, in various embodiments, the correspondence may include metadata which may
describe the context of correlation (e.g. time or date of correlation, location of
correlation, age of individual, etc.), a linkage therebetween, at least one database entry,
and/or correlation-related content (e.g. facial/object features and/or distinguishing
mark/shape/etc., etc.). In some embodiments, a correspondence may be saved as part of
the media object file, whereas in other embodiments, a correspondence may remain a

separate file stored apart from the media object file.
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[0067] Figure 4B shows a method 408 for providing suggestions based on object
recognition, in accordance with one embodiment. As an option, the method 408 may be
implemented in the context of the architecture and environment of the previous figures
and/or any subsequent figures. Of course, however, the method 408 may be carried out

in any desired environment.

[0068] As shown, at least a portion of an image including a face is displayed,
utilizing a touchscreen of a mobile device. See operation 410. Additionally, a user input
is received in connection with the face, utilizing the touchscreen of the mobile device.
See operation 412. Still yet, after receiving the user input in connection with the face, a
plurality of suggested identifiers is identified based on facial recognition. See operation

414.

[0069] In one embodiment, the suggested identifiers may be based on facial
recognition. This may, for example, be accomplished by being identified based on a
facial recognition result in connection with the face and facial recognition results
involving a plurality of other faces corresponding to the suggested identifiers. For
example, in one embodiment, a face may be analyzed and several suggested
corresponding faces may be displayed which may be possible matches to the analyzed

face.

[0070] In another embodiment, the suggested identifiers may be prioritized based on
a confidence level associated with facial recognition results involving a plurality of other
faces corresponding to the suggested identifiers. For example, in one embodiment, the
confidence level may be based on a match of characteristics between an analyzed face
and potential matches. Additionally, in other embodiments, the confidence level may be
influenced based on the frequency of correct matches (e.g. for a frequently analyzed face,
a face with a very distinct scar may have a higher confidence level than a face without
any easily distinguished marks, etc.), based on the input from a threshold number of users
(e.g. if more than 100 people confirm the identity of a face, such a face may have a

higher confidence level, etc.), based on the percentage of overlapping characteristics (e.g.
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eye position/shape, eyebrow position/shape, hair length/color, cheekbone position/shape,
jaw position/shape, ear position/shape, etc.), and/or any other characteristics which may
be used to influence the confidence level in some way. Further, in one embodiment, the
suggested identifiers may be prioritized by ordering the same (e.g. based on confidence

level, based on name, based on relevance, etc.).

[0071] Additionally, the confidence level may be based on degree of connections
(e.g. between you and the identified face, etc.), time since last contact with the identified
face (e.g. the greater the amount of time, the less relevant it may be, etc.), a location (e.g.
between the face’s location and previously identified locations for the face), a number of
relevant hits (e.g. based on group feedback identifying the face, etc.), a grouping of
individuals (e.g. family members may be considered more relevant, etc.), a list of allowed
or rejected individuals (e.g. whitelist, blacklist, etc.), and/or any other information which

may be used to prioritize the suggestions in some manner.

[0072] In another embodiment, the confidence level may be set by the user when
identifying a face and/or an object. For example, in one embodiment, a face may be
detected in an image, but a correlation with an individual cannot be made. In such an
embodiment, the user may identify the individual and select a confidence level associated

with the identification.

[0073] Additionally, as shown, the suggested identifiers are displayed, utilizing the
touchscreen of the mobile device. See operation 416. Moreover, a user input is received
in connection with at least one of the suggested identifiers, utilizing the touchscreen of
the mobile device. See operation 418. Additionally, after receiving the user input in
connection with the at least one suggested identifier, a correspondence is created between
the at least one suggested identifier and at least one aspect of the face, utilizing at least
one processor of the mobile device. See operation 420. Still yet, the correspondence is
stored in a memory of the mobile device. See operation 422. Lastly, the at least portion

of the image including the face with indicia associated with the at least one suggested
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identifier, is displayed, utilizing the touchscreen of the mobile device. See operation 424.

[0074] In one embodiment, the suggested identifiers may be displayed utilizing a
scrolling menu, a drop-down menu, a hover pane, etc. Additionally, in another
embodiment, the suggested identifiers may be displayed with a plurality of other faces
corresponding to the suggested identifiers. Still yet, in one embodiment, the plurality of
suggested identifiers may be also based on contact identifiers stored in a contact database

stored in the memory of the mobile device.

[0075] In another embodiment, at least a portion of the image including the face may
be displayed after a user input in connection with a training icon displayed in connection
with a home screen. Such home screen may include a plurality of face icons each
representative of at least one corresponding face for accessing images including the at
least one corresponding face included therein. For example, in one embodiment, a user
may input information relating to an individual’s face (e.g. name, age, location, etc.), and
such a face may be saved as a representation of the individual, and may be displayed as a

suggestion thereafter if applicable to the detected faces/objects in the image.

[0076] Additionally, in a separate embodiment, the user input in connection with the
face may include an initial touch input in connection with the face utilizing the
touchscreen of the mobile device, and a subsequent entry of at least one character for use
in filtering the suggested identifiers that are displayed. For example, in one embodiment,
a user may input a first letter “S” and the suggestions will filter such that only names
which begin with S will be displayed. As the user continues to input further letters (e.g.
“SA,” then “SAS,” then “SASC,” then “SASCH,” and “SASCHA,” etc.), the suggestions
will re-filter such that only suggestions which include a name matching the input text will
be displayed. Of course, in other embodiments, inputting text is just one way of filtering
the suggested identifiers, and other filtering methods may include using one or more
sensors (e.g. geographic proximity sensor, GPS sensor, etc.), WiFi (e.g. to determine
devices nearby, to determine location, etc.), Bluetooth (e.g. to determine short range

devices nearby, etc.), and/or any other sensor and/or method to aid in filtering the
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suggested identifiers.

[0077] In one embodiment, the receipt of the user input in connection with the face
may include receiving a first touch input on the face utilizing the touchscreen of the
mobile device, where the first touch input results in a display of a first subset of the
suggested identifiers in alphabetical order and a search field. Further, after receiving the
first touch input, at least one character input is capable of being received in connection
with the search field utilizing the touchscreen of the mobile device. Such at least one
character results in a display of a second subset of the suggested identifiers based on the
at least one character. After receiving the at least one character input, a second touch
input is capable of being received on at least one of the second subset of the suggested
identifiers utilizing the touchscreen of the mobile device. To this end, the

correspondence is created after the second touch input is received.

[0078] In another embodiment, prior to receiving the user input in connection with
the face, at least portion of the image including the face may be displayed including
indicia representative of at least one previous identifier. Further, the correspondence
between the at least one suggested identifier and at least one aspect of the face replaces a
pre-existing correspondence between the at least one previous identifier and the at least

one aspect of the face.

[0079] Still yet, in one embodiment, a user input may be received in connection with
another face utilizing the touchscreen of the mobile device. Such another face may have
an associated particular correspondence with a particular identifier. After receiving the
user input in connection with the another face, a plurality of alternate identifiers may be
retrieved. Such alternate identifiers may be displayed, utilizing the touchscreen of the
mobile device. Further, a user input may be received in connection with at least one of
the alternate identifiers, utilizing the touchscreen of the mobile device. After receiving
the user input in connection with the at least one alternate identifier, an additional
correspondence may be created between the at least one alternate identifier and the at

least one aspect of the face, utilizing at least one processor of the mobile device. Such
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additional correspondence may be stored in the memory of the mobile device. Further,
the at least portion of the image may be displayed including the face with indicia
associated with the at least one alternative identifier, utilizing the touchscreen of the

mobile device.

[0080] In other embodiments, one or more various options may or may not be
employed. For example, the user input may be received in connection with the face as a
result of detecting a touch within a predetermined proximity to the face displayed
utilizing the touchscreen of the mobile device. Further, user input may be received in
connection with the at least one suggested identifier as a result of detecting a touch within
a predetermined proximity to the at least one suggested identifier displayed utilizing the
touchscreen of the mobile device. Still, the correspondence may include at least one field
that correlates the at least one suggested identifier and the at least one aspect of the face.
Still yet, at least one aspect of the face may include at least one of a facial identifier
associated with the face, a model of the face, or a linkage to information capable of being
used to perform facial recognition in connection with the face. Even still, at least one
suggested identifier may include at least one of a name, a tag, or an identifier associated
with a person corresponding to the face. Further, indicia may include a textual

representation of the at least one suggested identifier.

[0081] As an option, metadata may be associated with a media object. In one
embodiment, such metadata may include at least one rating. Further, in one embodiment,
the rating may include user ratings associated with the media object. In various
embodiments, the rating may include a numerical rating, a letter rating, an object rating
(e.g. a star rating, a thumbs-up/thumbs-down rating, etc.), and/or various other types of

ratings.

[0082] Further, in one embodiment, the media object may include a picture or video,
and the metadata may include a result of a facial recognition or object recognition
learning process. In this case, in one embodiment, the metadata may include a person

name and/or alias. In another embodiment, the metadata may include physical
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description data associated with a person and/or object. In various embodiments, the
physical description data may include hair color, eye color, skin color, facial feature
attributes, body type, height, weight, distinguishing features, gender, length, width,
contours, marks, material type, chemical composition, and/or any other physical

description data.

[0083] Additionally, in one embodiment, the facial and/or object recognition learning
process may be capable of being carried out by the first user in connection with a
plurality of the media objects utilizing a single interface. For example, in one
embodiment, a single interface may be capable of implementing a facial and/or object
recognition learning process on multiple images (e.g. multiple individual images, a video
including multiple images, etc.). Of course, in other embodiments, the facial and/or
object recognition learning process may be capable of being carried out by a plurality of
users (e.g. connected via a social network, single file cloud hosted and accessed by

multiple users, etc.).

[0084] In one embodiment, the facial and/or object recognition learning process may
be capable of being carried out by the first user in response to the media object being
created by the first user utilizing a camera (e.g. in response to an image and/or video
being captured by the camera, etc.). In another embodiment, the facial and/or object
recognition learning process may be capable of being carried out by the first user in
response to compositing of one or more images. For example, in one embodiment,
faces/users/objects may be associated during the compositing of the image before the
image is created and/or saved. In this case, in one embodiment, the camera/processor
may process raw frames of an image or video to identify faces and/or users and/or objects
associated with those faces/objects prior to saving/creating the image. In other
embodiments, the faces/users/objects may be associated in image pre-processing, and/or

post-processing, etc.

[0085] In another embodiment, the media object may include an audio file. For
example, in one embodiment, the audio file may include an audio recording associated

with a captured image, or an audio-only recording. In one embodiment, the metadata
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may include a title, song name, or album title. In another embodiment, the metadata may
include an artist name, a rating, a track number, a play time, a file size, and/or any other
data associated with the audio file. In some embodiments, suggestions associated with the
audio file may be made to determine the source and/or name associated with the audio

file.

[0086] Further, in one embodiment, metadata may be shared directly between a first
device of the first user and a second device of the second user. The device may include
any type of device. In one embodiment, the device may include a mobile device. In
various embodiments, the device may include a laptop computer, a tablet computer, a
desktop computer, a mobile phone, a media player, a camera, a television, and/or various
other devices. In one embodiment, the metadata may be shared between devices of the

first user.

[0087] In another embodiment, the metadata may be shared between a first device of
the first user and a second device of the second user via a service with at least one server.
The service may include any type of service. For example, in various embodiments, the
service may include a sharing service, a social network service, a photo service, and/or
any other type of service. In another embodiment, the metadata may be shared between a
first device of the first user and a second device of the second user via a service instance

(e.g. a virtualized server instance, etc.).

[0088] Additionally, in one embodiment, the metadata (or a portion of the metadata)
may be periodically communicated to the at least one server from the first device.
Further, in one embodiment, the metadata may be periodically communicated from the at
least one server to the second device. In another embodiment, the periodic
communication may be dependent on location. For example, in one embodiment, if a
user was in a known location (e.g. home, work, etc.), the communication may increase in
frequency (e.g. due to WiFi coverage, etc.). In other embodiments, the amount of activity
may control how often the periodic communication occurs. For example, in one

embodiment, once a set number of metadata accumulates (e.g. a set data amount, etc.),
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then the metadata may be communicated from the at least one server to the first and/or

second device.

[0089] The metadata and/or media object may be transferred and/or received utilizing
any suitable technique. For example, in one embodiment, the metadata and/or media
object may be transferred and/or received utilizing WiFi technology (e.g. via a router,
WiFi Direct, etc.). In another embodiment, the metadata and/or media object may be
transferred and/or received utilizing Bluetooth technology. In another embodiment, the
metadata and/or media object may be transferred and/or received utilizing a near field
communication technology. In another embodiment, the metadata and/or media object
may be transferred and/or received over a cellular network. In another embodiment, the
metadata may be transferred and/or received over the Internet. In another embodiment,
the metadata may be communicated utilizing at least one of a push communication or a

pull communication.

[0090] Still yet, in one embodiment, at least one person and/or object may be
identified in the media object. Further, in one embodiment, it may be determined
whether the identified at least one person and/or object is associated with the second user
in accordance with at least one rule. In various embodiments, any number of rules may

be associated with one or more users and/or between one or more users.

[0091] In some embodiments, the first and/or second user may each be associated
with an individual (and/or two different individuals), an entity (and/or two different
entities), a business (and/or two different businesses), a brand (and/or two different

brands), and/or any other source.

[0092] In various embodiments, the rules may include any type of rules. In one
embodiment, the rule may indicate that the at least one person is associated with the
second user when the at least one person is the second user. In another embodiment, the
rule may indicate that the at least one person is associated with the second user when the
at least one person has a relationship with the second user. In another embodiment, the

rule may indicate that the at least one person is associated with the second user when the
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at least one person has a relationship with a third user that has a relationship with the
second user. Further, in one embodiment, the sharing of the metadata may be
conditioned on the determination of whether the identified at least one person is

associated with the second user in accordance with at least one rule.

[0093] In various embodiments, the metadata and/or the media object may be stored
on a user device (e.g. a mobile device, etc.), a local server, a network server, a network
cloud, a distributed system, and/or any other system. In one embodiment, the metadata
may be stored with the media object. In this case, in one embodiment, the media may be

shared with the metadata.

[0094] In another embodiment, an identifier may be stored with the media object for
identifying the metadata. In various embodiments, the metadata identifier may be unique
per media, per share, and/or per user group, etc. Additionally, in one embodiment, the
metadata may be shared by sharing the identifier for identifying the metadata. In one
embodiment, when requesting metadata, a device may request the metadata via an
identifier associated with the metadata, and a service and/or user device may respond

with the associated metadata.

[0095] In one embodiment, the metadata may be utilized in combination with
additional metadata associated with the second user to create aggregate metadata. As an
option, the aggregate metadata may be created utilizing a system associated with a
service. As another option, the aggregate metadata may be created on a device associated
with the first user and/or the second user. As yet another option, the aggregate metadata
may be created on a device associated with a third user. In one embodiment, the
aggregate metadata may be shared with users (e.g. with the first user, the second user,
and/or a third user, etc.). In one embodiment, the metadata used to create the aggregated

metadata may be stored utilizing multiple systems in different locations.

[0096] Further, in one embodiment, different metadata associated with different
media objects of different users may be stored at the at least one server for processing. In

this case, in one embodiment, the shared metadata may include processed metadata.
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Additionally, in one embodiment, the sharing may be conditioned on the processing. For
example, in one embodiment, based on the processing result, it may be determined to
share one or more media objects with one or more users. In one embodiment, the sharing
may be conditioned on the processing and one or more rules. The processing may
include any type of processing, such as a prioritization, a correlation, an assessment of

the metadata, and/or any other type of processing.

[0097] As an option, users may be presented with the ability to specify settings
associated with the sharing or metadata, portions of metadata, and/or media objects. In
this case, the sharing between users may be conditioned upon the sharing settings
associated with the users. For example, in one embodiment, it may be determined
whether the first user permits the metadata to be shared. In this case, the sharing may be

conditioned on the determination.

[0098] Once the metadata is shared, in one embodiment, the metadata may be utilized
by the user with whom the metadata was shared. For example, once the metadata is
shared with the second user, the second user may be allowed to utilize the metadata in
connection with the media object. In various embodiments, the use may include storing
the shared metadata, applying the shared metadata to one or more media objects,
modifying the shared metadata, merging the shared metadata with other metadata, re-
sharing the shared metadata, processing the shared metadata, and/or other uses of the
shared metadata. In one embodiment, the second user may be allowed to utilize the

metadata in connection with a different media object.

[0099] In one embodiment, metadata may include elements for facial and/or object
recognition. In this manner, when metadata is shared from one device to a second device
(including cloud based uploads), the ability for other devices to identify faces and/or

objects increases as well.

[00100] Additionally, in one embodiment, at least one aspect of the metadata may be
presented to the second user. In this case, in one embodiment, input in connection with

the at least one aspect of the metadata may be capable of being received from the second
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user. As an option, utilization of the metadata may be conditioned on the input. In
various embodiments, the input may include feedback, a rating, providing supplemental

data, verifying data, correcting data, and/or providing various other types of input.

[00101] For example, in one embodiment, the second user may be allowed to input a
rating in association with the metadata. In another embodiment, the second user may be
allowed to utilize the metadata for filtering purposes. In another embodiment, the second
user may utilize the metadata for further sharing purposes. Further, in one embodiment,
the second user may use the metadata for recognition purposes (e.g. identify an object,
identify a face, etc.). In another embodiment, at least a portion of the at least one input

may be stored in association with the metadata.

[00102] Further, in one embodiment, a query may be received from the second user,
and a response including a plurality of the media objects may be sent based on the query.
In various embodiments, the query may identify at least one of a location, a time, and/or a
person’s name or alias for use in association with facial recognition. In another
embodiment, a query may be received from the second user, and a response including

particular metadata may be sent based on the query.

[00103] In another embodiment, a query may be received from a user, and a response
including a plurality of suggestions for may be sent based on the query. In this manner,
media objects are not sent back to the user, but only suggestions (e.g. face, name, etc.)

based on the query.

[00104]  Still yet, in one embodiment, the metadata may be shared with a group of
users. In one embodiment, the group of users may include an ad-hoc group.
Additionally, in one embodiment, the group of users may be formed based on at least one
of a time, a location, or a facial recognition. In another embodiment, the group of users
may be formed based on a set of recognitions. For example, in one embodiment, the
group may be formed based on identifying faces of a first person, a second person, and a

third person.
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[00105]  Further still, in one embodiment, the group of users may be formed based on
at least one of a password, an invitation pass (e.g. Apple Passbook card, etc.), a
permission file (e.g. PKI file, etc.), or one or more sensors (e.g. detection of two or more

devices located nearby, etc.).

[00106] In another embodiment, members of the group may be capable of being
restricted. For example, in various embodiments, members of the group may be
restricted from modifying metadata (or portions thereof), adding metadata, viewing
metadata (or portions thereof), viewing media objects (or certain media objects), and/or

may be restricted in a variety of other ways.

[00107] In one embodiment, potential new members of the group may be capable of
being identified based on the metadata or a lack thereof. For example, in one
embodiment, a person in an image may be identified by the metadata and may further be
identified as a potential new member of the group. Moreover, in one embodiment, users
of the group may create, edit, and/or add to the metadata and share the edited metadata
with the other users in the group. In this way, work performed by one user of the group
may reduce the work needed to be performed by another user in the group. For example,
in one embodiment, a total workload in connection with creating the metadata may be

reduced by sharing results of an individual workload of the first user and the second user

[00108] Furthermore, in one embodiment, the metadata may be utilized to advertise to
a user or the group of users. For example, in one embodiment, the metadata may be used
to determine targeted advertisements to display and/or present to a user or group of users

(e.g. on mobile devices associated with the users, etc.).

[00109] More illustrative information will now be set forth regarding various optional
architectures and features with which the foregoing techniques discussed in the context of
any of the present or previous figure(s) may or may not be implemented, per the desires
of the user. For instance, various optional examples and/or options associated with the
identifying of metadata of operation 302, the sharing of metadata of operation 304, and/or

other optional features have been and will be set forth in the context of a variety of
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possible embodiments. It should be strongly noted, however, that such information is set
forth for illustrative purposes and should not be construed as limiting in any manner.
Any of such features may be optionally incorporated with or without the inclusion of

other features described.

[00110] Figure 5 shows an exemplary system flow 500 for providing suggestions
based on object recognition, in accordance with another embodiment. As an option, the
system flow 500 may be implemented in the context of the architecture and environment
of the previous figures and/or any subsequent figures. Of course, however, the system

flow 500 may be carried out in any desired environment.

[00111] As shown, a variety of interfaces are shown including a home interface 506
from which a training user interface 502 (Figure 6A and 6B), a suggestions user interface

508, and a view/share/edit user interface 514 (Figure 7) are accessible.

[00112] The training user interface 502 corresponds with a training user interface flow,
as found in Figure 6A and 6B. The training user interface 502 is accessible from the
home interface 506 by swiping 504. Conversely, swiping 504 from the training user
interface 502 causes the home interface 506 to be displayed. Similarly, the suggestions
user interface 508 is accessible from the home interface 506 by swiping 504. Conversely,
swiping 504 from the suggestions user interface 508 causes the home interface 506 to be

displayed.

[00113] In various embodiments, the home interface may include a collection of
photos. Of course, in other embodiments, the home interface may be organized based on
photos, faces, groups, and/or any other collection of images. In one embodiment, the
displayed images may be organized and rearranged as desired by the user, including
dragging and dropping one or more faces/groups onto another face and/or group. In this
manner, groups may be created, populated, and/or edited in some manner. Additionally,
in one embodiment, even after a face has been dropped and added to a group (or to

another face to create a group), the face can, in like manner, be dragged out of the group
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to be a singular face (as it originally was), or can be dragged into a separate group (or to

another face to create another group).

[00114] Home interface may include one or more indications to indicate additional
screens associated with the home interface. For example, as shown, the right and left
sides of the home interface may include a vertical bar to indicate that an additional screen
exists on the right and on the left. In another embodiments, a number may be displayed
above the vertical bar (on both or either side) to indicate the number of other screens
which may be displayed by swiping to the left and/or the right. Of course, in another
embodiment, functionality associated with swiping may cause other the current home
screen to display additional icons, faces, groups, and/or images (as opposed to displaying
additional screens, etc.). Additionally, in other embodiments, any indicia may be

displayed to indicate further screens which may be associated with the home interface.

[00115] In another embodiment, the one or more indications may function similar to a
deck of cards held in a hand. The front card may be viewed in the center in its entirety,
but the immediate cards to the right/left side may be viewed just in part (e.g. a small
fraction of the card, etc.) sufficient that the user can see what is there. Of course, in
another embodiment, the device may use sensors (e.g. gyroscopes, accelerometers, etc.)
to determine the motion associated with the device and take one or more actions in
response. For example, shifting the device to the left may cause the card on the left to be
displayed in part, whereas shifting the device to the right may cause the card on the left to
minimized to the side (with only the indication bar present), and shifting the device to the
right may cause the card on the right to be displayed in part. Of course, in other
embodiment, motion and inputs may be used in any manner to alter how objects and

screens are viewed and manipulated.

[00116] In one embodiment, grouping faces may occur automatically. For example, a
mobile device may have contact information, including one or more relationships
between the user and/or contacts. In other embodiments, a cloud-based system may have

information indicating one or more relationships between the user and/or contacts. Based
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off of such information, the mobile device may automatically group faces together (e.g.
group together immediate faces of family members, group together faces of work

contacts, etc.).

[00117] In one embodiment, grouping and/or rearranging the faces may allow the user
to apply filters to the one or more faces and/or groups. For example, filters may include
ability to restrict faces/images/groups/objects displayed, including restricting by location,
name, date, device type, client type (e.g. show only work clients, etc.), degree of
relationship (e.g. show only contacts of first degree relationship, etc.), and/or any other

filter which may be used to restrict the faces/images/groups/objects displayed.

[00118] In one embodiment, faces and/or objects displayed on the home user interface
may include media objects stored locally (e.g. on the device, etc.), stored externally (e.g.
cloud based, etc.), and/or locally cached (e.g. temporarily, etc.) but otherwise stored
permanently externally (e.g. cloud based, etc.). In one embodiment, the user may select a
default view (e.g. local media objects, web media objects, etc.). associated with the home
user interface. Further, in another embodiment, the user may select between media
objects for which the user has performed some training, and/or other media objects

trained by a particular individual (e.g. a trusted friend, etc.).

[00119] In another embodiment, the training user interface 502 may be used to train
the system on facial and/or object recognition. As an example, a user may swipe from
the home user interface to train the system on an unidentified face. The user may go
through the steps necessary to associate a name and/or contact with the face. Of course,
such a system could also apply to object recognition. Once the user has finished
associating the name and/or contact with the face, the system may save the correlation.
Henceforth, if the system comes across the face in other photos, the training may enable
the system to recognize and identify the face consistent with the correlation. In one
embodiment, such correlation resulting from training the system may belong and stay
with the user’s device. In other embodiments, however, such training and correlation

may be shared with other individuals, such that other individuals can now benefit from
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the training already completed by the user. In this manner, other individuals will not
necessarily need to train their system (or at least to the same extent) to recognize the face
already identified by the user. In one embodiment, the correlation and training may be
saved as metadata, and the sharing may involve transferring metadata from one device to

a second device.

[00120] In one embodiment, if a first user shares metadata relating to correlations
and/or training to a second user, the second user may receive the benefit of the prior
training. However, sharing can also be between the second user and the first user. For
example, first user shares 10 photos with second user, the first user already identifying an
individual in the photo as “Bob.” Once such photos are shared with the second user, the
device associated with the second user may display the prompt “User 1 sent you 10 new
photos of Bob. We found 5 additional photos of Bob already stored on your phone.
Would you like to share them with User 1?7 In this manner, leveraging the training by
User 1 may allow the device of User 2 to identify other potentially relevant photos to
share back with User 1. Of course, in another embodiment, any training by User 2 (or

any other user) may be leveraged to identify potentially relevant media objects.

[00121] In another embodiment, correlations and metadata may be saved to a cloud-
based service (e.g. online database, etc.). In some instances, syncing between a local
device and a cloud-based service may include comparing metadata and/or other
information associated with a face/object. In one embodiment, an online service may be
used to verify inputted information on a local device. In another embodiment, if there is
a difference between the data on the local device and data on the cloud-based service, the
user may decide which data should be saved (i.e. user may choose to override cloud
settings, etc.). In one embodiment, the user may have permission (e.g. elevated
permission, administrator, etc.) to cause a metadata from a local device to override

metadata on a cloud-based service.

[00122] In another embodiment, the home user interface 506 may include images (e.g.

faces, groups, full images, etc.) stored on the user’s device, from a cloud system, images
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which have correlations already done (e.g. either by training or through receiving
correlations/training from other users and/or devices, etc.), as well as images for which

correlations have not been made (in the form of suggestions, etc.).

[00123] As set forth earlier, swiping 504 to the right of the home user interface 506
may cause the training user interface 502 to be displayed. Of course, in other
embodiments, the training user interface may be displayed in response to other actions
(e.g. long press on face/group/image and select option to train, etc.). Additionally, in one
embodiment, the user may select multiple faces and/or groups (e.g. in batch mode, etc.)
and then either select a dropdown option to train, or swipe to the right to train based on

all of the images selected.

[00124] Additionally, as set forth above, swiping 504 to the left of the home user
interface 506 may cause the suggestions user interface 508 to be displayed. In one
embodiment, the top of the suggestions user interface 508 may include quick sort buttons
and/or tabs which may be used to filter the suggestions in some manner. For example, in
one embodiment, the user may start to type in a name (e.g. in a quick sort text field, etc.),
which may immediately cause the suggestion(s) to only be displayed if it conforms to the

typed text.

[00125] In other embodiments, quick sort buttons and/or tabs may include
preconfigured settings. For example, in one embodiment, a user may have previously
filtered the suggestions down to immediate family contacts, and a date restriction of
between 1980 and 1990. Such information could be saved as a preconfigured shortcut.
Of course, in other embodiments, quick sort buttons and/or tabs may include any
preconfigured setting, and/or a list of default quick sort buttons and/or tabs including
listing suggestions based on relevancy, date, age, name, location, previously removed

(e.g. may have a lower priority sort order, etc.), etc.

[00126] In one embodiment, the suggestion user interface 508 may be used for any

new face to be shown on the home user interface 506. For example, if out of 6 new
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photos, 4 include new 3 new faces, then the suggestion screen may include such 3 faces
as suggestions to add to the home user interface 506. In some instances, such new faces
may be suggested without any correlation to a known name (e.g. new face without the
benefit of any training, etc.). In other instances, a correlation may be established based
on prior training, and therefore the suggested new face may be presented in connection
with a known correlated name. In this manner, the home user interface may be updated

with new faces, groups, etc.

[00127] In one embodiment, if no face exists on home user interface 506, the user may
swipe to the right to the training user interface 502 to select such an unknown face and
correlate the same with a name. In another embodiment, the user may swipe to the left to
suggestion user interface 508 to include a face that is already correlated with a known
name. Thus, in one embodiment, using the suggestion user interface 508 may assume
that some training has already occurred such that a suggestion can even be made. If
training has not occurred (e.g. or a confidence level of suggestions is below a set
threshold of confidence, etc.), then a suggestion may not appear, and the training user
interface 502 (or receipt of training information from other devices) may be required. In
another embodiment, if a suggestion is selected 512, then the screen goes back to updated

home user interface 516, but now the suggested face is shown.

[00128] As shown, if a user selects an item 510 from the home screen (e.g. an image, a
group, an object, a face, etc.), the view/share/edit user interface 514 (Figure 7) is

displayed.

[00129] In other embodiments, gestures may be used in conjunction with the home
user interface 506 to enable greater functionality. For example, swiping top to bottom
may allow a user to scroll through the displayed photos; swiping bottom to top may bring
up options associated with the home screen (e.g. batch modifications, enable training,
share, edit past training, etc.); two-finger magnification may increase and/or decrease the
size of the displayed photos, whereby as the image size increases, functionality associated

with the image increases as well (i.e. as the image size grows, a name may be listed
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directly under the face, etc.); a two-finger swipe (in any direction) may cause a separate
interface to be displayed (e.g. one-finger swipe may be used to navigate among the
photos whereas a two-finger swipe may be used to navigate among the user interfaces,

etc.).

[00130] In one embodiment, the images displayed on the home user interface 506 may
additionally display indicators associated with one or more of the photos. For example,
in one embodiment, for faces where one or more new or old photos have been the subject
of a new identification of a known face therein, a red numbered circle (or some
indication) may be shown next to the photo (where the number indicates the number of
photos). Of course, other indications (e.g. colored border, dot thereunder, notifications,

password screen indicators, etc.) may be utilized to communicate the same.

[00131] In another embodiment, having one or more faces in a group may or may not
eliminate the possibility of having such faces in other groups as well. For example, in
one embodiment, a user’s brother may be found in both a “family” group as well as a
“work™ group. As such, a face may be organized as desired by the user, including putting
the face in more than one location (e.g. in one or more groups, in no groups, etc.) on the

home user interface.

[00132] In another embodiment, icons on the home user interface may be associated
with preconfigured actions. For example, with an icon for “sharing”, a user may drag and
drop one or more users and/or groups into the icon, and after completing the dragging and
dropping, the user may select share to empty the contents of the icon and send it via email
to a number of intended recipients. Of course, in another embodiment, the contents of an
icon (e.g. those items which were dragged and dropped into it, etc.) may be emptied as
desired by the user (e.g. user can go back after the action is complete to delete the
contents, contents may be automatically deleted after a set time period, etc.). In other
embodiments, icons may include functionality such as share, print, post (e.g. a blog, etc.),
upload (e.g. to cloud storage, to social network system, etc.), and/or any other action. In

one embodiment, applying an action associated with an icon may include sending the
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faces and/or images associated with the face and/or the metadata associated with the

faces/groups/images.

[00133] Figure 6A shows an exemplary system flow 600 for training a system, in
accordance with another embodiment. As an option, the system flow 600 may be
implemented in the context of the architecture and environment of the previous figures
and/or any subsequent figures. Of course, however, the system flow 600 may be carried

out in any desired environment.

[00134] As shown, photo user interface 602 includes a representation of photos (e.g. in
a camera roll). In one embodiment, such photos may be all-inclusive (i.e. all photos in a
camera roll, etc.). In another embodiment, such photos may be filtered (or filterable)
based on date, time, sharing/shared status, content, etc. In terms of content, the photos
may be filtered based on, for example, whether there is at least one unknown face therein
(based on previous correlations/training data). In other embodiments, photos with a
higher number of unknown faces may be ordered higher. Still yet, the photos presented
for training may be selected such that the first set of photos displayed (without scrolling)
have at least one unique unknown face therein (with respect to the other photos in the
first set of photos). While this may require processing of photos to distinguish between
unknown faces, it would have the optional benefit of allowing the user to more quickly
(i.e. with less scrolling, searching, etc.) identify a face to be subject of training. To this
end, potential training subjects to be used in training can be made more readily available
to the user (i.e. only photos including faces that need training or have a higher likelihood

to require training are displayed or prioritized, etc.).

[00135] In one embodiment, selecting a face 604 may cause a full image interface 606
to be displayed. The full image interface includes a first representation image with at
least one face. The first representative image may display a graphical and/or textual
indication associated with each of the faces. For example, in one embodiment, a first
face may be known and thus include a name therefor and possibly a default picture

thereof, while a second face may be unknown and therefore be a candidate for training.



-30-

Of course, in other embodiments, the arrangement of the graphical and/or textual

indications may occur in any manner.

[00136] In some embodiments, the default face may be incorrectly associated with the
first detected face. In such an embodiment, the user may select the face 614, select the
correct face 620 on the modify correlation user interface 616, and an updated full image
interface 622 may then be displayed. In one embodiment, the user may scroll through
possible faces on the modify correlation user interface 616, filter faces (e.g. based on

restrictions, etc.), add in a new face correlation, and/or modify any existing correlation.

[00137] In one embodiment, indications may be associated with scrolling through
possible faces. For example, a solid border may indicate the currently selected face
associated with the individual, a dashed line border may indicate possible alternative or
best alternative suggestions, a no-line border may indicate other contacts without any

preference given.

[00138] In another embodiment, swiping the scroll function right or left may change
the individual displayed (e.g. a representative photo for each individual, etc.), whereas
swiping the photo up or down may change the photo for the individual. For example, in
on embodiment, if the default face on the full image interface 622 is incorrect, the user
may scroll through the modify correlation user interface 616 by swiping left or right until
the correct individual is found. Next, the user may swipe up or down (up to go up in age,
down to go down in age, etc.) until the appropriate age of face associated with the

individual is shown, as is found in the representative photo.

[00139] In another embodiment, the faces displayed on the scrolling pane may be
included based on a relevancy score (e.g. high score indicates higher relevancy, etc.). For
example, in one embodiment, the default face displayed in the full image interface 622
may in fact be correct, but the default face may be a decade older than the face associated
with the photo. As such, selecting the default face may display many other faces

associated with the individual over the past 20 years, and the user may select the best
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default face for that time period in the individual’s life. Of course, in another
embodiment, the correlation may simply be incorrect, in which case, the user may be

allowed to correct the incorrect correlation via the modify correlation user interface 616.

[00140] As shown, a new identifier may be added 618, resulting in a new identifier
interface 610. The new identifier interface 610 may allow the user to input information
associated with a previously uncorrelated face, including inserting a name, address,
source (e.g. Facebook, Twitter, Flicker, LinkedIn, MySpace, etc.), and/or any other
information which may be associated with the user. In one embodiment, the new
identifier interface 610 may be invoked if the suggested faces/identifiers do not include

the correct face/identifier.

[00141] In one embodiment, after inputting information (e.g. at a minimum, a name,
etc.), a user may select the name of the individual to correlate with the face. As an
option, inputting the aforementioned information may also allow the user to see if
training has occurred previously for various individual. If training has occurred, the user
may wish to correlate new face with an identifier associated with previously established
training, etc., so as to avoid having two different training data sets associated with the
same person. As shown, the user may select the inserted name 612, and be directed to

suggestions interface 626 in Figure 6B.

[00142] In one embodiment, the full image user interface 606 may also receive gesture
input. For example, in one embodiment, after selecting a face on photo user interface
602, the first representative image with the selected face may be displayed. The user may
swipe the user interface right or left to display other images associated with the selected
face. In one embodiment, this may be accomplished whether the face has been already
correlated with an identifier or not (assuming that the system has processed the photos to
identify similar faces regardless of being correlated with an identifier). Additionally, the
user may adjust the magnification of the image so that more than one image may be
shown simultanecously. Of course, however, as the number of images increase on the

screen, the amount of information (e.g. graphical and textual information, etc.) displayed
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may decrease.

[00143] Figure 6B shows an exemplary system flow 624 for training a system, in
accordance with another embodiment. As an option, the system flow 624 may be
implemented in the context of the architecture and environment of the previous figures
and/or any subsequent figures. Of course, however, the system flow 624 may be carried

out in any desired environment.

[00144] In one embodiment, the suggestions interface 626 includes one or more
suggestions associated with the inputted name. In another embodiment, each suggestion
may include a graphical default face associated with the name. In various embodiments,
the suggestions displayed may be based on relevancy factors (e.g. confidence level, etc.)
and/or any other filter. In one embodiment, if none of the suggestions apply to the
inputted text (i.e. they are all incorrect, etc.), the user may select to create a new
correlation. In this manner, information inputted into the new identifier interface 610
may be used to create a new correlation with the name. In such an embodiment, the user
may also select a default face to be associated with the correlation (not shown in the

figure).

[00145] Once a suggestion is selected (or a new correlation is confirmed), the updated
full image user interface may display the updated information, including a default face
below the detected face, as well as a name associated with the default face. Additionally,
in other embodiments, if any of the information on the updated full image user interface

needs to be updated, the user may repeat the steps hitherto described.

[00146] In one embodiment, new identifier interface 610 may include the option to
include multiple pictures of the individual. For example, in one embodiment, many
pictures of the individual, including multiple age groupings associated with the

individual, etc. may be shown.
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[00147] In another embodiment, a preference on the new identifier interface 610 may
be to select a suggestion as found on suggestion user interface 626. In one embodiment,
a suggestion may not be retrieved if the inputted name is not found on any of the
accessed databases. In some embodiments, close matches associated with the inputted

name may also result (i.e. to correct potential misspellings, etc.).

[00148] In one embodiment, completing a profile for an individual may include a
unique identifier for the person. In some embodiments, the unique identifier may come
from an online source (e.g2. Facebook id, LinkedIn id, etc.). Additionally, in another

embodiment, more than one unique identifiers may exist and be linked to the user profile.

[00149] In another embodiment, a profile of the user may be completed, as desired.
For example, such profile completion may include pulling other information from an
online account. For example, in one embodiment, a photo sharing site may have many
images where one or more users have already been tagged in some manner. The profile
may pull such information and use it to improve the facial recognition capabilities of the
system. In one embodiment, the user may be presented with a request (a permission) to
share such content with other third parties (e.g. the facial recognition software system).
For example, when accessing an online photo sharing site, the user may be presented with
a prompt, “Photos associated with USERX are detected. Would you like to share such
photos with SYSTEMX to improve facial recognition?” Of course, any prompt may be
provided whereby the user may choose to give some permission to access and retrieve the

data.

[00150] Of course, in other embodiments, a similar process may occur to improve
object recognition capabilities as well. For example, in one embodiment, a user may take
a picture of bottle of ketchup which was not previously found with a correlation. Upon
creating the profile, it was found that another user on a social media site had tagged and
identified the ketchup. Based on such information (and assuming permission was

granted), the profile may be updated to include any relevant photos and/or previously
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configured associated metadata (e.g. the tags, etc.).

[00151] In one embodiment, the new identifier interface 610 and the suggestion user
interface 626 (and any of the other user interfaces associated with the system) may use a
first and/or secondary database for assisting in creating a profile and/or in conducting the
facial recognition. For example, in one embodiment, when creating a new profile for a
user, a local database may be searched to determine if any contacts can be used as
suggestions. If no contacts are found, then the search may extend to a secondary
database, such as on a second device, in the cloud, or with a database system associated
with another user. Of course, in other embodiments, a first database system and a second
database system may be distinguished as necessary based off of response times (e.g. local
cache may be faster than external separate storage system, etc.), storage amount (e.g. first
database may have reduced sized images for quicker searching, etc.), permissions (e.g.
associated with a user and/or a group, etc.), and/or any other characterization which may
influence whether a first and/or a second database system is used to retrieve potential
suggestions. In a further embodiment, when a suggestion is presented, the source
database may be indicated (e.g. local cache, cloud-based server database, database

associated with USER Y, etc.).

[00152] In one embodiment, selecting a suggestion may cause a correlation to form
between the selected face and the suggested profile information. After creating the
correlation, the user may further refine the profile by adding in additional images (e.g.
relating to the face, etc.), as well additional textual information (e.g. identifications,

online systems, etc.).

[00153] In other embodiments, any user interface that displays a face, a group, and/or
an image, additional functionality may exist. For example, in one embodiment, tapping a
face may cause a secondary graphical user interface to display (e.g. hovering over the
current user interface, etc.). Such a secondary graphical user interface may include the
details of the profile of the individual associated with the face. Additionally, the

secondary graphical user interface may display, in response to touching any part of the
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image which does not include a face, an options interface. Such an options interface may
include the ability to share the photo, a designation of the permissions setting for the
photo (e.g. private, private but shared, public, etc.), and/or any other option which may
relate to the image. Of course, in other embodiments, such options may relate additional

to the specific faces recognized in the image.

[00154] In another embodiment, tap zones associated with the photo may trigger
separate actions. For example, as just described, tapping the face may cause one action
(e.g. profile to be displayed), tapping a non-face area may cause a second action (e.g.
options to be displayed), etc. Additionally, specific zones in the image may be

established and associated with a specific action.

[00155] Figure 7 shows an exemplary system flow 700 for sharing based on object
recognition, in accordance with another embodiment. As an option, the system flow 700
may be implemented in the context of the architecture and environment of the previous
figures and/or any subsequent figures. Of course, however, the system flow 700 may be

carried out in any desired environment.

[00156] As shown, a title/name user interface 710 is included that is displayed, for
example, in response to a selection of one of the faces displayed in the home user
interface 506 of Figure 5. From the title/name user interface 710, a sharing user interface

702 may be displayed in response to a user input, in the manner shown.

[00157]  As shown, sharing user interface 702 includes faces and images. In one
embodiment, the faces and images displayed in the sharing user interface 702 are set to a
default setting of being shared (e.g. with friends, cloud based systems, etc.). In such an
embodiment, sharing user interface 702 may be used to deselect photos in some manner
(e.g. touch photos which should not be shared, etc.) such that the home user interface 506

displays those images which have been allowed to be shared.
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[00158] The aforementioned sharing may be carried out utilizing any of the techniques
disclosed explicitly (or by incorporations by reference) in United States Patent
Application No. 14/085,832, filed 11/21/2013, and entitled “SYSTEM, METHOD, AND
COMPUTER PROGRAM PRODUCT FOR SHARING METADATA ASSOCIATED
WITH A MEDIA OBJECT,” which is incorporated herein by reference its entirety. To
this end, in the current embodiment, a user may remove photos from an all-inclusive set
that would otherwise be shared in according with sharing rules in place, whereby any
photos (not de-selected) are shared with other devices of a third parties with whom the

user has formed a sharing relationship.

[00159] Of course, in other embodiments, the user may select the default setting to not

share images.

[00160] As an example, sharing user interface 702 may be displayed with a default
setting of sharing items. Item A 704 indicates those images which have been selected,
and which indicate that such images should not be shared. When the button “OK” is

selected, item B 706, the home user interface 506 is displayed in response.

[00161] As shown, title/name user interface 710 may include any photo and/or image
associated with the user and/or the device correlated with the at least one face selected in
the home user interface 506 of Figure 5. In some embodiments, the title/name user
interface may include a photo gallery of items stored on the local device, as well as of

items stored on a cloud or external based system.

[00162] In one embodiment, the title/name user interface 710 may include the ability
to scroll up and down through images. Additionally, in one embodiment, swiping left
and/or right may display other options and/or photo collections. For example, in one
embodiment, swiping to the side (e.g. either left or right, etc.) may cause the display of
any other interface which may be associated with the photo collection and/or the face of

interest in some manner.
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[00163] As mentioned earlier, the title/name user interface may include the ability to
take an action, the action including the ability to group, share, send, edit, delete, and/or
take any other action. In one embodiment, a user may select a number of images and/or
photos. The user may select the action “share” 712 which may cause sharing user
interface 702 to be displayed. In another embodiment, the user may select the action
“edit” and then a determination may occur to determine if the images are associated with
a group. See decision 714. Ifit is determined that the items are associated with a group,
filter user interface 726 is displayed. See operation 716. If it is determined that the items
are not associated with a group (e.g. the items are associated with a single face), then edit

face info user interface 724 is displayed.

[00164] In one embodiment, a group may consist of two or more media objects,
including two or more images, faces, groups, audio files, and/or any two other media

objects.

[00165] In another embodiment, the filter user interface 726 may include faces of
individuals included in the group. In one embodiment, the individuals included in the
group may be filtered based on user input, including applying edits (e.g. selecting one or
more faces to remove from the group, etc.), date restrictions, and/or any other filter to

modify the group in some manner.

[00166] In one embodiment, the edit face info user interface 724 may include
displaying the default face, as well as other graphical and/or textual information
associated with the face. In one embodiment, the edit face user interface 724 may
function substantially similar to new identifier interface 610 previously described,
wherein a profile may be created and/or edited for an individual whereby correlations
may be made. As shown, after finishing any edits associated with a face, the button
“OK” may be selected 732, and the title/name user interface 710 may be displayed in

response.
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[00167] In another embodiment, selecting a photo on title/name user interface 710 may
allow one to browse all photos associated with the face of interest. For example, in one
embodiment, selecting a photo 720 in title/name user interface 710 may cause photo
interface 722 to be displayed. In various embodiments, the user may scroll (e.g. swipe
right to left, etc.) to view other photos associated with the selected face. In other
embodiments, the user may tap a face to view additional profile information, long tap a
face to bring up options for the face, tap the image (i.e. non-face portion, etc.) to view
additional image information, long tap an image (i.e. non-face portion, etc.) to view

options for the image, etc.

[00168] In one embodiment, it may be detected whether a photo has a shared setting
associated with it. For example, in one embodiment, 15 photos may not have any shared
setting associated with them, and the system may indicate “You have selected 15 photos
which include identified faces but for which no shared setting exists. Would you like to
setup shared settings now?” The user may proceed with creating shared settings for any
or all of the 15 photos. In another embodiment, the title/name user interface may indicate
the number of photos (e.g. via a number at the top of the user interface, etc.) for which
shared settings have not been set. In one embodiment, the user may select the displayed
number to restrict the photos only to those for which shared settings have not been set.
Of course, such indications (or any others disclosed herein, for that matter) may be
presented in the context of any of the interfaces disclosed herein (e.g. home interface,

etc.), and/or any other interface.

[00169] In another embodiment, choosing to share one or more media objects may
relate to current media objects and potentially to future media objects as well. For
example, in one embodiment, a first user may share pictures of USERX with a second
user. The second user may view such pictures of USERX on the second user’s device.
Additionally, if the second user were to select USERX’s face at some point in the future,
the pictures associated with USERX may be updated based on any additional photos
taken by the first user. In like manner, any photos taken of USERX by the second user
may be sent back to the first user such that if the first user select’s USERX’s face, the
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first user will also see an updated collection of photos, as updated by the second user.

[00170] Of course, in one embodiment, the sharing of media objects (e.g. photos, etc.)
to and from two or more users is based on shared settings associated with a media object
(e.g. images, photos, etc.), with an individual (e.g. share all images associated with
USERX, etc.) and/or with the user (e.g. do not share any photos taken by me, etc.). Of
course, in one embodiment, sharing user interface 702 may be used by the user to select
which photos should not be shared (or shared, depending on how the user has configured

the settings).

[00171] In one embodiment, if a user is invited to view photos with metadata (for
which training has already occurred), then the device associated with the user may
immediately leverage the previously completed training in installing the software system
for use by the user (to view/organize/edit the photos, etc.). In this manner, images and
metadata may be sent to the user and utilized by the user’s system in providing facial
recognition for received photos, as well as photos already stored on the user’s device

(which relate to the completed training, etc.).

[00172] In another embodiment, if a user installs the software system without any
invites, then the user may need to spend additional time inputting training material into
the system so that facial and/or object recognition can occur. Additionally, if the
software system is installed from scratch, the user may still leverage any information
available through online sources (e.g. social networking, public resources, etc.) to more
easily and fully establish profiles for individuals associated with the user. In this manner,
metadata associated with the images may be created by the user and aid in facial/object
recognition. Of course, in one embodiment, such metadata may be shared in like manner

with other users to aid in facial/object recognition.

[00173] In one embodiment, establishing connections with other individuals may aid
in creating a more comprehensive facial/object recognition system. For example, if the

user connects to 100 other users, and each of those users train their system on one
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additional individual, each of the 101 user systems may benefit from each of the training
performed by each of the users (assuming each user shares the training metadata

information).

[00174]  In another embodiment, media objects may be shared with restrictions. For
example, in one embodiment, a user may select to share photos only to those with a first
degree connection (e.g. those individuals who are directly associated and/or connected to
the user in some manner, etc.). In such an embodiment, however, the user may select to
share metadata to individuals up to a fourth degree connection (or any degree as selected
by the user, etc.). In such a manner, therefore, the user may control how images and/or

metadata is shared and/or distributed with other individuals.

[00175] In one embodiment, metadata may include a bucket designation. For
example, in one embodiment, a bucket may be an age range associated with the
individual, including ages 0-1, 2-3, 4-5, 6-7, 8-10, 11-13, 14-16, 17-19, 20-25, 26-30, 31-
40, 41-50, 51-60, 61-70, 71-80, and/or 81-90. Of course, in other embodiments, the
bucket age groups may be modified and/or set as desired by the user and/or the system.
In one embodiment, each media object may be associated with a bucket associated with
the individual. In this manner, facial detection may take into account the age of the
individual into determining the correlation. Additionally, given the fact that child’s
appearance changes more rapidly than an adult’s appearance, it may make sense to

restrict/narrow the age range for buckets for lower ages.

[00176] Additionally, in one embodiment, metadata may be grouped based on time.
For example, in one embodiment, a user may tag a new face, and the system may request
the approximate age of the individual associated with the face. The user may input the
approximate year the individual was born. Using such information, the system may use
the age information to determine a bucket (i.e. a rough estimate, etc.) in which to classify
the face. In one embodiment, the time of the picture may also be taken into consideration

in determining the bucket in which the face should be put.
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[00177] In another embodiment, metadata may be grouped using a variety of factors,
including but limited to, age (using the bucket system just described, etc.), time of day,
distance from a set location, when the photo was taken, etc. In this manner, metadata
may be fetched and applied in a more effective and efficient manner for facial
recognition. For example, rather than searching through all photos in existence to
determine the name of the individual in a photo, the user may indicate the date the photo
was taken (or it may be automatically determined via information imprinted on the photo,
etc.), and the location may be more readily recognized. Using both factors (e.g. location
and date of photo, etc.), such information may be used to restrict which metadata should

be searched to determine with facial features can be recognized.

[00178] In one embodiment, metadata may be updated and/or improved through
collaborative effort. For example, in one embodiment, a user may create a first profile
including metadata associated with a first individual. However, the user may recognize
that metadata inputted for the first individual is weak (e.g. default photo is not clear, no
information on the individual is known besides his name, etc.). As such, in one
embodiment, the user may request further information from other connections, and send a
request out to other connections indicating “I have identified USERX in the following
photo. Can you please help me fill in additional information about USERX?” In this
manner, metadata may be improved through collaborative effort. In one embodiment,
soliciting information from connections may be restricted to a set number of nodes and/or
degrees of connections (e.g. request information only from a first or second degrees of

connections, etc.).

[00179] In one embodiment, a lightweight version of the metadata may exist. For
example, in one embodiment, metadata may include all data that is needed in order to
independently recognize the face/object associated with the metadata. In one
embodiment, a lightweight version of the metadata may exist whereby pointers and/or
references to data exist. In such an embodiment, if a user has a photo and seeks to
recognize a face in the photo, the lightweight metadata would send a request to the source

of the metadata (wherever the full version is stored) so that the metadata at the source can
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be more fully searched. It is recognized that using such a lightweight version may
increase the processing time needed (e.g. to receive a response regarding the result of the

metadata search, etc.).

[00180] In another embodiment, it may be possible to have a separate lightweight
version of the metadata such that the basic result of the algorithm (for the individual and
the photo, etc.) may be used by other devices without having to fetch all of the data that
was used to create the initial results. For example, in one embodiment, the metadata may
determine facial characteristics based on ten photos. Such facial characteristics may be
shared with other users (but will be limited to the original ten photos associated with the
user) and used by other individuals to aid in facial recognition for that individual. A
lightweight version of the metadata, therefore, may be a static object based on an initial
analysis. In other and most embodiments, however, a dynamic object may be associated
with the metadata such that when updates are received from any users (or photos are

detected having the recognized face), the metadata may be updated accordingly.

[00181] In one embodiment, if a modification is made to metadata, the update may be
immediately pushed to other users having media objects relating to the metadata. In this
manner, a user may view a media object and while viewing the object, may refresh the
object such that updated information associated with the media object (e.g. based on the

metadata, etc.) may be displayed.

[00182] In a further embodiment, summary metadata may exist which is an average of
all of the details of the person. Using such an average may decrease the accuracy of the
facial recognition (as it is less precise) but may also decrease the size of the metadata

object.

[00183] In one embodiment, processing for facial recognition may occur on one or
more devices. For example, in one embodiment, processing may be on the device for

metadata that is stored on the device. In an optional embodiment, a server may be used
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to process the metadata to determine facial and/or object recognition.

[00184] Figure 8 shows a system architecture 800, in accordance with another
embodiment. As an option, the system architecture 800 may be implemented in the
context of the architecture and environment of the previous figures and/or any subsequent
figures. Of course, however, the system architecture 800 may be carried out in any

desired environment.

[00185]  As shown, the system architecture 800 includes a local a local app 806 which
is connected to a local database 802, a local photo store 804, a local metadata database
808, and a local thumbnail storage 810. Additionally, the local app 806 is connected to a
cloud database metadata 816 via network connectivity 814 and/or to cloud photo storage
818 via network connectivity 814. Further, the cloud database metadata 816 may be
connected to cloud photo storage 818 via network connectivity 814, and server apps 820
may be connected to cloud database metadata 816 via network connectivity 814 and to

cloud photo storage 818 via network connectivity 814.

[00186] In one embodiment, interaction may occur between the local database 802 and
the local metadata database 808. For example, contact information pulled from the local
database 802 may be stored as unique in the local metadata database 808. Additionally,
in another embodiment, interaction may occur between the local photo store 804 and the
local metadata database 808. For example, photos and metadata may be read from the
local photo store 804 and cached in the local metadata database 808. Further, in another
embodiment, references (e.g. identifications, etc.) to the photos may be stored as well in

the local metadata database 808.

[00187] In another embodiment, interaction may occur between the local metadata
database 808 and the local thumbnail storage 810, such that metadata associated with
identified faces may be stored in the local metadata database 808 and thumbnails
associated therewith may be stored in the local thumbnail storage 810. Additionally, in

one embodiment, photos may be stored in local photo store 804 and may be pushed to
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and/or pulled from cloud photo storage 818 via network connectivity 814. In like manner,
metadata may be stored in local metadata database 808 and may be pushed to and/or

pulled from cloud database metadata 816 via network connectivity 814.

[00188]  Still yet, in one embodiment, when viewing shared media objects, the list of
metadata may be retrieved from cloud database metadata 816, and the list of associated
images may be pulled from cloud photo storage 818. In another embodiment, images
may be pulled from cached resources located with the server apps 820. Additionally, in
one embodiment, when viewing shared media objects, cloud media resources may be
stored in local photo store 804. Further, associated metadata may be cached in local

metadata database 808.

[00189] In some embodiments, a local cache, for example a cache stored in local
metadata database 808 may be validated and/or invalidated (e.g. at set time intervals,
after a set amount of time, etc.) via network connectivity 814 to cloud database metadata
816. Additionally, in one embodiment, server apps 820 may perform actions on metadata

in the cloud database metadata 816 and/or on images found in cloud photo storage 818.

[00190] Of course, in one embodiment, local database 802, local photo store 804, local
metadata database 808, and local thumbnail storage 810 may all be combined into one
logical database (e.g. associated with a single logical database, etc.). In other
embodiments, local database 802, local photo store 804, local metadata database 808, and
local thumbnail storage 810 may be combined in any manner (e.g. local photo store 804
and local thumbnail storage 810 may be combined on to a single database, local database

802 and local metadata database 808 may be combine on to a single database, etc.).

[00191] In one embodiment, syncing may occur between locally stored information
(e.g. metadata, photos, thumbnails, etc.) and online resources (e.g. online database
metadata, cloud photo storage, etc.). In another embodiment, syncing may occur between
many devices and online resources. For example, metadata may be associated with a face

identified as USER XYZ. A first user may edit the correlation by correcting some
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previously identified incorrect textual information. A second user may have 10 more
photos relating to USER XYZ which may assist in more accurately recognizing the facial
features of USER XYZ. A third user may share a single photo of USER XYZ with a
friend who, in turn, has 5 photos relating to USER XYZ which are shared back to third
user. In such a scenario, information (e.g. photos, metadata, etc.) from the first user, the
second user, the third user, and the friend associated with the third user may all be
uploaded to a cloud system. Additionally, such information may be additionally pushed
to each of the first user, second user, third user, and/or the friend of the third user,

assuming that such information conforms to shared settings.

[00192] In this manner, metadata and photos may be shared, updated, and edited, and
each user associated with USER XYZ may benefit from the increased accuracy of facial
recognition (e.g. based on the additional training and additional photos, etc.). Of course,

any number of users may be connected to a cloud system.

[00193] In another embodiment, a user may wish not to upload information to a cloud
system, but may still seek to share metadata. In such a scenario, the user may share
metadata and image data directly from one device to another device (e.g. using a corded
connection, using WiFi direct, using Bluetooth, using NFC, etc.). While such a scenario
may lack the benefit of using an online system and benefitting from other users’
information and training, the system can be modified as desired by each of the individual

users.

[00194] In one embodiment, any of the techniques disclosed herein may be
implemented in a vehicular assembly such as that described in United States Patent
8,255,154, which is incorporated herein by reference its entirety. For example, in one
embodiment, cameras may be mounted to a vehicular assembly, and object/facial
detection may occur in real time. Such a system may benefit from training from other
users and, consistent with the embodiments disclosed herewith, also be connected to an

online server system such that the vehicular system may benefit from collaboration from



-55-

other users and systems.

[00195] Additionally, any of the techniques disclosed herein may be implemented in a
manner consistent with that described explicitly (or by incorporations by reference) in
United States Patent Application No. 14/085,832, filed 11/21/2013, and entitled
“SYSTEM, METHOD, AND COMPUTER PROGRAM PRODUCT FOR SHARING
METADATA ASSOCIATED WITH A MEDIA OBJECT,” which is incorporated herein

by reference its entirety.

[00196] The elements depicted in flow charts and block diagrams throughout the
figures imply logical boundaries between the elements. However, according to software
or hardware engineering practices, the depicted elements and the functions thereof may
be implemented as parts of a monolithic software structure, as standalone software
modules, or as modules that employ external routines, code, services, and so forth, or any
combination of these, and all such implementations are within the scope of the present
disclosure. Thus, while the foregoing drawings and description set forth functional
aspects of the disclosed systems, no particular arrangement of software for implementing
these functional aspects should be inferred from these descriptions unless explicitly stated

or otherwise clear from the context.

[00197] It will be appreciated that the various steps identified and described above
may be varied, and that the order of steps may be adapted to particular applications of the
techniques disclosed herein. All such variations and modifications are intended to fall
within the scope of this disclosure. As such, the depiction and/or description of an order
for various steps should not be understood to require a particular order of execution for
those steps, unless required by a particular application, or explicitly stated or otherwise

clear from the context.

[00198] The methods or processes described above, and steps thereof, may be realized
in hardware, software, or any combination of these suitable for a particular application.
The hardware may include a general-purpose computer and/or dedicated computing

device. The processes may be realized in one or more microprocessors, microcontrollers,
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embedded microcontrollers, programmable digital signal processors or other
programmable device, along with internal and/or external memory. The processes may
also, or instead, be embodied in an application specific integrated circuit, a
programmable gate array, programmable array logic, or any other device or combination

of devices that may be configured to process electronic signals.

[00199] It will further be appreciated that one or more of the processes may be realized
as computer executable code created using a structured programming language such as C,
an object oriented programming language such as C++, or any other high-level or low-
level programming language (including assembly languages, hardware description
languages, and database programming languages and technologies) that may be stored,
compiled or interpreted to run on one of the above devices, as well as heterogeneous
combinations of processors, processor architectures, or combinations of different

hardware and software.

[00200] In one embodiment, each method described above and combinations thereof
may be embodied in computer executable code that, when executing on one or more
computing devices, performs the acts and/or provides the capabilities thereof. In another
embodiment, the methods may be embodied in systems that perform the acts and/or
provides the capabilities thereof, and may be distributed across devices in a number of
ways, or all of the functionality may be integrated into a dedicated, standalone device or
other hardware. In another embodiment, means for performing the steps associated with
the processes described above may include any of the hardware and/or software described
above. All such permutations and combinations are intended to fall within the scope of

the present disclosure.

[00201] References in this specification and/or references in specifications
incorporated by reference to “one embodiment” may mean that particular aspects,
architectures, functions, features, structures, characteristics, etc. of an embodiment that
may be described in connection with the embodiment may be included in at least one
implementation. Thus, references to “in one embodiment™ may not necessarily refer to

the same embodiment. The particular aspects etc. may be included in forms other than
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the particular embodiment described and/or illustrated and all such forms may be
encompassed within the scope and claims of the present application. Further, this
specification and/or specifications incorporated by reference may refer to a list of
alternatives. For example, a first reference such as “A (e.g. B, C, D, E, etc.)” may refer
to a list of alternatives to A including (but not limited to) B, C, D, E. A second reference
to “A etc.” may then be equivalent to the first reference to “A (e.g. B, C, D, E, etc.).”

Thus, a reference to “A etc.” may be interpreted to mean “A (e.g. B, C, D, E, etc.).”

[00202] While various embodiments have been described above, it should be
understood that they have been presented by way of example only, and not limitation.
Thus, the breadth and scope of a preferred embodiment should not be limited by any of
the above-described exemplary embodiments, but should be defined only in accordance

with the following claims and their equivalents.
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CLAIMS

What is claimed is:

1. A computer program product embodied on a non-transitory computer readable

medium, comprising:

code for displaying a plurality of indicia each including at least a portion of an

image including a face, utilizing a touchscreen of a mobile device;

code for receiving a user input in connection with at least one of the indicia
including at least a portion of a first image including a first face, utilizing the touchscreen

of the mobile device;

code for, after receiving the user input in connection with the at least one indicia,
identifying a plurality of images associated with the first face based on facial recognition,

utilizing at least one processor of the mobile device;

code for displaying the images associated with the first face based on the facial

recognition, utilizing the touchscreen of the mobile device;

code for displaying at least one option for adding at least one additional indicia

for being displayed among the indicia, utilizing the touchscreen of the mobile device;

code for receiving a user input in connection with the at least one option for
adding the at least one additional indicia for being displayed among the indicia, utilizing

the touchscreen of the mobile device;

code for, after receiving the user input in connection with the at least one option
for adding the at least one additional indicia for being displayed among the indicia,
identifying a plurality of suggestions, utilizing the at least one processor of the mobile
device, the suggestions each corresponding with at least one face that has been

recognized in at least one of a plurality of images accessible via the mobile device;

code for displaying the suggestions, utilizing the touchscreen of the mobile

device;
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code for receiving a user input in connection with at least one of the suggestions,

utilizing the touchscreen of the mobile device; and

code for, after receiving the user input in connection with the at least one
suggestion, displaying the at least one additional indicia associated with the at least one

face, utilizing the touchscreen of the mobile device.

2. The computer program product as set forth in Claim 1, wherein the computer
program product is operable such that the at least one additional indicia includes the at

least one face.

3. The computer program product as set forth in Claim 1, wherein the computer
program product is operable such that the at least one additional indicia includes a textual

identifier associated with the at least one face.

4. The computer program product as set forth in Claim 1, wherein the computer

program product is operable such that the suggestions each include a corresponding face.

5. The computer program product as set forth in Claim 1, wherein the computer
program product is operable such that the suggestions each include a textual identifier

associated with a corresponding face.

6. The computer program product as set forth in Claim 1, wherein the computer
program product is operable such that the suggestions are displayed utilizing a scroll

menu.
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7. The computer program product as set forth in Claim 1, wherein the computer

program product is operable such that the suggestions are prioritized.

8. The computer program product as set forth in Claim 1, wherein the computer
program product is operable such that the suggestions each correspond with at least one
face that has been recognized in at least one of the images accessible via the mobile
device, utilizing face recognition information based on input of a user of the mobile

device.

0. The computer program product as set forth in Claim 8, wherein the computer
program product is operable such that the face recognition information based on the input
of the user of the mobile device is received after receiving a user input in connection with

the at least one other option displayed utilizing the touchscreen of the mobile device.

10. The computer program product as set forth in Claim 1, wherein the computer
program product is operable such that the suggestions each correspond with at least one
face that has been recognized in at least one of the images accessible via the mobile
device, utilizing face recognition information based on third party input that is received at

the mobile device.

11.  The computer program product as set forth in Claim 10, wherein the computer
program product is operable such that the face recognition information based on the third
party input is received based on a relation between a user of the mobile device and a third

party associated with the third party input.
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12. The computer program product as set forth in Claim 1, wherein the computer
program product is operable such that the at least one image is accessible via the mobile

device by being stored in memory of the mobile device.

13. The computer program product as set forth in Claim 1, wherein the computer
program product is operable such that the at least one image is accessible via the mobile

device by being received over a network interface of the mobile device.

14. The computer program product as set forth in Claim 1, and further comprising:

code for receiving a user input in connection with the at least one additional

indicia, utilizing the touchscreen of the mobile device;

code for, after receiving the user input in connection with the at least one
additional indicia, identifying a plurality of particular images associated with the at least
one face based on the facial recognition, utilizing at least one processor of the mobile

device; and

code for displaying the particular images associated with the first face based on

the facial recognition, utilizing the touchscreen of the mobile device.

15.  The computer program product as set forth in Claim 1, wherein the computer
program product is operable such that the user input is received in connection with the at
least one indicia as a result of detecting a touch within a predetermined proximity to the

at least one indicia displayed utilizing the touchscreen of the mobile device.

16. An apparatus, comprising:

a mobile device configured for:
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displaying a plurality of indicia each including at least a portion of an image

including a face, utilizing a touchscreen of the mobile device;

receiving a user input in connection with at least one of the indicia including at
least a portion of a first image including a first face, utilizing the touchscreen of the

mobile device;

after receiving the user input in connection with the at least one indicia,
identifying a plurality of images associated with the first face based on facial recognition,

utilizing at least one processor of the mobile device;

displaying the images associated with the first face based on the facial

recognition, utilizing the touchscreen of the mobile device;

displaying at least one option for adding at least one additional indicia for being

displayed among the indicia, utilizing the touchscreen of the mobile device;

receiving a user input in connection with the at least one option for adding the at
least one additional indicia for being displayed among the indicia, utilizing the

touchscreen of the mobile device;

after receiving the user input in connection with the at least one option for adding
the at least one additional indicia for being displayed among the indicia, identifying a
plurality of suggestions, utilizing the at least one processor of the mobile device, the
suggestions each corresponding with at least one face that has been recognized in at least

one of a plurality of images accessible via the mobile device;
displaying the suggestions, utilizing the touchscreen of the mobile device;

receiving a user input in connection with at least one of the suggestions, utilizing

the touchscreen of the mobile device; and

after receiving the user input in connection with the at least one suggestion,
displaying the at least one additional indicia associated with the at least one face, utilizing

the touchscreen of the mobile device.
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17. A method, comprising:

displaying a plurality of indicia each including at least a portion of an image

including a face, utilizing a touchscreen of a mobile device;

receiving a user input in connection with at least one of the indicia including at
least a portion of a first image including a first face, utilizing the touchscreen of the

mobile device;

after receiving the user input in connection with the at least one indicia,
identifying a plurality of images associated with the first face based on facial recognition,

utilizing at least one processor of the mobile device;

displaying the images associated with the first face based on the facial

recognition, utilizing the touchscreen of the mobile device;

displaying at least one option for adding at least one additional indicia for being

displayed among the indicia, utilizing the touchscreen of the mobile device;

receiving a user input in connection with the at least one option for adding the at
least one additional indicia for being displayed among the indicia, utilizing the

touchscreen of the mobile device;

after receiving the user input in connection with the at least one option for adding
the at least one additional indicia for being displayed among the indicia, identifying a
plurality of suggestions, utilizing the at least one processor of the mobile device, the
suggestions each corresponding with at least one face that has been recognized in at least

one of a plurality of images accessible via the mobile device;
displaying the suggestions, utilizing the touchscreen of the mobile device;

receiving a user input in connection with at least one of the suggestions, utilizing

the touchscreen of the mobile device; and

after receiving the user input in connection with the at least one suggestion,
displaying the at least one additional indicia associated with the at least one face, utilizing

the touchscreen of the mobile device.
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ABSTRACT

A system, method, and computer program product are provided for providing suggestions
based on object recognition. In operation, at least one option for adding at least one
additional indicia for being displayed among the indicia is displayed, utilizing the
touchscreen of the mobile device. Additionally, a user input is received in connection
with the at least one option, utilizing the touchscreen of the mobile device. Still yet, after
receiving the user input in connection with the at least one option for, a plurality of
suggestions is identified, utilizing the at least one processor of the mobile device. The
suggestions each correspond with at least one face that has been recognized in at least

one of a plurality of images accessible via the mobile device.



CLIENT CLIENT

106

100

FIGURE 1



200

' \ CENTRAL
PROCESSOR

201

I N MAN
MEMORY
204
SECONDARY
—
BUS STORAGE
210

| | GRAPHICS
PROCESSOR

IL

\ ' DISPLAY

206

202
208

FIGURE 2



302

304

306

300

DISPLAYING AT LEAST ONE OPTION FOR ADDING AT LEAST ONE
ADDITIONAL INDICIA FOR BEING DISPLAYED AMONG A PLURALITY
OF INDICIA EACH INCLUDING AT LEAST A PORTION OF AN IMAGE
INCLUDING A FACE, UTILIZING A TOUCHSCREEN OF A MOBILE
DEVICE

'

RECEIVING A USER INPUT IN CONNECTION WITH THE AT LEAST ONE
OPTION FOR ADDING THE AT LEAST ONE ADDITIONAL INDICIA FOR
BEING DISPLAYED AMONG THE INDICIA, UTILIZING THE
TOUCHSCREEN OF THE MOBILE DEVICE

'

AFTER RECEIVING THE USER INPUT IN CONNECTION WITH THE AT
LEAST ONE OPTION FOR ADDING THE AT LEAST ONE ADDITIONAL
INDICIA FOR BEING DISPLAYED AMONG THE INDICIA, IDENTIFYING A
PLURALITY OF SUGGESTIONS, UTILIZING THE AT LEAST ONE
PROCESSOR OF THE MOBILE DEVICE, THE SUGGESTIONS EACH
CORRESPONDING WITH AT LEAST ONE FACE THAT HAS BEEN
RECOGNIZED IN AT LEAST ONE OF A PLURALITY OF IMAGES
ACCESSIBLE VIA THE MOBILE DEVICE

FIGURE 3




308

3

31\0/'\ DISPLAYING A PLURALITY OF INDICIA EACH INCLUDING AT LEAST A PORTION OF
AN IMAGE INCLUDING A FACE, UTILIZING A TOUCHSCREEN OF A MOBILE DEVICE

312 RECEIVING A USER INPUT IN CONNECTION WITH AT LEAST ONE OF THE INDICIA
\ﬁ INCLUDING AT LEAST A PORTION OF A FIRST IMAGE INCLUDING A FIRST FACE,
UTILIZING THE TOUCHSCREEN OF THE MOBILE DEVICE

v

AFTER RECEIVING THE USER INPUT IN CONNECTION WITH THE AT LEAST ONE
31C/\ INDICIA, IDENTIFYING A PLURALITY OF IMAGES ASSOCIATED WITH THE FIRST
FACE BASED ON FACIAL RECOGNITION, UTILIZING AT LEAST ONE PROCESSOR OF
THE MOBILE DEVICE

Y

31\6/\ DISPLAYING THE IMAGES ASSOCIATED WITH THE FIRST FACE BASED ON THE
FACIAL RECOGNITION, UTILIZING THE TOUCHSCREEN OF THE MOBILE DEVICE

y

3$/\ DISPLAYING AT LEAST ONE OPTION FOR ADDING AT LEAST ONE ADDITIONAL

INDICIA FOR BEING DISPLAYED AMONG THE INDICIA, UTILIZING THE
TOUCHSCREEN OF THE MOBILE DEVICE

y

320 RECEIVING A USER INPUT IN CONNECTION WITH THE AT LEAST ONE OPTION FOR
\/\ ADDING THE AT LEAST ONE ADDITIONAL INDICIA FOR BEING DISPLAYED AMONG
THE INDICIA, UTILIZING THE TOUCHSCREEN OF THE MOBILE DEVICE

Y

AFTER RECEIVING THE USER INPUT IN CONNECTION WITH THE AT LEAST ONE
OPTION FOR ADDING THE AT LEAST ONE ADDITIONAL INDICIA FOR BEING
32\2/\ DISPLAYED AMONG THE INDICIA, IDENTIFYING A PLURALITY OF SUGGESTIONS,

UTILIZING THE AT LEAST ONE PROCESSOR OF THE MOBILE DEVICE, THE
SUGGESTIONS EACH CORRESPONDING WITH AT LEAST ONE FACE THAT HAS
BEEN RECOGNIZED IN AT LEAST ONE OF A PLURALITY OF IMAGES ACCESSIBLE
VIA THE MOBILE DEVICE

v

32\4/.\ DISPLAYING THE SUGGESTIONS, UTILIZING THE TOUCHSCREEN OF THE MOBILE
DEVICE

Y

32\6/\ RECEIVING A USER INPUT IN CONNECTION WITH AT LEAST ONE OF THE
SUGGESTIONS, UTILIZING THE TOUCHSCREEN OF THE MOBILE DEVICE; AND

Y

AFTER RECEIVING THE USER INPUT IN CONNECTION WITH THE AT LEAST ONE
32\8/\ SUGGESTION, DISPLAYING THE AT LEAST ONE ADDITIONAL INDICIA ASSOCIATED
WITH THE AT LEAST ONE FACE, UTILIZING THE TOUCHSCREEN OF THE MOBILE
DEVICE

FIGURE 3B



400

A

DISPLAYING A PLURALITY OF SUGGESTED IDENTIFIERS BASED ON
FACIAL RECOGNITION, UTILIZING A TOUCHSCREEN OF A MOBILE
DEVICE

l

403-[\

RECEIVING A USER INPUT IN CONNECTION WITH AT LEAST ONE OF
THE SUGGESTED IDENTIFIERS, UTILIZING THE TOUCHSCREEN OF
THE MOBILE DEVICE

l

AFTER RECEIVING THE USER INPUT IN CONNECTION WITH THE AT
LEAST ONE SUGGESTED IDENTIFIER, CREATING A
CORRESPONDENCE BETWEEN THE AT LEAST ONE SUGGESTED
IDENTIFIER AND AT LEAST ONE ASPECT OF A FACE, UTILIZING THE
AT LEAST ONE PROCESSOR OF THE MOBILE DEVICE;

FIGURE 4A




408

¢Q/ﬂ

DISPLAYING AT LEAST A PORTION OF AN IMAGE INCLUDING A FACE, UTILIZING A
TOUCHSCREEN OF A MOBILE DEVICE

Y

41\2/\

RECEIVING A USER INPUT IN CONNECTION WITH THE FACE UTILIZING THE
TOUCHSCREEN OF THE MOBILE DEVICE

v

41\4/\

AFTER RECEIVING THE USER INPUT IN CONNECTION WITH THE FACE, IDENTIFYING
A PLURALITY OF SUGGESTED IDENTIFIERS BASED ON FACIAL RECOGNITION

v

41\6/\

DISPLAYING THE SUGGESTED IDENTIFIERS, UTILIZING THE TOUCHSCREEN OF
THE MOBILE DEVICE

i

RECEIVING A USER INPUT IN CONNECTION WITH AT LEAST ONE OF THE
SUGGESTED IDENTIFIERS, UTILIZING THE TOUCHSCREEN OF THE MOBILE DEVICE

v

420
\/\

AFTER RECEIVING THE USER INPUT IN CONNECTION WITH THE AT LEAST ONE
SUGGESTED IDENTIFIER, CREATING A CORRESPONDENCE BETWEEN THE AT
LEAST ONE SUGGESTED IDENTIFIER AND AT LEAST ONE ASPECT OF THE FACE,
UTILIZING AT LEAST ONE PROCESSOR OF THE MOBILE DEVICE

v

422
\/\

STORING THE CORRESPONDENCE IN A MEMORY OF THE MOBILE DEVICE

424

DISPLAYING THE AT LEAST PORTION OF THE IMAGE INCLUDING THE FACE WITH
INDICIA ASSOCIATED WITH THE AT LEAST ONE SUGGESTED IDENTIFIER,
UTILIZING THE TOUCHSCREEN OF THE MOBILE DEVICE

FIGURE 4B



502

L~

TRAINING
USER INTERFACE
FLOW

Figure 6

506

GROUP 1

500

508

504

SWIPE

FACE A

FACEB

FACEC

FACEN

514

VIEW/SHARE/EDIT
USER INTERFACE
FLOW

Figure 7

510

FIGURE 5

GROUP 1

FACEC




610

60(1_/\
Y 8 9
5308

606

602

666%)

FIGURE 6A



sz

610

TYPE NAME
KYZ”

TYPE
ADDRESS

TYPE SOURCE

612

626

SUGGESTION_01 (FACE D)

SUGGESTION_02 (FACE E)

SUGGESTION_03 (FACE F)

SUGGESTION_04 (FACE G)

SUGGESTION_05 (FACE H)

FIGURE 6B

628

622

FACE 2




L 3AHNSOI4 <+— 770428 —

i)
VA

NOLLYWHOANI HIH1HNA G ainbiy
0 o) >

0zl
VA

2 30v4 @ e By

g
) JINOH

ol  O4NI 30Vd 11a3

© 2 30v4

d30v4

@ ¥ 30vd

- EINIE

“BIL Bl




8 dNoOId

SddV 43IAHES

cuwm

vi8

008

818

JOVHO1S
O1OHd
anoio

V1VAv.ldN
JSvav.iva
anoo

w_.ww

vi8

vig

mc_.w

wwcw

JOVHOLS | | 3svaviva
TIVYNEWNHL | | VIVAYLIW

OO VOO0

ddV T¥20T
r\mwm

J401S Isvavivd
O1OHd VOO0
o0

.vowm

Nowm



	2014-12-24 Specification
	2014-12-24 Claims
	2014-12-24 Abstract
	2014-12-24 Drawings-other than black and white line drawings



