
IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
US007598958BI

(12) United States Patent
Kelleher

(10) Patent No.: US 7,598,958 B1
(45) Date of Patent: eoet. 6, 2009

(54) MULTI-CHIP GRAPHICS PROCESSING UNIT
APPARATUS, SYSTEM, AND METHOD

(75) Inventor. Brian M. Kelleher, Palo Allo, CA (US)

(73) Assignee: NVIDIA Corporation. Santa Clara. CA
(US)

(
"

) Notice Subject to any disclaimer„ the term of tlus
patent is extended or adjusted under 35
U S C. 154(b) by 374 days.

This patent is subject to a terminal dts-
claimer.

5,i94.016 4
5.995,121 A
6,0ti8,043
6.178,180 Bi d

6,473.086 Bt s

6 627 (31 Bg
6,630,936 Bi"
6.903,278 B2
7,158.(40 Bt

2003:0164830 Al"
2003 0(64834 4(s
2004:0012934 Ai
2005/0041031 Al d

2005:008844 Ai
2005(0190190 Al s

8 ('1918

11(1999
7 7000
1(2001

(0 2002
9 2003

(0 2003
6(2005
1 2007
9 2003
9 2003
1(2004
2(2005
4 200(
9(2005

Kcllchcr
Alcorn e( al.
Kcllcher ct sl
En * et al.
Vince(a ct sl
Eaqutst
1 angclsclo tf
Bathe
Klcbaaov
Kent
1 cfebvrc ct sl
Jag n et al
Dlart!
Gonzales et al
Doud et al

45(520

370:466
45((0(

438(622
34( (62
174 255
45((02

34((50(
34( (06
361 760
345:50(
34((502
. 45(502

(21) Appl. No 10/992,276

(22) Fried: Nov. 17, 2004

(51) Int. Cl.
G06F 15/16
G06/E 1 5/00
G06/E 13/1 4

(52) U.S. Cl......

(56) References Cited

U.S. PATENT DOC( )MENTS

5.15i, 65 A s 10(1992 Btrke(ai
(.392,394 A "' 1995 Hamana
(.i(i,385 A 5(1998 N uayanasw ant et al

34(:506
34( (04

(2006.01)
(2006.01)
(2006.01)

.............. 345/504: 345/502: 345/505,
345/519

(58) Field of Classiacation Search ................. 345/504,
345/505, 502

Scm appltcduon lilc for complete search lu story.

(57) ABSTRACT

A tttttht-clttp gtdplttcs svstcltt (ttcludcs a ((taster clttp attd a
slave clup coupled by an uttcrlink. The slave chtp perl'orms a
graphics processing operation in parallel with the master
clup, improving the performance of the ntaster chtp. In one
embodiment. an individual graphics process(ng unit (CiPI J)
clup (ncludes a normal operational mode„a master mode, and
a slave mode to permit an individual CiPU clup to be used as
indtvidual processor or to bc packaged as part ol' master/
slave pt(tr.

19 Claims, 9 Drawing Sheets

'" cited bv exam(ner

Priourrt Eau(niner Kcc M Tung
.AssisitraiEsumiaer Jacutta Crawford
(74) Attoratit Agent. or i'irm ('ooley (iodward Kronish
I.I.P

Patent Owner
Exhibit 2002

1



U.S. Patent Och 6,2009 Sheet1of 9 US 7,598,958 B1

2



U.S. Patent Och 6,2009 Sheet 2 of 9 US 7,598,958 B1

3



U.S. Patent Oct. 6,2009 Sheet 3 of 9 US 7,598,958 B1

~3/3

4



U.S. Patent Oct. 6,2009 Sheet 4 of 9 US 7,598,958 B1

5



U.S. Patent Oct. 6,2009 Sheet i of 9 US 7,598,958 B1

6



U.S. Patent Oct. 6,2009 Sheet 6 of 9 US 7,598,958 B1

?20

7



U.S. Patent Oct. 6,2009 Sheet 7 of 9 US 7,598,958 B1

8



U.S. Patent Oct. 6,2009 Sheet 8 of 9 US 7,598,958 B1

9



U.S. Patent Oct. 6,2009 Sheet 9 of 9 US 7,598,958 B1

1100

. 1080

-1085

1090

10



,958 BjLJS 7,598
1

MULTI-CHIP GRAPHICS PROCESSING UNIT
APPARATUS, SYSTEM, AND METIIOD

Thcrcforc. what is dcsirmi in an improved apparatus. sys-
tem, and method for designing (iPIJ chips to service different
market segments

Rill ATI:D APPI.I('A1'ION S
SUMMARY OF THE INVENTION

1'his application is related to the cominonly oivned patent
application entitled "Appam&tus. System. and Method for
Joint Processing in Cimphics Processing Units" application
Ser. No. JO/1991.540. filed concurrently, as the contents of
w luch are hcrcby &ncorporatcd by refcrcnce. I i 1

IIII II.D OI'I II I INVI!J&fl'JON

Tht: pl Csi lit ulv I lltloll IS gCIICI d1ly I Cia ICd I O llnpl ov1llg IJIC

performance of a graphics processing unit More particularly,
the present invention is directed to a o raphica processing unit
clup that may be used as an individual processor or packaged
&lith another graphics processing unit chip as n multi-chip
InodUJU to llnprovc pcl'lorlnancc.

20

I JA('KGROUNI ) Olt 'I'I IE JNVJ IN'I ION

The design of B gmphics processin. unit (Cr'PUJ chip
includes many difi'erent tradeoifs. FICJ. I is a block diagram
of a poor ait GPU chip 100. A GPU is iyp&cally implemented
ds d sequence of p&pelincd stages, where each stage &s dedi-
cated to performing a particular graphics processing opera-
tion Some stages, such as stage n, can be iinplemented by tv 0
or more individual elenlents that pn&cess graphics data in
parallel. Thus, in some cases the processing operation per- &0

formed by a stage may be divided up and performed in par-
allel. For example. stage n may be a pixel shader sta e con-
ligurcd to balance a proccssulg load for shadm groups of
pixels across an integer nulnber, m. of shader pipelines (not

&1
shown 3 &VI thill StagC Il

1'he perfonnance (e g . Speed and/or processing quality) of
stage n can be improved by increasing the number of elements
that process graphics data in pam&llel. However. increasing the
number of parallel processing elements in stage n has the

10
dr m back that tlm clup arcs devoted io stage n increases Tlus
is illustrated in FICJ I by thc larger s&ze of stage n compared
with other stages A larger chip size, in turn, increases the cost
to produce (iPU chip 100

'Ihe production cost of (iPU chip 100 also depends upon
the production volume. In particular, there are economies of
scale associated with the design. manufacture, Bnd marketing
ol GPU clups. As a result, thc cost ol a GPU clap also
incrcdscs if ihc producuon volume decreases below some
Innulnilln Jcvt:I.

It is difficult fi&r (iPU manufacturers to design a chip that
achieves a satisfactory tmdeoffofcost and performance fora
broad cross-section ofconsumers. The GPU market is highly
seynented in terms of the tastes and preferences of consum-
ers. A smail portion of the market is willing to pay n signifi- »
cdllt plcnlillln for cxtrcnlclv high pclfbnuBncc. However, II

large porlion of thc market &s cosi sans&uve imd does noi
require the highest level of perfonnance.

Conventionally, (ipU manufacturers have ditTiculty simul-
taneously serving the different market seynent ~ A (JPIJ chip 00

designed only for the market seynent demanding the highest
perf1&rnlance would be too expensive Jbr pricesensitive con-
sumers and may also have a produc lion run lhal has too small
d volUnlc to take Illll Bdvdllt age 01 cconolnlcs 01 scale. Ci&a-

& crsely, a CJPU clup des&gncd for pncc-sans&uve consumers si
will not have the performance desired by high-end consunl-
ers

A graplucs proccssulg uiut Chip &s disclosed thai may bc
used Bs Bll llnllvldUBJ plocimsor or pdckagixi Bs d IUUJ(l-chip
lnodulc hav lllg B Ina ster/slave pall w 1 th 1lap tovi il pl occsslllg
perfornlance A packaaed nlulti-chip nlaster/slave pair
includes a high bandwidth interlink for tran 1fern ng data from
the master clip to the slave chip and returning pmcessed data
from the siave chip to the master chip. The master chip
receives a gmphics command siring and generates 0 graphics
output. The master clap uulixes the slave chip to process, in
parallel, data for one or more stages of thc graplucs p&pclule
of the master chip

One embodinlent of a multi-chip graphics system com-
prises: a master chip configured to receive yaphics instruc-
tions Bnd enerate a graphics output. the master chip includ-
ing a first interlink interface; a slave chip for peribrming
processing of graplncs data. the slavc chip including a almond
interlink ul ter face, Ihc

ala &

c clup rccciv &ng graphics data from
the nl aster chip and pmc easing the graphics data in parallel on
behalf of at least one st& e of the master chip to impmve
per fomlance of the master chip; the master chip and the slave
clup packaged with a high bandwidth interlink for exchan-
in data

BRIEF DESCRIPTION OF THE FIGURES

'I'he imention is more hilly appreciated in connection &vith

the following detailed description taken in conjunction &vith

the accompanying drawings. in which
FICi. I is a block diayam of a prior art gmplucs processin

I 1 lu t;
FICi 2 is a block diagram of a graphics system lmving a

master graphics proccssmg umt ch&p and 0 ~ lave graphics
pmcessing unit chip in accordance with one embodiment of
thc p res col ulvcil tl on;

FICi 3 is an illustrative side viev, illustrating a packaged
multi-chip graphics system in accordance with one embodi-
ment of ihc present in& en(ion:

FICi 4 is an illusudin c side & icw &llustrat&ng a packaged
multi-chip graphics systmn ul accordance with one embodi-
ment of the present invention:

ltl(i 0 is an illustrative side view illustrating a packaged
multi-chip yaphics system in accordance with one embodi-
ment of the present invention:

FICi 6 is an &llusiratnc siiic &icw &llustraung 0 J&ackagcdI

mul1&-chip graplucs sysimn in accordance with onc embodi-
UICUI Of thC pic'SCllt ill& clliloll;

lti(i 7 is a block diaymn illustrating a yaphics system
havmg a master graphics processing unit chip and a Slave

gmphi ca processing unit chip in accordance with one embodi-
ment of the present invention;

FICi 8 is ablockdiagram&llustraung ulmorcdciail somcof
thc components ol'FIG. 7.

FICi 9 &s a block ihagram illustraung some of the compo-
nents of ml interlink interface for use in the emlx&diment of
IIIG. 7;

FICi. 10 is a block diayam illustratin B yaphics system
bavin distributed processing of pixels in two processors in
accordance with onc embodiment of thc present invention:

FICi 11 is a block diagrmn illustrat&ng a graph&cs system
having distributed processing ol'pixels in two processors in
accordance with one embodiment of the present invention;
Blld
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Like rcli:rcnce numerals rclcr lo currcsponduig parts
throughout the several views of the drawings

DETAILED DESCRIPT]ON OF THE INVENTION

FIG. 2 is a block dingram ol'a mulii-clup graphws systmn
200 in accordance w i lb onc embodiment ofthc prcsrait inven-
tion A central pmcessing unit (( VU) 205 is coupled to a
graphics processing unit (CiVIJ) chip 220 through a suitable
bus interface. As used in this application a "chip" is an inte-

rated circuit that resides on a die, with the die packaged to
pernnl electrical pow cr nnd signal coiuicciions to bc made to
11&c iiitcgi incil circilil.

In one embndiment, a bridge 210, such as a bridge chipset,
is used to couple CPU 205 to C)PI) chip 220. For example. a
front side bus 207 may be used to conmiunicatively couple
CPU 205 to bnd e 210 v hereas a performance component
inter face (PCI)-Express bus 215 may bc used to conunumca-
uvely couple CiPU clup 220 lo budge 210. PCI-Express is a
high speed interface standard pn&moted by the V('I-SI(i orga-
nization and defined by the V('l-l ixpress specification pub-
lished by V('I-SKi. the contents of hvhich are hereby incor-
porated by reference. A k&raphics memory 230 is
coninuuiicatively coupled to C)PU chip 220 via a raphics
memory bus 225. A mmnory uiterfacc 270 provides an uitcr-
Fdcc to memory 23 0. Grnplu ca memory 230 may. for cxamp1c,
comprise a frame buffer

GPU chip 220 receives a graplfics command stream from
('PU 205 to generate gmphical image~. The graphics com-
ment)a may, lhr cxumple, ouguinle in driver sol'lwarc (nol
show n) residuig widiui a memory associated v, ilh CPIJ 205.
Thc output 235 of GPU clup 220 may. fi&r cxamplc, mcludc
data that is nutput to a display

GPU chip 220 includes a command module 260. C'om-

mand module 260 receives a raphics conunand stream from
CPIJ 205, reads and parses thc commtmd stnng. miil distnb-
u les work to the other stages w itlun GPU clnp 220. Al least
one of the stages in the graphics pipeline of ()VU chip 220 is
a processing module 265 that perfi&rms a processing opera-
tion that may be performed in parallel. One example is a
shader sta e. Shader stages in high performance (JPUs are
typically arranged as g&soups of shader pipelines along with
logic llial pcunits a load balancuig uperation ui wluch the
sliailing work is dislubutcd be(warn& lhc shader pipclines.
Slave (iVU chip 240 is packaged with CiVIJ chip 220 as a
nnilti-chip mndule 213 that may be used as a replacement fi&r

an individual ()VU chip As described below in more detail, in
one embodiment multi-chip module 213 may include a pack-
age a(L&pled to be mounted onto a board.

Slave GPU chip 240 uicludcs a processuig module 285
capable of performing a pn&ceasing function that is compat-
ible with that performed by processing module 265. 'I'lus
permits. for example. tv o C)PU's from the same or reLated
product lines to be used in system 200. Thus. for example,
slave GPU chip 240 nuiy have its own conunand module 280
dnd memory interface 290. However, ds indicated by thc
dashed lines in FIG. 2, when thc intcrluik 250 is acnve com-
mand module 280 is inactive In one embodiment. in the slave
mode meniory interface 290 is inactive 'I'hi ~ contiguration
provides the benefit of facilitating a system having n single
unified meniory architecture utilizing one memory 230. A
single un&lied memory architiwlure uuhzcs bandwiilth cfii-
cicnlly. Addiuonally. a single unilied memory arclnteclure
provides lhc bmielit that it dues noi require mod&lice)iona to
driver sofiware I lowever, it will be understood that in an
alternate enibodiment that memory interface 290 reniains

acuvc, pcmuuing a second mmuory 295 (illustrated in plian-
tom) to be utilized in the slave niode

()PU chip 220 acts as the niaster pmcessor and utilizes
pmcessing module Z85 as an additional processuig resource
that is used in parallel with processing module 265. In one
embodiment slave CiPU clip 240 also receives clock si naia
from GPU chip 220 to Ibcihlale syucluoruzalion ol'lave
GPU clup 240 to GPU chip 220. In thc slnve mode, a load
balancing mndule (not shohvn) v ithin pmcessing module 265

in determines a distribution ofwork to be performed by process-
ing niodules 265 and Z85 and transfers a portion of the o raph-
ics data that it receives to processing module 285. Thus for
example, ifprocessin nu&dules 265 and 285 are substantially
identical, about hall'l'hc processing that would ordinauly
bc pcrfomicd by processuig module 265 i ~ off-loaded to
pmcessing module 285. pennittin an approximately two-
fold iniproveinent in performance (e g, speed or quality),
assiuning that pmces sine modules 265 and 285 have a similar
number of operable processin elements.

zo Slave CiPU chip 240 is coupled to CiPU chip 220 via an
interlink 250. Intcrluik 250 is prefi:rably a low latency, lugh
banda idth link. Inlerluik 250 should have a suliicicntly low
latency that the round trip delay time associated with sending
and receiving data on interlink 250 does not exceed a timing
margin for processing data Additionally, the aggregate band-
width of interlink 250 is preferably comparable to that of
internal buses used to transmit paphics data oi the type
proccsscd by graplucs processuig module 265 For example.
thc bandwidth of uilerluik 250 is prefi:rably suilicicnlly lar c

so to accommodate sendingandreceivingdatacorrespondingto
the full input/output data width of pmcessing module 285
'I'hese attributes ofinterlink 250 facilitate seamlessly oifioad-
in processing tasks to sLave (JPU clup 240 as ifprocessin
module Z85 of slave (JPU chip 240 was an internal extension

&s ofproccssuig module 265 ofGPU chip 220.
In onc embodiment mlerlink 250 uicludes a plurahty of

siib-liilks (Iiol sliowii) liidl iiicluhli: ci&lrcspoiiiliiig sigh&a) pdllis
(e g., high bandwidth conductive paths) I'he number of sub-
links required will depend upon the data bandwidth associ-

do ated with transferrin (L&ta from C)PU chip outbound to slave
C)PU chip Z40 and the data bandwidth associated with return-
ing proci:&six) h)ata from slate GPU clup 240. Adihlionaily.
thc munbcr ol'ub-lmks rcquircd will also dcpcnd upon thc
bandkvidth required lhr memory acccs sea bclw ixu sieve GPU
clup 240 and inemory 230. As an illustrative example. in one
iniplenientation in which interhnk 250 is used to transfer
shader data, the bandwidth required corresponds to a band-
v idth for transmitting data from a large number of conven-
tional puu (e.g.. 50 to 200 convent&ocul pins).

o Interlink 250 is supported by interface 255-A in GPU chip
220 mid uilcrfacc 255-B within slave GPU chip 240. Each
interface may, fnr example, determine an order in which
outbound data is sent acmss the mterlink to the other side
Conversely. each interface may determine an order in wlfich

» received data is provided to the receivin pmcessor. In one
mubodunent, each intcrl'acc 255-A und 255-B supports par-
allel-lo-senal dale conversion for dalu lo bc smil out on inter-
link 250 along with send)-lo-parallel data conversion of data
received from interlink 250 I'ransmitting data in serial form

rn on high bandwidth si nal paths is desirable to reduce the total
number of signal paths and correspondin interconnects that
must be fomied for interlink 250

In onc cmbodimcnl GPU clnp 220 and slnve GPU chip 240
are fi&nned from thc same product design or with product

ss designs havuig compaublc proccssin modules 265 tmd 285.
In this embodiment, a manufactured ()PU chip is designed to
support a normal niode ofoperation, a master mode of open-

12
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i

uon,;md a slave mode ol'pcrauon. In lhe normal mode of
operation a GPU chip is operable as an individual processor
and may be packaged as an individual processor I Jo&vever,

two GPU chips may be packaged as a multi-chip module 213
in which one of the CJPU chips acts as the master and the other
acts as the slave. The nudti-chip module 213, which utilizes
thc resources of processor module 285 in parallel w&th pro-
cissor module 265, has unproved perlormancc compared
with an individual (JPU chip Note that in the multi-chip
niodule 213 only the master (JPU 22(l receives graphics &o

instructions from ('PU 205. As result. replacing a single CJPU

clup with a multi-clap module haviitg a master/slave pa&r of
GPIJs is a seamless chan e to driver soibvare within CPU
205. That &s, the dnvcr sofiwarc parce&ves the master/slave
pa&r as a s&ngle GPU. Thus w&th onc 1)pe ol'PU clup two
different markets can be served by packaging either a single
CiPU chip or by packaging a n&aster/slave pair of (JPU clups
fi&r higher perfi&rnlance

A variety of tecluuques can be used to establish a master-
slave rekstionsh&p between CJPJ J chip 220 and slave CJPU chip Io
240 ui a peel agcxt mulu-chip module 213. For cxamplc, oue
or both ol'the clups may bc progrtunmed pnor to packaging
(e a., by proaramming a bit in a permanent memory). Alter-
natively, one or both of the chips may deter&nine that they are
the masteror the slave by detecting &vhether they are recmvi ng
coniniand instnictions from a conunand module and deter-
mining ivhether interlink 250 is active. Additionally. a ines-
saguig lecluuquc may be used. For example, GPU clup 220
dnd slave GPU ch&p 240 may exchange messages to scl up a
master-slave relationsh&p I iardware or software &vithin each so

pmcessin module may be included to support the establish-
ment of a master-slave reLstionship I'or example, a slave
mode control module 287 may be included in slave CJPU chip
240 to establish a slave condition ifone or more slave condi-
uons are presmit, such as dclimtuig a load on mterluik 250. &I

Simildilv II &I&dsuz &1&odc co&thol I&rod&&lc (&lot show&i) w ilhlil
in GPU ch&p 220 may bc included lo establish a master con-
dition if one or more master conditions are present.

Referrin to I'l(i 3. in one embodiment (JPU chip 240 and
GPIJ chip 220 are packaged in an edge-to-edge multi-chip do

module 313 ivith the interlmk formed by fabricating signal
leads bclw cen the clups. CJPU clup 240 and G PU chip 220 arc
peel aged on lop ol u conunon mulli-clap package 305 thai is
then placed ou a board 310. However, lugh pcrfi&rmancc
CiPUs process large aniounts of data particularly for the
shader stage. An edge-to-edge configuration permits only a
comparatively small number of low latency sub-links to be
formed between edges 315 and 320. Additionally. an edge-
to-cdgc conligurut&on has an associated inlcmal (clnp) prupa-
gdtion delay lbr s&goals to propagate between&bcpcnphery of o

11&c cliip to &&in:&ital so&&Ice 0& ih:slit&alii&i& pot&its. As a Iesiill, &I

drawback ofan edge-to-edge packaging configuration is that
it niay not permit an interlink 250 to be formed having suffi-
cient latency and bandwidth attributes required to support
parallel processing of stages in high perfonnance CJPUs &I

rcxlu&nng a large baudw&dth lbr data trmisfi:r. such as shader
stiigcs.

In one embod&mcn( mult&-clup module 213 has slave GPU
chip 24(l and CJPJ.J chip 220 packaged parallel and in close
pmximity to each other acm as a substantial portion ofthe area io

of each chip. This confi uration of pamsllel and closely spaced
clips facilitates using leads, such as vias. to form a substant&al

number of parallel subhnks tin 1 arc distributcsl across thc area
ol'each Chip with a low latency pcr sub lurk and with a high
total aggrcgatc baudw&dth. Ss

FI(i 4 sho&vs an embodiment of a multi-chip module 413
for implementing a low latency. high bandwidth interli&nk

250 In this embodimcnl GPU ch&p 220 aud slave GPU 240
are fiip-clfip mounted to opposite sides ofapacka e 405. The
package 405 may, for cxmnplc. compnse a corelcss substrate.
('ore-less sub stra tea utilize a stacked build-up process to form
thc substrate. A core-less substrate uul&zes only thc build up
layers lo fomi &nlerconnecls and hence lacks a convcnl&onal
core. Core-less subsudtcs ut&1&zc m&cro-v&as that perm&t an
increased density (pitch) of viss. have less signal attenuation
due to the I mver package thickness. have reduced inductance,
facilitate high speed data transfer, and provide other benetits.
Conductive vias 410 within package 405 are used to fomi
interlink 250. Thc v&as 410 maybe d&stnbulcd acmss thc area
of CJPU chip 220 and slave GPU 240 lo prov&dc a co&ub&ncxl

(total) bandwidth liat scales w&th lhc number ol'&as. The
transit distance for signals to travel from one pmcessor to
another corresponds to the thickness of package 405 In one
embodiment. the board 415 onto which the peel age is
mounted has a hole 420 to permit both CJPU chip 220 and
slave processor 240 to be cooled to a heat s&nk 425. In onc
mubodunent heat suik 425 uicludcs a wrap-around sect&on
430 lbr cooling slave 0PU 240. Package 405 may bc mounted
to board 415 using conventional bonding processes, such as
by usmg solder balls 435

FICJ 5 sho&vs an embodiment of a multi-chip module 513 in
wh&ch 0PU clup 220 and slave CJ PU ch&p 240 are packaged on
top of each other. In llus muboduncnt, vuis 510 may bc
formed in one of the dies to form conductive paths for inter-
link 251). Tlie other die is then bonded on top ofthe other using,
three-dimensional packaging techniques 'lite bonded die are
then mounted to a peel sge 505, which may then be attached
to a board 515. Additional po&ver and si nal connections may
bc fi&rmed to slave 0PU chip 240 u s&ng

add &t&one

1 v&as or w &re

bond coiuicctions. D&c-to-d&c bonding &s a type of tluee-
dimensional packaging that is typically used in the system-
on-a-chip (SOC) art to bond memory chips to a processor In
particuLsr, three-dimensional packaging techniques are con-
ventionally used to form a hybrid integ&rated c&rcuit in wlfich
different types of electronic nu&dules are packaged on top of
each other to I'orm a hybr&d circuit thut emulates a syslcm-
ou-a-clup. For cxamplc. Ziptronix. Inc., of MomnsVill, N.C.
pmv&des three dimensional &vafer bonding and interconnect
services that pern&it a non-adhesive bond to be forined
between a die and a corresponding interconnect on another
clup. Snnilarly. Xanoptix of Merrimacl . N H. offers three-
dimensional peel aging services.

FICJ 6 &llustratcs d package-on-puckagc (POP) mull&-clup
module 613. In this configuration the slave (iPU chip 240 is
mounted to a package 6211 including v&as 610 'I'he master
CJPU clup is mounted to a package 605. Package 620 is
mounted on top ofmaster processor 220. Pacl age 605 may be
attached a board 615.

Iligh performance CiPIJ chips d&ssipate a substantial
amount of heat As an illustrative example. a high perfbr-
mance (JPf/ chip may dissipate &0 to 75 watts ('onsequently,
pacl aging nvo CJPU chips in a nudti-chip module 213 will
increase heat dissipation. Thermal modelin is desirable to
optim&ze lhc heal sinking mid cooling for mulu-ch&p module
213

One application of the present invent&on is to impmve
shader perfom&ance. A shader sta e is one of the larger (by
area) sta es of a (JPU. Increasing the size of the shader stage
to meal Ihe pcrfonumice demands of the market segment
demanding thc h&ghcst GPU pcrlbm&ance &s conventionally
d&llicull lo do &n an economic manner. However, ui accor-
dance with the present invention. nvo CJPJ.J chips may be
packaged together for in&proved shader performance

13
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FIG. 7 Is a block diagram of tm exemplary multi-clup
graphics system with improved shader performance in accor-
dance with one enlbodiment of the present invention. A mas-
ter Cip( J chip 720 has a V('I I ixpress interface 715 tilr receiv-
in graphics commands fmm a central processin unit (not
sholvn) and an output interface 735 for outputting graphical
images. A nu:mory 730 is coupled to GPU clap 720. Slave
GPU chip 740 is coup)cd to master GPI I 720 by inter) mk 750.

FI(i 8 is a block diagranl show ing some ofthe components
within master(ip( I chip 720 and slave (ipll chip 740 in nlore la
detail Master (ip(.J chip 720 includes a host and front end
stageactin asacommandmodule860.Ageometrysm e810
performs geometry processing. A raster stage 820 rastenzes
pnmitives and also performs a Z culling operation (0 cull out
occludcx) pnmiuvcs. A CAS/STRI mudulc is a color assmn-
blyishader triangle module that receives attributes, such as
colors. from the geonletry state and calculates plane equa-
tions for interpolation by the shader stage 865 Shader stage
865 includes a plurality of shader pipelines for pixel shadin .

In one embodiment shader stage 865 includes 24 pixel shader IU

pipe)ines. Raster opcratiom (ROP) I'unctions are pcrformcd
in B prc raster operations stage 840 and associated raster
operation stages 850 A frame buffer intertace 870 serves as a
nlemory interface to nlemory 730. Texture modules 880 and
cache memory 882 are utilized by shader 865 filr texture
mapping operations

Slave (iPU clip 740 includes a shader stage 885 having a
plurality of shader pipe)utes, texture modules 895, mid cache
89'7. In one cmboduncnt, shader stage 885 includes 24 shader
pipelines such that slave (iVU chip 740 doubles the shading lo
poiver of a nlaster (iVU chip 720 having, 24 shader pipelines.

l)ata in a shader queue is routed to the shader pipelines of
slave CiPIJ 740. Texture cache requests and renim texnire data
are also routed over interlink 750. Final pixel results gener-
ated by shader 885 are routed back io master GPU 720 li

In onc mubodunent slave GPU chip 740 mcludcs mlalo-
gous stages to that of master GPU clup 720. However, Only
those stages required to establish interlink 750 and perfornl
the shading operation need to be free from defects 'I Inis wlule
shader stage 885„ texture modules 895, and cache 897 are 40

fully functional, sLave CiPU chip 740 does not require B hilly
functional command module (not shown), geometry slagc
(uot sllowll), Ur Iris(et su'Igc (uoi shown). As B lcsU)L slave
GPU chip 740 may be a Ci PU similar m design to master GPU
chip 720 but that is identified as a "floorswept" unit havmg a
defect that renders it umisable as a stand-alone or master
(JPU.

FIG. 9 illustrates an exemplary physical interface for form-
ing part ol'he inter)ulk 750 between the master GPIJ clup and
thc slave GPU clup. In one cmbodnuent thc utter)ink is 0

formed from many dixlicatcd point-to-pouil uiudirectioiial
signals ninning at trans Cil Iz frequencies. On output side 905
inputs front a plurality of shader pipeline buses are staged in
a staging phase and are then serialized. A sync bit is enemted
to identify to the other side tlmt a load is present. Additionally, ss

clock signal (Iclk) is transmiucd as Bn mtcrlulk clock to
permit clock rccovcry/synchronizaiion. At mput sale 910
riuewmi data is desvnalizixk staged, and sent lo thc yaplucs
pipeline Note that at input side 910 the local interliink clock,
sclk, may be generated from iclk but run at a differmlt rate io
than iclk.

In light ofthe previous discussion, it can be understood tlmt
thC pliucllt RIVclltloil provides SCI'Cia) CiiSI Slid pClliirlllallcc
advantages. As an illustrative example, a GPU manulimturcr
nnght design a GPU chip to have lugh perlbrmancc attnbutcs si
but with a processing nlodule. such as a shader. Selected to
achieve a reasonable tmsdeoff benveen pertilnnance. produc-

tloil VolillllCS, alii) prlCC polit( Ior tllC gclu:Ial UIBrkct.
I:xtremely high perfilrmance (e g., about a factor of tivo
inlprovement) of one or more stages can be achieved by
packaging some of the (ip(J chips as nlaster/slave pairs
Moreoier. some or all of the niaster/slave paper can use
"floorswept" CiPIJs as the sLave CiPU. thereby reducin
mauulhctunng cosu

Wlulc an cxcmplary mubodiment ol'hc prcscnt uiv en(ion
has been described as havina a single master (iVU chip and a

single slave CiVU chip. it will be understood that numerous
extensions are contenlplated. I'or exanlple, in annie applica-
tions it may be desirable to utilize tv o or more slave Ci PUS for
each master GPU. Moreover. wlule examples have been
dcscribcd in which thc slave GPU pcrlbnus a processulg
operation ul parallel for onc of the stugcs of the master GPU.
more generally one or nlore operable stages within slave (iVU

may be used to extend Ihe performance of corresponding,
stages within the master CiVIJ.

FICi. 10 iilustrates an alternate embodiment of a graphic
system 1000 with intra-fmsme load balancing in which a first
GPU clup 1020 and a siuond GPU chip 1040 process diffi:r-
ent portions ofeaCh Ibamc. First CiPU clup 1020 is the mes ier
Cip(J and mer es data pmcessed by each CiVU for different
portimls of a frame into a single display output 1035. (iVU
clup 1040 is the slave CiVIJ. In one embodiment, each (iVU
clup 1020 and 1040 has a normal mode of opemstion as an
individual stand-alone (JPU. a master mode. and a slave
mode. pemiittuig an indii idual GPU clup to be used either
alone or as part of a pair for higher perl'onnance. Thc mode of
opemltion may be selected usiim a variety of techniques. such
as by using instnictions from a ( VU (e.g . fnml a driver) to
instmct a (iPU chip if it is operating in a slave mode or a
master mode. The normal opemsting mode may. for example,
be a default mode.

Each GPU clup 1020 and 1040 is councctcd to brulgc 210
vui rcspcctivc buses 1015 mid 1017. Bus 1015 aud bus 1017
are prcfi:rably lugh-speed buses. such as PCI Express buses.
In one einbodiment, driver software 1005 residulg in a
menlory coupled to GVU 205 includes a load-balancing algo-
rithm that divides each graphics frame into two portions cor-
respondin to different regions of a display In one embodi-
ment, lhc load balancuig algoritlun divides Ihc Irmnc uito two
colltlgiloUs sections ciiircspolldlllg to II Ilrst si I (loll pl occssix!
by Unc GPU chip aml a second section processed by thc other
(ip(J clnp. As an illustrative example, the first portion inay
correspond to an upper section of a display whereas the sec-
ond portion corresponds to a loll er section of a display.

In one embodiment the load-balancing al orithm imple-
mented by dover sofiw are 1005 dynamicully ad) usta thc divi-
sion of thc Iramc into portions that are ac)ected based upon an
estimate ol scene complexity tluou bout the frame mid the
capabilities of each (iVU chip 1020 and 1040. 1'his permits
each (iPU 1020 and 1040 to complete processulg of their
respective portions of a frame at about the same time, wlfich
facilitates the merger process. Tluis, for example. in some
Iramcs thc rcla (n c size of an upper Irame portion and a low cr
frame portion proccsscx) in different GPU chips nmy bc
aiLipted so that each GPU clnp 1020 mid 1040 completes
rendering its respective portion of a frame at about the same
time.

Dynamic load balancing inlproves performance by, for
exmnple, facilitating processing a frame in the minimum time
possible. Dyuanuc load balancing also facilitates mergulg
results Bywayol'compansonadrawbackwithstaticdivision
0fa frame (c g., 50% of the Ibmnc proccssixl by one GPI I and
50% of the frame processed by amlther CiV I I) Is that in nmner-
olls gr:iplllcs 'lppllc'1(ious tile gr'lphlcs linage Is colilpara-
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nvciv con&pi:x ul onc poi&&on ol idch hdnli: Bnd conlp«ra-
tiveiy simple in another portion. For example. in many
graplucs games some port&ons of a sccnc, such as &he sky,
have a low information content I Iowever other portions of
&hc sci:ni:, such Bs B grounil Icvi'I polnon pc&tidy'ulg ganlc
characters. may lrdvc a much h&ghcr information con&ant As
d result a stat&c d&v&s&ou ol each frame nugh& rcsull ul onc of
the (JPU chips processing its portion of the frame before the
other (IVIJ chip has finished processing the other portion of
the franle. In this example. a static division results in ineih-
cient use ofprocessor resources. Dynamic load balancu&g. in
contrast. adapts the s&zc of each poruon (0 balm&ca the work
pc&fora&cxl by each GPU clup in proccssmg each frame,
Icsulnng ul unprovixl pc&f0&a&ance.

In dynamic load balancing CJPU chip 1020 nms& mer e the
results of the two CIPUs even thou h the portions processed
by each CJPU vary from fmme-to-fmlme. A variety of tech-
luques mdy be used to &dent&fy to GPU chip 1020 tiw. Vo&&ion

ol'he frdnu: processed by the d&ffi:rent processors. For
exmnple, the pixels stream received from CIVI I chip 1040 may 20

include intilrnlation identifying the portion of the fnlme that
the transnlitted pixels correspond to Alternatively. CIVIJ chip
1020 may receive information in its conunand stream indi-
cating ivhich portion of the frame is being processed by the
d&fferen& GPUs.

In one embodiment each ()VU chip 1020 and 1040 includes
logic 1029 tilr supporting dynamic load balancing In a mas-
ter mode. forexample, logic 1029 suppo&ts merging dam fmm
GPIJ cifips 1020 and 1040 into a single output 1035. In 0 slave
mode. logic 1029 supports trimsnuning d p&xcl dan& strewn
from GPIJ ch&p 1040 to GPU clup 1020.

In one embodiment the load balancing algorithm imple-
mented by driver software 1005 includes the capabihty to
divide the fmme int&1 niui-conti uous portions to achieve fine 3(
control ofthe load balanc&ng. A particular frame of 0 graphics
scene nldy& for cx&unplc, vi«y ul con&pl&:xuv/a&fonna&ion
across the scene. In one embo&hmcni. dover soltw are 1005
estimates the complex&ty of a scene acnlss a frame and
attenlp&s 10 achieve load balancing by dividing the frame ulto
nvo contiguous portions. However, if a load balancing eih-
ciency is below a pre-selected threshold, the load-balancing
algoritlundetennines ifnon-contiguousportions of&hefmlne
may bc sclccted that prov&dc the desired degree 01'load bal-
ancmg. Tlu&s, fi&r cxamplc, while each GPU clap processes a
different portion of the frame. in so&ne frames a portion pro-
cessed by a (IVU cb&p may be a either a single contigumis
region or a plurahty of non-contiguous regions, dependiag
upon which result provides better load balancing. Addition-
ally, in some applications it may be desirable to assign each
GPU 1020 and 1040 &ts port&on of thc process as a seucs of
non-contiguous rcg&ons &0 fac&h &etc &he genera«on ofa steady
stream 0 f work filr each GPU chip

GPU chip 1020 receives a hrst command stream from GPU
205 via bus 1015 correspond&ng to the first portion of the &1

frame. GPU ch&p 1040 rixmvcs a second conunand strcmn
from CPU 205 v&a bus 1017 corresponding to thc second
portion ol'the Ikamc. Iu tun&, GPU clup 1020 rece&ves thc Iirs&

command stream &n con&mand module 1060 Gommand mod-
ule 1060 allocates work to one or &nore internal processing &0

modules 1065 to genemte pixels for the first portion of the
frame. CJPU chip 1020 includes a memory interface 1070 to
intcrfdcc a graplucs memory 1030 Ior perfi&nning frame
bull):r operations. GPU ch&p 1040 rcce&vcs the second com-
mand stream in conmland module 1080. Conunand module si
1080 allocates work to one or more internal processing mod-
ules 1085 to generate pixels for the second portion of the

frame. GPU chip 1040 includes a memory &n&crfime 1090 Ibr
interfacing with a graphics memory U)95 for performing,
frame buffer operations.

GVU chip 1040 includes a hrst p&xel link interface 1055-A
v heres s CJPU chip 1020 includes 0 second p&xel lmk interface
1055-B. A pixel link 1050 is formed betv een CiPU chip 1040
and clup 1020 &0 penni& po cls for the second pornon of &he

frame &o pass from GPU clup 1040 to CJPU clup 1020. In one
embodinlentpixel link 1050conlprises aplurahtyofone-way
sublinks for tnlnsmittin a pixel streanl fronl ()PU chip (040
to GVIJ chip 1020 (JVU chip 1020 merges its pixel data hvith
the pixel data from CJPU chip 1040 to generate display data
1035 for the entire frame. Pixel link 1050 and interfaces
1055-A and 1055-B arc prcfi:rably conligurcd for dig&&al

transm&ssion ol'pixel data from GPU clup 1040 to CiPU chip
1020 (Jonsequently. in one embodiment pixel hnk 1050 is
founed fmm a high bandwidth digital interconnect corre-
sponding to a plurality of sublinks to provide the requisite
a re ate bandkvidth.

Pixel link 1050 may be fomled usin any of techniques to
packi&gc B pau of chips with dn ulti:rink Bs plcviooslv
described in regards to ul&crlink 250 /O.g . edge-&o-cdgc, fiip-
clup mounted to opposite side of a package, packaged on top
of each other, or package-on-package). I iowever. the band-
width required to transmit pixels is comparatively low hvith
respect to. for example, transnlitt&ng data betv een shader
stages. For example. in one embodiment the bandwidth
&equi&cd &0 1&dnsuu& 0 pixi:I ilatil st&i:dul for hBlf of B hdnlc
rcqu&rcs about 10 &o 20 puls. Consequmltly, &n one embodi-
ment pixel link 1050 comprises a physical connector (not
shown) connecting two separate CJVI.J chips 1020 and 1040.

III(i I I illustrates mlother embodiment of a graphics sys-
tem 1100. Cirapluc system 1100 has components similar to
that of graphics system 1000. Additionally, raphics system
1100 has a conuuand intcrhnk 1062 for exchaugulg com-
mand &nformat&on bc&wcml respccuvc command modules
1060 and 1080 of GPU clups 1020 and 1040. In tlus embodi-
ment, nlaster (IVI J chip 1120 may perform part of all of the
dynamic load balancing calculations for divid&ng a frame into
different frame sections and then distribute work for process-
ing one of the frame sections to sfisve CJPU 1040 A benefit of
thc embodiment of FIG. 11 &s that && permits a peer-to-pccr
mode of operation &n winch the GPU ch&ps 1020 and 1040
dc&crnunc how &o dislributc thc work of proccssulg a friunc.

While the embodiments described m regards to I'l(i)
10-11 have been described in regards to divid&ng a frame into
two continuous sections, more generally a frame may be
div&ded mto two or more different continuous sections corre-
sponding &o d&ffcrml& regions of a dwplay. It w&ll &hus be
understood tha«t &s contcmplatcd that Ihc &nlrd-Irmnc load
balanc&ng tcchruque may bc adapted to include dividulg a
frame mto an integer munber. n. of portions where n =2
Additionally, it v, ill be understood that the intra-frame k&ad

balanc&n teclulique of the present invent&on may be adapted
to utilize more than nvo (JPUs. For example. 0 ith tlu ee GPUs
each frame may bc divulixi m&o tinea sections w &th each GPU
proccssulg B ihlfc&i:0& section of thi: II'&unc Bull two of &hc

GPUs d&gitally transnuuulg pixel data to a master GPU.
v hich generates a display output for the ent&re fnl&ne

'I'he foregoing description. tilr purposes of explanation,
used specific nomenclature to provides thorough understand-
in of the invention. However„ it will be apparent to one
slollcd in the art that spec&lic details arc uot rixpiired in order
to practice thc &m cnuon. Thus, tlm forcgoulg desvnpuons of
spccilic mnbod&ments ol'&hc ulvention are prcscntixi for pur-
poses of illustration and description. 'I'hey are not intended to
be exhaustive or to limit the invention to the precise for&ns
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disclosed. obviously. many modifications mid varmhons arc
possible in view of the above teachings 'I'he embodinients
were chosen and described in order to best explain the prin-
ciples of the invention and its practical applications. they
thereby enable others skilled in the art to best utilize the
invention and various embodiments with various modifica-
nons as arc suitixl to thc particular use contmnplatcd. It Is
intcndlxf that thc following claims imd lhcir cquivalcnls
dehne the scope of the invention

(9'hat is clainled is I i i

I A multi-clap graphics system for auainenting. pertilr-
mance of a graphics processor using a partial defective g aph-
ics processor, comprising

a first graphics processing unit (GPU) clup conligurixi as a
master CiPU clup. thc master GPU clup having a first scl I

of araphics stages including a first command module
stage to receive a graphics command string from a cen-
tral processing unit and in response generate a graphics
output„said master CIPU chip having a first version of a
processing stage having a first group ofparallel process- zo

ing units, said master G PU clup inc 1u dmg a 1irst interlink
llliCrfaCC:

a second graphics processing unit (IPU chip having a sec-
ond set of graphics stages identical to said first set of
araphica stages except that at least one stag@has a defect
that results ln said second CIPU chip not sntisf)in a
perfi&rmance criteria for perfomiing a full sequence of
steps for rendenng an image, thc second GPIJ clnp con-
ligured as u slave CiPU clup. Ihe slave GPI1 chip having
a second comniand module that is inoperative during so

normal use of the multi-chip graphics system. said slave
(iPU chip mcluding an operative second version of said
processing stage having a second group of parallel pro-
cessing uruts and a second interlink intedbce. said slave
GPU clup rcceivuig graphics data I'rom said master GPU ls
clup for parallel processing m said second roup of
parallel processing urn(a mid proccssmg said graphics
data in pamsllel on behalf of said master Cipll chip to
improve performance of said master CipU chip; and

said master CiPU chip and said slave CIPU chip packaged so
with a high bandwidth interlink for exchanging dnm and
conunands betw inn said master GPI I clup mid said slave
GPU chip, thc high bmidwldth interlulk havulg a sulfi-
clcnt bandwidth such that Bald second version of'md
pmcessing stage acts as an extension of said first version
of said processing stage,

the master CiPU chip conunanding the slave (JPU chip via
the high bandwidth link and utilizing said second ver-
sloll of said proccssulg stage lo lnclcBsc sill cffcctivc
number of parallel processin uiuts of said lira( version o

ol %lid proccsslllg stBgc Bcllllg ln parBlh:I to pliicess
data;

ivherein the slave (ipU chip extends the capability of only
a subset of stages in said master (.iPU chip.

3. The multi-chip graphics system ofclaim 1, wherein said s.
sv'stela pi lfoillls B shadlllg opcl ation ul pal ailcl uslllg B first
slmdcr stage in said master CJPU clup and a second shader
stage ul mud slave GPU chip

3 A multi-chip graphics system for augmenting perfor-
mance of a graphics processor using a partially defmtive io

raplucs processor. compnsing:
a first graphics processing unit (CIPIJ) chip receiving a

gl'a plliCS Coinlllaild S ill ilg lrolll B Ci'lllrBI pl iiCIBSlllg lillll
and generating a graplucs output, said lirsl GPIJ chip
including a lirst scl of graphics stages uicludulg a lirsl ss
stage for impleinentnlg a parallel pnlcessing operation
on graphics data received by said first stage;

a second gcaphics processing unit (GPU) clup havuig a
second set ofgraphics sts es identical to said first set of
graphics stages except that at least one stage has a defect
that results in said second (JPU chip not satisfying, a
performance criteria for performing a full sequence of
steps for renderin an image, the second CIPIJ chip
uicluding a alai c mode control module activatixi such
that saul sixond GPIJ clup ls conligured lo act as a slave
tn said first (IPU chip. said second (iPU chip including
a secnnd stage for perfornling said parallel processing
opemstion; and

an interlink conligurcxf lo send data and conunands lrom
said first stage ofsnid first GPU chip to said second stage
of said second CiPU chip and to return processed data
front said second slane of said second (ipU chip to said
first stage of said hrst Cipl.J chip the interhnk having, a
sufiicient bandwidth such that said second stage of said
second (JPU chip acts as an extension of said first stage
ol saul first GPU clnp.

wherein said graphics system is conhgured to pmcess said
graphics data in pamllel via said first stage and said
second stage with said second stage operating as an
extension of said first stage with said second CJPU chip
extending thc capability o fonly a subset of stages ul said
lirst GPU chip,

wherein the first (JPU clip commands the second CIPIJ
chip via the interlink and only the first CIPIJ chip
receives the conunand string from the centmsf processing
1.111th

4 The multi-chip graphics system ofclaim 3. wherein said
first CJPU ciup and said second CiPU chip are fabhcated from
the same design

5 The multi-clup graplncs system ofclaun 4, whereui said
first stage is a first shader stage having parallel shader pipe-
lines and said second stage is a second shader stage having
parallel shader pipelines.

6 The multi-clup graplncs system ofclaun 3, whereui said
lirst CiPU chip and smd second CJPU chip nrc packagixi par-
allel and in close proximity to each other with said mterlink
cmnp rising a plurality of conductive leads for communicating
signals between said first GPIJ chip and said second CIPIJ
clup.

7 'I'he multi-chip graphics system ofclaim 6. wherein said
first CIPU chip and said second CiPU chip are mounted to
opposed sides of a coreless substmste.

8 The nndti-clfip yaphics system ofclaim 6. wherein said
first CiPU chip and said second (JPU chip are mounted to each
other using three-dimensional packa in techniques.

9 The multi-chip graphics system of claim 3, wherein the
GPU is coupled only to said first CiPU chip such that the
graphics conunands arc reel ivcxl only by the first GPU chip
and a graplucs memory ls coupled to only said first GPU chip
and saul system is con1igurcxf lo utilize said graphics memury
as a unified inemnry for both said first (iPI.J chip and said
second (iPIJ chip.

10. A graplucs processing unit (CJPU) clup, compnsuig.
B Colnlllallii InodillC,
a set of paphics sta es incluihng a stage for performing a

processing operation capable of being performed in par-
allel;

a slave mode control module operative to configure the
CJPU clup to act as a slave CPU chip for a sclectcd subset
of graphics stages ui the event thut ai least one other
stage has a defi:ct that results In said GPU clup nol
satisfying a perfonnance criteria for perfornling a full
sequence of steps for rendenng an iniage;
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a mmuory interface for uitcrlbcui v;iih a ~aplucs

ntemory; and
mi interface conhgured to permit an interlink to be estab-

lished ivith another (IVU chip to exchange data and
conuuands;

said CIPU chip configured to have a corn(el operating
mode. a master mode, and 0 slave mode. whcrcui in said
normal operating mode saul GPU clup is opcrablc as an
individual processor. m said master mode said (IVU chip
utilizes said interlink to have said another GVU chip
perform said processing operation in parallel. and in said
sLave mode said CiPU chip receives data to be processed
in said stage on behalf of said another CIPU chip:

w barmn said CiPU clup is operable as an inilu xlual GPU clap
or as part of a mu1u-chip module with said smother GPU clup
and wherein in a multi-chip module the interlink has sutfi-
cient bandkvidth such that said slave (iVU chip acts as an
extension of said stage of said master with the master using
the slave to increase an effective number of parallel process-
in units in said stage acting in parallel to process data.

11. The CIPU chip of claim 10. whereat uaid sta e is a
slmilcr stage.

U. I'he GVU chip of claim 10, ivherein said interface
serializes output thats prior to transniission on said iilterhnk

15. I'he GVU chip of claim 10, ivherein said interface
deserializes input data received from said interlink.

14. The GPU chip of claim 10, wherein said CIPU chip is
peel aged with said another CiPU chip and one of said GPU
clup and said another CIPU clup operates as a slave and thc
other as a ntaster

15. A multi-chip graphics system for augmenting perfor-
mance of a graphics processor using a partially defective

raplucs processor. compnsing:
a first graphics processin unit (CiPU) chip for receiving a

gl'il pili ca coilllllailil sillilg Irolll 0 cclltral pl ticiuslllg illlli
anil generating a graplucs output, said Iirsi GPU chip
including a lirst sci of graphics sieges uiclutluig a lirsi
shader stage receiving graphics data to be shaded:

a second graphics processing unit GVU chip including a
second set of graphics stages including a second shader
stage. at least one of said second set of graphics stages

20

other than said second slmdcr stage having a dcl'cct diat
results in said second (IPU chip not satisfying a perfiir-
mance criteria for performing a fu1 I sequence 0 f steps fiir
rendering mi iniaue: and

said first CIPU chip and said second CIPU chip packs ed in
parallel to each other with leads for founing a hip(
bandwidth uitcrluik for sending data from said Iirs t GPU
clup to saul second GPU clap aud rctuming proccsscxt
data from said second (IVU chip to said hrst (IVU chip

ia the interlink havinu sufiicient bandwidth such that said
second shader stage of said second CIVI.J chip acts as an
extension of said first shader stage of said first CiPU chip;

wherein said first CIPU chip is conti ured as a master and
said second GPU clup is conligurcd as a slave. said
nuistcr allocaiuig a lirst portion ol'aid graplucs dais io
be shaded in said first shader sta e of said first (IVU chip
and a second portion of said graphics data to be shaded
in parallel using said second shader stage of said second
CIPU clip:

the master utilizing said second shader stage of said slave
to uicrcasc tm cffi:cuvc number ol'parallel shading units
of saul Iirst shader siageaciuig in parallel to process dais
the slave extendin the capability of only a subset of
stages in said master:

wherein the first GVU chip commands the second (IVU
chip via the high bandwidth interlink and only the Iirst
CiPU chip receives the graphics conmiand string from
illa cclliral proccsstllg 0111(

16. Thc multi-clup ~aptucs system of claim 15, wherein
ic only the first (IVU chip performs geometry processing.

17 I'he multi-chip raphics system of claim 16, wherein
the second (IPU chip is used only to augment shading per-
formance of the first CIPU chip.

Ig. The nudti-chip graphics system of claim 15, wherein
is only thc Iirsi GPU chip performs raster operations.

19. Thc multi-clap graphics system of claun 15, wherein
the second GPU clap docs noi have an opcraiivc geometry
pmcessing stage, does not have a raster opemtion stage. and
does not v rite data to a frame buffer
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