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A provisioning server automatically configures a virtual
machine (VM) according to user specifications and then
deploys the VM on a physical host. The user may either
choose froma list of pre-configured. ready-to-deploy VMs. or
he may select which hardware, operating system and appli-
cation(s) he would like the VM to have. The provisioning
server then configures the VM accordingly. il the desired
configuration is available. or it applies heuristics to configure
a VM that best matches the user’s request if it isn’t. The
invention also includes mechanisms for monitoring the status
of VMs and hosts, for migrating VMs between hosts, and for
creating a network of VMs.
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PROVISIONING OF COMPUTER SYSTEMS
USING VIRTUAL MACHINES

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates in general to the field of creating.
configuring and deploying computer systems with user-
specified features and in particular to an application of virtual
machine technology.

2. Description of the Related Art

Few users of modern computers have managed to avoid the
frustrations involved in configuring a new computer for use.
Of course, one way to minimize set-up problems is to buy a
“ready-made” computer with all software already loaded.
This solution is often far from optimal. especially for more
sophisticated users who may need a hardware and software
configuration that is not common and therefore not offered at
all. or only at unacceptable cost. Even for the normal user,
however, the “computer-in-a-box™ solution has the disadvan-
tage of inflexibility—once the “box” is delivered. every new
application and upgrade must be installed by the user.

Once a computer is configured. it must then also be man-
aged and administered it on an ongoing basis. The tasks of

configuration, management and administration are further 2

complicated by the fact that a typical multi-user environment
includes a large number of computers having a variety of
operating systems and applications running in them. Further-
more, the demands for specific configurations of operating
systems and applications often arise unpredictably. as they
are needed. Provisioned computers may, for example. be
needed for only a few minutes for some environments (for
example. in the classroom, for quality assurance testing, etc. ),
a few days (for example, running simulations, analyzing data,
etc.), or for longer periods (for example. in an I'T department).

One solution that has been made possible by the growth of
networks, especially the Internet. is “hosting,” in which pro-
viders remotely take care of installation. configuration and
maintenance not only of the physical machines and the Inter-
net connectivity, but also of the applications running on them.
This is advantageous for customers because it provides a
comprehensive service that allows the users to outsource their
application hosting and management needs.

A major component of the cost to the hosting providers
who offer such a service is the need to provision machines and
applications for new customers. A typical scenario of what
happens when a new customer requests the provisioning and
hosting service is that the customer logs onto the service
provider’s web site and. via a web browser, custom-config-
ures a server by specifying the operating system and applica-
tions. These specifications identify the machine configuration
that the hosting service provider needs to provision. Depend-
ing on the specifications. the provider will either need to
provision a new machine. or may satisfy the user’s request by

creating a replica, that is, an additional instance of an existing 5

machine. In either case. the service provider must find a
suitable unused physical machine. install the required com-
ponents. configure the machine, and install and configure the
selected applications. The service provider then powers on
the machine, whereupon further configuration of the machine
and applications is often required. The system is then finally
ready to be used by the customer. If there are other machines
that need to be configured, the whole process is repeated.
The process of provisioning new computers fora given task
has hitherto been very resource intensive, requiring much
human intervention. Although some aspects of the various
provisioning tasks can be automated, according to the prior
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art, the process is difficult to automate completely. This is
because, for example, the machines themselves must be
physically powered on and storage media such as CD-ROM
disks and floppy disks must be physically inserted in the
appropriate drives on the computer in order to install the
operating system and/or applications. Technologies do exist
to automate individual ones of these tasks, but it then becomes
increasingly difficult to manage all of the tasks together.
Examples or such existing technologies include the “Altiris
eXpress” system deployment and software management
products of Altiris, Inc., of Lindon, Utah: the “AppNstall™
product of StorageSoft, Inc., of Lousiville, Colo.: the “IBM
LANClient Control Manager” product of IBM Corp.: and the
“BladeFrame” technology of Egenera, Inc.

Moreover, some tasks, like remotely powering on of
machines. requires specialized hardware on the machines.
Examples of such systems include the PXE (“Preboot Execu-
tion Environment™) and “Wake on LAN™ systems of Intel
Corp. Another disadvantage is that a dedicated physical
machine must typically be provided for each user.

There are still other solutions, such as “server blades.”
which attempt to share hardware resources, logical partition-
ing. etc., but even these solutions require specialized systems:
note that a server blade is typically a single circuit board
populated with components such as processors, memory, and
network connections that are usually found on multiple
boards. One of many examples of this solution is the “RLX
ServerBlade 800i” made by RLX Technologies. Inc., of The
Woodlands, Tex. An example of a scalable, logically parti-
tionable server is the “Sun Enterprise 10000 Server” made by
Sun Microsystems, Inc., of Palo Alto, Calif. This of course is
usually both inefficient and expensive, since few users will
need all of the processing power of a network server. To
illustrate, consider the following major steps that are nor-
mally required for provisioning a new computer using the
prior art;

1) Assembling hardware: The first step is to assemble the
required hardware. Based on the requirements of the appli-
cations that need to run on the machine. the user specifies the
amount of memory that needs to be installed, the number of
disk drives and size of disk space required, the number of
network cards needed. the number of CPUs required, etc. A
system administrator then configures the hardware according
to these specifications.

2) Installing the operating system (OS): The system admin-
istrator installs the OS by inserting an installation CD into a
CD-ROM drive, which typically includes a “wizard™ that
guides the installer by presenting various questions to be
answered. This is followed by installing the required service
pack levels for the OS.

3) Installing applications: Any applications required by the
user are then installed and configured on the newly created
machine. This step is repeated for each application that is
needed.

If replicas of an existing computer are to be deployed to
meet the needs of the user. the system administrator follows
the following main steps:

1) The OS and the applications on the computer that is to be
replicated are copied using conventional disk imaging sofi-

1 ware. which creates an exact image of the bits on the com-

puter’s disk. This image represents the entire contents of the
disk, including the boot record, the boot sectors. the system
partition holding the OS and applications and data partitions.
if any. holding additional software and or data.

2) The hardware for the new computer is then assembled as
described above. Since 1t is assumed that the replica is to be
identical to the original computer. the requirements lor
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memory. the disk, etc., are simply taken from that computer.
which acts as the “model computer” from which the replicas
are derived.

3) The image created in the step 1 above is then installed on
the new computer, which may uvsually also be done using the
disk imaging software. Successful completion of this step
results in the new computer’s disk being an identical replica
of the disk of the model computer.

4) The newly created computer is then an exact replica of
the model computer. In order to function correctly in a net-
work sefting that includes the original as well. however, it
needs to be given its own unique identify. The system admin-
istrator therefore gives this machine a new identity by assign-
ing it a new hostname and a new [P address. Machines with
Microsofi Windows operating systems also require each
newly created machine to have a unique Security Identifier
(SID). The administrator assigns SIDs to the respective rep-
lica computers by running specific. known tools for that pur-
pose.

Another scenario where provisioning of computers is
required is a Quality Assurance (QA). or testing lab: A prod-
uct is typically tested against a very large set of configura-
tions, that is. combinations of operating systems. service
packs, patches and hot fixes. applications. etc. When a new

version of the produet to be tested is ready, a suite of tests is 2

run on it for each and every such configuration. Usually, this
is done by running the tests on small subsets of configurations
by installing each configuration subset on a respective. sepa-
rate computer. When a test completes, the current configura-
tion subset is un-installed from the respective computer and a
new subsel ol configurations is installed. This process is
repeated until the product has been tested against all the
configurations. This entire process is repeated the next time
the tests have to be run.

Testing products exist that automate the task of running
tests. The task of switching between computer configurations
remains, however, mostly a manual operation. Examples of
such products include the *TestDirector 71" made by Mercury
Interactive Corp. of Sunnyvale. Calif.; and the “Rational Test-
Manager” made by the Rational Software Corp. of Cupertino.
Calif.

Because of the large number of operating systems, each
with a number of service packs, patches and hot fixes, and the
large number of applications that a given product usually
needs to be tested against. the number of configurations to be
tested against can quickly grow into hundreds. Provisioning
computers for each test cycle for all these configurations
obviously requires significant time and human resources.

There are known variations on the above scheme that

attempt to improve the turn-around time between configura- 3

tion tests. One option, for example, is to maintain each con-
figuration in a removable disk and then to shutdown a
machine, swap the disks and boot the new configuration.
FEven this procedure is extremely resource- and personnel-

intensive. Note that the disks themselves must be stored and -

managed separately. Another option is to partition the disks in
the computers and to have each partition host a configuration.
This reduces the need for managing disks separately. but does
not reduce the time required to switch between configura-
tions, because the computer running one configuration must
be shut down and rebooted with another configuration. Not
only is this method also resource-intensive, but it also
requires a higher degree of skill in those involved.

From the perspective of hosting providers, or of those who
simply configure and deliver computer systems to user, what
is needed is therefore a system and method that allows them
to easily and flexibly configure the systems to be hosted or
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provided. with a potentially wide range of available options.
It should not be necessary to have a separate dedicated physi-
cal system for each user, and configuring systems should
ideally be fully automated. or at least more so than is now
possible. From the perspective of users, what is needed is
greater flexibility in choosing computer configurations. with
easy access to a wide range of options and with quick
response. This invention provides such a system and related
method of operation.

BRIEF DESCRIPTION OF THE DRAWINGS

F1G. 1is ablock diagram that shows the main hardware and
software components of a computer system that includes a
virtual machine, as well as the typical components of'a virtual
machine itself.

FIG. 2 illustrates the general principle of virtual machine
provisioning according to the invention.

FIGS. 3-6 illustrate certain components of a provisioning
server according to the preferred embodiment of the inven-
tion, namely. a virtual machine staging subsystem, a sub-
system that provides instantly-deployable virtual machines,
an application library, and a temporary usage area, respec-
tively.

FIG. 7 illustrates a method of creating a virtualized com-
puter system.

SUMMARY OF THE INVENTION

The invention includes a method and system implementa-
tion for creating a virtualized computer system based on input
information identifying a desired computer configuration,
The invention then automatically configures and deploys ona
physical host platform a virtual machine (VM) according to
the inputted information.

In a preferred embodiment of the invention, a plurality of
pre-configured VMs having different configurations are pre-
stored. A requester (which will usually be a human user but
may also be a computer program) then selects one of the
pre-configured VMs, which is then automatically prepared
for deployment.

In other embodiments of the invention, the requester speci-
fies various components of the desired VM, including the
characteristics of a desired operating system (OS), of a
desired hardware platform, of desired applications. or of any
combination of these components. The various components
available for selection are stored in a database.

Once a VM has been configured and deployed. note that it
will also be possible to alter its configuration, for example by
upgrading the software and/or hardware, installing different
applications, etc.

The invention also provides for heuristically selecting for
and configuring the VM the available. stored components that
best match the requester’s specifications if these cannot be
met exactly. Rather than specifying components, the
requester may instead (or in addition) specity desired perfor-
mance or functional goals for the VM.

In most embodiments of the invention. there is a plurality
of physical hosts on which VMs can be deployed. In this case,
according to another aspect of the preferred embodiment of
the invention, the status of the hosts is monitored and the host
on which a configured VM is to be deployed is selected
heuristically. A deployed VM may also be migrated from one
host to another based on the monitored status of the plurality
of hosts.

According to another embodiment of the invention. a vir-
tual machine-to-hardware interface, such as a virtual machine
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monitor (VMM), is installed on each of a plurality of hard-
ware hosts. Deployment of the VM is thereby made substan-
tially independent of the overall physical hardware configu-
ration. At least one of the hosts is then selected as the host for
actual VM deployment. Because each host plus interface
forms a separate physical host platform, the actual host may
be selected substantially arbitrarily. according to any given
criterion.

The invention also allows for creation of a network of
cooperating VMs. In this case, VMs are deployed on respec-
tive physical host platforms. At least two of the deployed
virtual machines have installed in them different, mutually
interacting applications.

One way to obtain information identifying the desired
computer configuration is to input an image of an existing
physical computer.

Rather than installing the configured VM directly on a
physical host platform, it is also possible according to the
invention to deploy the VM by copying information defining
the VM onto a machine-readable storage medium such as a
CD.

DETAILED DESCRIPTION

The invention enables users to configure, deploy and get
access 1o substantially “customized” computer systems. In
the preferred embodiment of the invention, this is done with
no need for human intervention. In broadest terms, the inven-
tion makes this possible by allowing the user either to select
one of a set of “model” virtual machines that are pre-built
with such components as virtual hardware, an operating sys-
tem and one or more applications, or (o specily desired com-
ponents that are then assembled into a virtual machine. The
chosen or specified virtual machine is then loaded onto a
physical platform such as a host server. The user can then use
the virtual machine as if it were a dedicated computer.

Because more than one virtual machine can normally be
installed on a single host server, and will be fully isolated
from other virtual machines installed on the same host. the
number of users who may have “dedicated™ systems is not
limited to the number of available physical servers. yet there
will be no loss of security. Moreover, thanks to the properties
of virtmal machines. each user’s provisioned virtual
machine(s) can be migrated to other hosts as needed, or even
exported for running on other servers or systems. including
the user’s own. in which case the numbers of virtual machines
and users is essentially unlimited. Before the specific novel
features of the different embodiments of the invention are
described, certain key concepts and structures are explained.

General System Configuration

FIG. 1 shows the main components of a computer system
that includes one or more virtual machines (VMs). The illus-
trated system includes an underlying system hardware plat-

form 100, system software 200, and a plurality of virtual s

machines (VMs) 300-1, . . .. 300-» that run on the system
software 200: the hardware platform 100 and the system
software 200 thus form a “host™ for the VMs.

As in most computers, two different types of data storage
are commonly provided: a system memory 112, typically
implemented using any of the various RAM technologies,
and a non-volatile storage medium such as one or more disks
114. FIG. 1 also shows that conventional peripheral devices
400 may be connected to run on the hardware 100 via the
system software 200. Note that the disk 114 itself. from the
perspective of the system hardware and software, is also a
“peripheral” device.
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The system hardware 100 includes one or more central
processors CPU(s) 110, which may be a single processor, or
Iwo or more cooperating processors in a known multiproces-
sor arrangement. As in other known systems, the hardware
includes, or is connected to, conventional registers. interrupt-
handling circuitry, etc. Any conventional network interface
device such as one or more cards 150 may also be included to
enable communication and data transfer with external sys-
tems via a network 700. The network 700 may be of any
known type. both publicly accessible networks such as the
Internet and proprietary networks, and may be either wired or
wireless or both.

The system software 200 either is or at least includes an
operating system (OS), shown in FIG. 1 as a “*host operating
system” HOS 220, which will include drivers 222 as needed
for controlling and communicating with the various devices
400 and. usually. for the disk 114 as well. Because this inven-
tion does not presuppose any particular host operating sys-
tem, and because the characteristics and functions of operat-
ing systems are so well known, the HOS 220 is not discussed
in greater detail. except insofar as it cooperates with the
components of the system unique to the invention.

Virtual Machines

As is well known in computer science, a virtual machine
(VM). which is sometimes also referred to as a “virtual com-
puter,” is a sofiware abstraction—a “virtualization™ —of an
actual physical computer system. Actual execution of instruc-
tions for the VM is ultimately carried out on the system
hardware 100, so that the VM may be considered to be a
“guest™ system running on the “host”™ platform, which
includes the system hardware and software 100, 200. Like
physical computers, cach VM will typically include one or
more virtual CPUs 310 (VPROC), a guest operating system
320 (which may, but need not. simply be a copy of a conven-
tional, commodity OS), virtual system memory 312
(VMEM). a virtual disk 314 (VDISK), optional virtual
peripheral devices 340 (VDEVICES) and drivers 322
(DRVS) for handling the virtual devices 340, all of which are
implemented in software to emulate the corresponding com-
ponents of an actual computer. Although the key components
ofonly one VM are illustrated in FIG. 1, the structure of other
VMs will be essentially identical.

Of course, most computers are intended to run various
applications, and VMSs are usually no exception. Conse-
quently, by way of example. FIG. 1 illustrates one or more
applications 360 installed to run at user level on the guest OS
320; any number of applications. including none at all. may
be loaded for running on the guest OS, limited only by the
requirements of the VM itself. Usually. no modifications of
any kind are needed in order to install applications ona VM as
opposed to on a “real” computer. If the VM is properly
designed. then the applications (that is. the user of the appli-
cations) will not “know™ that they are not running directly on
“real™ hardware. Of course, all of the applications and the
components of the VM are instructions and data stored in
memory, just as any other software.

The concept, design and operation of virtual machines are
well known in the field of computer science. One should keep
in mind, though, that because all of the components of a
virtual machine are software, or software constructs, a VM
can be defined completely by its code and state information.

Virtnal Machine Monitors

Some interface is usvally required between a VM and the
underlying host platform. in particular, between the VM and
the host OS 220, which is the “real” OS in the sense of being
either the native OS of the underlying physical computer, or
the OS or other system-level sofiware that handles actual /O
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operations, takes faults and interrupts. etc. As is mentioned
above, the host platform is responsible for actually executing
VM-issued instructions and transferring data to and from the
actual, physical memory 112 and storage devices 114. This
interface is often referred to as a “virtual machine monitor™
(VMM).

A VMM is usually a thin piece of software that runs
directly on top of the host and virtualizes all, or at least some
of, the resources of the machine, or at least of some machine.
In some systems, the VMM may even be included in the
system software itsell, or operate alongside it at system level.
In some conventional systems. VMMs run directly on the
underlying system hardware 100, and will thus act as the
“real” operating system for its associated VM. In other sys-
tems. such as the one shown in FIG. 1, the HOS 220 is
interposed as a software layer between VMMSs and the hard-
ware. Still other arrangements are possible. all of which may
be used in the invention. Regardless of which level the VMM
is implemented on, the interface exported to the respective
VM is the same as the hardware interface of the machine, or
at least of some predefined hardware platform. so that the
guest OS 320 vsually cannot determine the presence of the
VMM. The VMM also usually tracks and either forwards (to
the HOS 220) or itsell schedules and handles all requests by
its VM for machine resources as well as various faults and
interrupts. The general features of VMMs are known in the art
and are therefore not discussed in detail here.

In FIG. 1. VMMs 500-1. . . .. 500-n, are shown, acting as
interfaces for their respective attached VMs 300-1. . . . .
300-1n. It would also be possible to use a single VMM to act
as the interface to all VMs, although it will in many cases be
more difficult to switch between the different contexts of the
various VMs (for example, if different VMs use different
guest operating systems) than itis simply to include a separate
VMM for each VM. The important point is simply that some
well-defined, known interface should be provided between
each VM and the underlying system hardware 100 and sofi-
ware 200.

Because operation of the VM requires some form of inter-
face with the host platform, from the perspective of the sys-
tem designer the VM and VMM can be considered to form a
single cooperating system. although. as is mentioned above
the VMM is typically transparent to the VM. The important
point to keep in mind when it comes to this invention is that
the VM is structured and performs as a complete “real” com-
puter system, even though it is a software construct and
assumes an interface such as the VMM,

Each VMM will typically include other software compo-
nents such as device emulators 540 that emulate the charac-
teristics of respective physical devices. Such components.
and others such as an interrupt handler, etc., are common in
VMMs. but a description of these components is not neces-
sary to understanding this invention and is therefore not
included here: these components are well known in the art of
computer virtualization.

In conventional, non-virtualized systems. memory is usu-
ally partitioned into units such as “pages.” each of which has
a page number. The actual machine memory is addressed
using “machine page numbers™ (MPNs). whereas the operat-
ing system allocates and the processor generates pages of
“virtual memory.” identified by virtual page numbers
(VPNs). A memory mapping unit then translates VPNs to
MPNs. This single level of addressing indirection makes it
possible to easily relocate processes simply by changing the
appropriate mappings. These concepts are well known in the
art and are explained, for example, in the standard text “Com-
puter Organization and Design: The Hardware/Software
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Interface.” David A. Patterson and John L. Hennessey. Mor-
gan Kaufmann Publishers, ISBN 1-55860-428-6, 1998, pp.
579-93.

Virtualization introduces an extra level of addressing indi-
rection: The guest operating system allocates pages of virtual
memory, which are then mapped to “physical” pages (PPNs),
which the VM “believes™ are the same as actual machine
pages, but which in fact are an intermediate addressing struc-
ture. The VMM therefore usually includes a memory map-
ping module 512 to translate. that is, map. physical page
numbers to machine page numbers.

One advantage of this extra level of indirection is that each
VM can be isolated from all others. and from all sofiware
other than the VMM, which itsell’ will be transparent to the
VM: indeed. the user of a VM will often be completely
unaware the VM is not a “real” computer. Moreover, each VM
as a whole is therefore also relocatable to other systems as
long as these other systems have the same memory structure
and the appropriate mappings are established in the VMM.

Because of theisolation of VMs. components ranging from
applications 1o even the virtual processor 310 and guest OS
320 can therefore be added. deleted or modified with no effect
on any other VM. In the context of this invention, another
advantage is that each VM will operate essentially as a “self-
contained” computer completely within a virtual address
space that is defined by the VMM. As a result. a change in
mapping of physical addresses can be accomplished in a
manner that is transparent to the VM, and that does not require
modifications to either the guest OS 320 or to the underlying
host operating system HOS 220. As long as the VMM is
configured appropriately, any VM may therefore be migrated
freely. even to other hardware and software platforms. and
complete, exact images. that is. copies, of a VM may be
created. which will function exactly like the VM [rom which
they were copied.

In the following description of the invention, merely for the
sake of simplicity. only one VM/VMM pair is discussed. The
discussion applies equally. however, to all such VM/VMM
pairs that may be included in any given implementation of the
invention. Moreover, it will be assumed below that when a
VM is installed on a host. then a corresponding VMM is either
already installed on the host, or is included and installed
together with the VM.

Definition of Various Key Terms

Before proceeding with the description of the various
embodiments of the invention described below, it is helpful to
keep in mind the definitions of several terms that are used
throughout the description.

A “model virtual machine™ is a virtual machine (VM) that
contains a certain configuration of guest operating system
320, service pack, and applications 360, where the applica-
tions have been tested and are known to work correctly. A
model VM may be used to provision new VMs with the same
configuration.

“Staging” is the step of taking the model VM and stripping
ofT its identity (Security 1D in Microsoft Windows operating
systems. [P Address, etc.) and configuring it such that next
time it is booted, it runs a tool to assign a new identity (a new
SID, computer name, IP address. etc.), and to perform any
other setup required as per user requirements. A VM thus
prepared is referred to as a “staged VM.”

“Deployment” is the step of taking a staged VM. copying it
to a host machine and letting it configure with a new identity.
The process of deployment is complete when the virtual
machine is ready to be accessed and used by a user.
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“Cloning” is the step of copying the virtual machine con-
figuration file and disk images to a new host machine or to a
different location in the same host machine.

“Migration™ is the step of moving a virtual machine con-
figuration file and disk images from one host to another,
un-registering it at the original host and registering it at the
new host, such that the VM is operational on the new, target
host.

VM Provisioning General Architecture

FIG. 2 shows the main components of the preferred
embodiment of the invention. which allows VMs to be created
and provisioned by cloning one of a set of model VMs, or by
starting from scratch and installing an operating system, and
then installing and configuring additional software according
to user specifications. The invention provides the user with
three choices:

1) Clone an existing, pre-built model VM and configure a
few parameters. such as host name, IP address, etc.

2) Install an operating system and/or one or more applica-
tions to a VM created from scratch and then configure them.
Such a VM is referred to below as a “custom-built™ VM.

3) Instantly provision a VM by resuming it from a sus-
pended state. Such a VM is referred to below as a an “instant-
deploy” VM.

The main feature of the invention is a VM provisioning
server 800, which, like any conventional computer system,
will include system hardware, system software, devices. etc.
as needed; these are standard components of any computer
and are therefore not described in further detail. The term
“server” is used here in a loose sense to identify the set of
tasks it performs.

Although not necessary to this invention, each of the com-
ponents that comprise the server 800 could, for example,
actually reside on separate physical machines. Even in that
case, the separate machines are referred to here collectively as
the “provisioning server” 800. The computer(s) used to
implement the provisioning server 800 are thus whichever
computer system(s) are used to provide the VM provisioning
service according to the invention. In the preferred embodi-
ment of the invention, these machines are configured as a
network server. and conventional network server technology
may be used to implement it. The term “server” is not. how-
ever, intended to limit the invention to use with any particular
hardware platform.

One or more users 900 communicate with the provisioning
server 800 via their own respective computer systems and a
network 700, such as the Internet, or over any other known
channel. Users may be individuals, groups, service providers.

efc., in short, any person or entity who wants one or more 3

VMs to be created and deployed according to their specifica-
tions. A “user” could also be a software application or tool.
The provisioning server 800 in the preferred embodiment of
the invention includes a front-end presentation layer—a user

console 801 by means of which end users interact with the :

provisioning server to specify various input parameters. Soft-
ware applications acting as a user interact with the provision-
ing server using a well-defined programmatic interface (API).
which may be designed in a known manner. Another presen-
tation layer—an administration console 802—is preferably
also included, by means of which an administrator interacts
with the provisioning server to monitor the operational state
of the various computers, to maintain the database (see
below). etc.

The main idea of the invention is that a user who wants
access to a computer with specific configuration characteris-
tics interacts with the provisioning server 800, and, by means
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of the user console 801 (or via the network, using conven-
tional technology) selects components of the computer that
hewants to have. These components are the system hardware,
the system software (in particular. the OS), and one or more
applications (if any). The user thus specifies the hardware
characteristics of the desired machine, such as memory size.
number, type and size of disks, number of network cards, etc.
One such component is an operating system. In addition to
selecting a preferred operation system, the user will usually
also need to specily the desired OS configuration. for
example. hostname, 1P address. MAC address of the network
cards, etc. Finally, the user selects the additional applications
he wants to have installed on the machine, and submits the
request to the provisioning server.

Any conventional interface may be used in the nser console
801 to present the various options to the user and to submit the
selected options to the provisioning server. For example, for
pre-built VMs, a list of available staged VMs. along with a
description of their respective (virtual) hardware platform.
system software. and pre-installed applications (il any) could
be presented for display: the user may then select one of the
VMs from the list using known methods. In the case of cus-
tom-built VMs. pull-down menus or similar graphical input
devices may instead be included to allow separate specifica-
tion of VM components such as a hardware platform, OS, and
applications.

A heuristics engine 880 within the provisioning server then
takes this user input and applies heuristics/rules to select the
most appropriate VM from a library 830 of staged VMs. At
least one host computer 1000, 1001 is made available to the
provisioning server, and the heuristics engine 880 also selects
which host machine 1000, 1001 is most appropriate to pro-
vision and deploy the VM on. The heuristics engine 880 also
selects the applications from a library 850 of available appli-
cations to install in the newly created VM. The system
designer will be able to determine which heuristics/rules to
implement in the heuristics engine 880 using known design
criteria. Known expert systems, “intelligent assistants,” and
other knowledge-based systems and engines that can be
embedded in other products and loaded with domain knowl-
edge may be included in the heuristics engine 880 to imple-
ment the various decision functions.

The heuristics engine 880 preferably also applies rules to
validate user input for both correctness and consistency. For
example, it will check that the memory size is sufficient for
the requested operating system and the set of applications. If
the user-entered parameters cannot be implemented as input,
then the heuristics engine preferably also applies known rules
to suggest changes.

In FIG. 2. By way of example. two VMs—VMx and
VMy—are shown as having been deployed, that is, installed
for running. on host 1000. Note that. just as in the standard
configuration of FIG. 1, any number of VMs may be deployed
and loaded on a single host, limited only by the capacity of the
host itself. Similarly, in FIG. 2, only two hosts 1000, 1001 are
shown merely for the sake of simplicity. Any number of host
systems may be included: indeed, in the case where the hosts
are external to the system according to the invention and are
controlled by or designated by the users. the number of pos-
sible hosts is essentially unlimited.

Before starting the process of provisioning, the provision-
ing server preferably creates a temporary usage area 860 for
the provisioning request that holds the user input as well as
the various temporary data needed while the provisioning
task is in progress. Finally, the provisioning server initiates a
new transaction using a task manager 820, which returns a
task identifier (task D) to the user.
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In a prototype of the invention, the entire process of pro-
visioning a new machine for the user could take anywhere
from a few seconds. for instant-deploy VMs, to a few minutes
in case of pre-built VMs and possibly even hours in the case
of custom-built VMs. While waiting. the user can query the
provisioning server via the user console 801 with the task 1D
to find out the progress of the task. The status returned is, for
example. the stage the provisioning task is in and, if possible,
the percent of the stage completed: whether a failure has
occurred and, if so. a failure message. elc.

In the preferred embodiment of the invention, the user is
given some choice about how the provisioned VM’s virtual
hardware, system software. and applications are selected.
Each such VM is therefore at least partially customized. If the
user’s configuration preferences cannot be matched exactly,
then the heuristics engine 880 suggests the best available
match by applying a database of heuristic rules about prop-
erties of VMs, available applications and operating systems,
virtualized devices, etc.

According to an alternative “instant-deployment™ embodi-
ment of the invention. the user selects one of a plurality of
fully configured VMs, which are stored in a library 840 of
instant deployment VMs and are kept in a suspended state
until deployed. The provisioning server then selects an appro-

priate host 1000, 1001 on which to provision the VM, copies 2

the necessary data on that host, and resumes the execution of
the VM on the new host. The VM is thus instantly available to
the user for use. Whereas configuring a VM based on a selec-
tion of components may take a few minutes, the process of
provisioning a new, pre-configured VM takes only a few
seconds and the user can start using it almost instantaneously.
Since the host servers have to have a hardware configuration
identical to that where the VM was suspended, the heuristics
engine will select the appropriate host server to deploy the
VM on.

Different choices for virtual hardware, system software,
and applications may be stored in respective libraries using
any known data structures. For example, one such library
could contain the code of different operating systems such as
Linux Red Hat, Windows 2000, Windows Me, etc., and/or
different versions or releases of a single operating system, as
well as other system software such as drivers, etc. By offering
even older, legacy operating systems as options. users could,
for example, test a newly designed application for backwards
compatibility, with no need to reconfigure their own physical
machines or to configure a dedicated physical machine. In the
preferred embodiment of the invention, the operating systems
are pre-installed in virtual machines, which are then stored as
staged-VMs ready for deployment.

Another library (such as library 850) could contain code 3

for any collection of the myriad of existing applications, from
web servers, database servers, spreadsheets and word-pro-
cessing programs, to games and browsers. Still another
library could contain the code for various virtualized system

hardware components such as processors, memory devices. s

etc., and vet another library could contain the virtualization
code for hardware devices such as graphics cards. disks.
network interface devices. etc.

Presenting a set ol available operating systems, applica-
tions, virtualized hardware, etc., for the user to select from has
the advantage that the properties of the presented components
will be known and compatibility can be assured. Especially in
the case of applications, however, for which installation into
a VM is well understood and straightforward, it would also be
possible to allow the user himself to upload to the provision-
ing server one or more applications he wishes the provision-
ing server to install in a provisioned VM. or to include in the
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application library for use by others. Alternatively. the user
could designate a network address from which the provision-
ing server itself could upload the application(s). Such upload-
ing ofapplications should of course follow a well-defined and
preferably standardized protocol. Assume, forexample. that a
user has developed a software application. but wishes to test
it for backwards compatibility with a legacy operating sys-
tem. The user could then select that desired legacy OS, but
then direct the provisioning server to install the application to
be tested. for example, by selecting a choice such as “other”
or “user-selected” from the menu item for “Applications™
displayed on the console 801.

The procedure for building a model VM from selected
components will typically not be simply a matter of storing
the components in the same place. For example, many appli-
cations have settings and parameters that depend on the oper-
ating system they will be running on, and an operating system
will have parameters that depend on which processor it is
installed on. One way to overcome these complications is to
store in the library 850 different copies of applications, with
different settings for the different possible operating systems.
different copies of operating systems configured for different
processors, efc.

It is possible that the user does not know just how he wants
a VM to be configured, or that he wishes the VM to include
one or more components that the library 830 does not have.
Thus, neither a ready-assembled, “stock™ VM nor a user-
configured, custom-built VM is available that exactly
matches the user’s preferred specifications. In yet another
alternative embodiment of the invention, the heuristics engine
880 inputs information about the user’s intended tasks and
performance specifications and/or even functional goals and
then suggests an entire VM that implements these in some
optimal sense. For example, a user could indicate that he
wants the system according to the invention to build a (vir-
tual) web server running a Window OS that can handle 2000
requests (“hits™) per second, and the heuristics engine 880
will pass parameters to other components such that they will
build a VM having the desired characteristics.

In the preferred embodiment of the invention, hosting is
provided to users by the same entity that controls the provi-
sioning server 800. In this embodiment, hosting is preferably
provided using a bank or “farm” of servers, each forming one
of the hosts. Users then access the hosts as they would any
other servers and interact with the respective deployed VM
via the network in a conventional manner. One advantage of
including the hosts within the overall provisioning system is
that the system administrator can ensure that staged and
deployed VMs are operating properly. This embodiment of
the invention therefore provides the same function as conven-
tional hosting, but with much greater flexibility, no need for
human intervention to configure, install and maintain the
user-selected “computer,” no need to physically power on a
computer, and, assuming sufficient server capacity, no need to
install additional physical equipment in order to increase the
number of hosted systems.

Moreover, the concern that a hosting server might fail is
also reduced, because the VMs deployed on any malfunction-
ing server (depending on the malfunction, of course), orona
server that is due for maintenance. can be migrated to another
host server. Easy migration also means that VMs can be
deployed to hosts with the greatest current available capacity.
For example, in FIG. 2, virtual machine VMy is shown as
having been migrated (or copied) from host 1000 to host
1001. Information about the current state of the different
hosts is preferably input dynamically into a database or other
data structure in the heuristics engine 880. Host state infor-
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mation can then be used to suggest components, as well as the
properties of VMs that need to be matched with user requests
and any static rules pre-defined by the system administrator.
The heuristics engine may then also efficiently direct deploy-
ment and migration in order to balance the load on the differ-
ent available hosts, for example by deploying a selected.
staged VM to the host whose processor currently has the most
available cycles.

If automated VM provisioning is not required or desired in
a given case, as FI1G. 2 illustrates. a staged VM could also be
delivered to a user in the form of a storage device such as a
CD. DVD or tape 1002, which the user can then load into his
own chosen computer system in the conventional manner.
The staged VM could also be delivered to the user via a
network such as the Internet. using any known transfer pro-
tocol.

As is mentioned above, a VMM is typically included for
each VM in order to act as its software interface with the
underlying host system. In the preferred embodiment of the
invention. a VMM is already pre-installed on each host 1000,
1001 so as to ensure compatibility and proper configuration.
Several products are available from VMware, Inc. of Palo
Alto, Calif.. that configure conventional computers, both
stand-alone desktop computers and multi-user servers, to
load and run multiple VMs. It would also be possible, how-
ever. for a corresponding VMM to be included along with
each staged VM, as long as the characteristics of the host on
which the VM is to be installed are known. An advantage of
pre-installing a VMM, without a VM, on a plurality of hosts.
such as hosts 1000, 1001. 1003. is that it will then be possible
to deploy a given VM on any arbitrary one (or more) of these
hosts. Morcover, as long as the VMM on cach host exports a
known hardware interface to the VM deployed on it, then VM
deployment will be substantially independent of the actual
physical hardware configuration.

Once a VM is deployed on a host, it may be started (“pow-
ered on”) in any conventional manner, either by the provi-
sioning server remotely, or by the user himself. Note that
powering ona VM does not normally involve a manual action,
but rather can be carried out through a software procedure.
Since a VM operates as a “regular” computer, the user may
then also load other applications into the deployed VM and
run them as any other.

The deployed VMs can be monitored regularly so that any
unexpected event, like the crash of the operating system in the
VM. can be reported to the user or administrator. Also, main-
tenance tasks like upgrade of software and hardware (for
example, activating a different number of processors,
memory chips, efc.) installation of service packs or hot fixes.
detection of virus, etc., can be run by the administrative
component of the provisioning server. Hosts can be moni-
tored for load and if the load crosses a threshold, the admin-
istrator can be alerted and/or actions can be taken such as
migrating VMs to a lightly loaded server. For example, in

FIG. 2, virtual machine VMy is shown as having been :

migrated (or copied) from host 1000 to host 1001.

COMPONENTS OF THE PREFERRED
EMBODIMENT OF THE INVENTION

The description above gives a general overview of the
workings of the invention. In the following sections, the indi-
vidual components of the provisioning server in the preferred
embodiment of the invention are described in detail.

User Console 801

The user console is preferably a web server, with which the
user interacts with any conventional web browser. When the

IPR2020-01582 (Netflix, Inc. v.

i

10

30

35

40

45

50

60

14

user logs in to the provisioning server, he can either chose to
custom-provision a VM or can select any pre-configured.
instantly deployable VM in the library 840.

In order to provision an instantly deployable VM. the con-
sole 801 need present only a single dialog to the user (al-
though more may of course be included as needed). This VM
configuration selection dialog may be as simple as a drop-
down list of available VM configurations. A brief description
of the operating system, service pack and set of applications
installed in each instantly deployable VM is preferably also
included. and known technigues may be implemented to
enable the user to view additional details of any of the con-
figurations. When the user selects a configuration, the heuris-
tics engine 880 applies the heuristics and rules to determine
the best host, and provisions the VM on that host. The user can
then access the newly created VM via any known remote
access sofiware, such as the remote console software avail-
able from VMware, Inc.. of Palo Alto, Calit.

In order to provision a pre-built VM, the console 801 pref-

1 erably presents a dialog to the user to select the model VM to

provision and allows the user to specify additional configu-
ration parameters such as the host name, IP address, etc. The
user may also be presented with an optional dialog where he
can query the details of the model VM. such as its OS, appli-
cations. etc.).

In order to provision a custom-built VM, the console 801
preferably presents three primary dialogs for the user as fol-
lows, relating to hardware selection. OS selection, and appli-
cation selection:

1) Hardware Selection Dialog

The user specifies the various (virtual) hardware compo-
nents of a VM in order for the provisioning scrver to be able
to create the VM. The various parameters that the user will
normally need to specify are:

a) The main memory (RAM) of the VM. The user prefer-

ably specifies both minimum and maximum amounts.
The amount of memory required will depend on the
application(s) that the user desires to run and the typical
workload. The desired amount will be sufficient to run
the workload efficiently; the minimum amount will be
that which is required for the workload to run at all. The
provisioning server will try to provision a VM with the
desired amount of memory. However, in case it is not
able to, it will try to provision a VM with less as long as
it is greater than the minimum required. Note that one of
the heuristics and rules included in the engine 880 may
be a database of the minimum and recommended
amounts of RAM for the different OSs and applications
available for provisioning.

b) The disks of the VM. The VM created by the provision-
ing server will contain a (virtual) disk that has the OS
and selected applications installed. If the user wants
additional disks for the VM, he specifies the number of
disks wanted, as well as the type (for example, SCSI or
IDE) and the size of each disk. The user can also specify
the amount of data he expects these disks to contain, that
is, the actual size of these disks. The provisioning server
will then, as before, try to allocate the most appropriate
host to provision the new VM on such that the disks can
grow as needed to their maximum sizes. In case no such
host is found, the provisioning server (in particular, the
heuristics engine 880) selects the best host that has
enough storage space to host the disks with expected
amount of data.

c¢) Networking. The preferred system configuration is such
that all hosts 1000, 1001, etc. are connected by a local
area network (LAN), which allows for easy communi-
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cation, and VM deployment and migration. The VM
created by the provisioning server is therefore prefer-
ably provided with one network card in a bridged mode.
The VM thus also becomes available on the LAN as a
machine that can be reached from any other machine in
the LLAN and the VM can reach any other machine in the
LAN. The user can request the provisioning server to
configure additional network cards and/or change the
networking to be host-only. The advantage of configur-
g the VM with host-only networking is that the VM
then is not accessible on the LAN. so other machines in
the LAN cannot get to it. This might be a desired feature
for example, for short-lived machines which do not need
1o participate in the network.

2) OS Selection Dialog

The next step is for the user to select the operating system
and, il needed, the service pack level desired. The user con-
sole 801 therefore presents the user with a drop-down list of
available OS and service pack combinations and the user
selects one. Information about the available OSs and service
packs may be stored, for example. in database 890.

3) Application Selection Dialog

After the VM virtual hardware and OS have been selected,
the user then selects the applications he wants installed in the
VM. The list of available applications preselited to the user
will depend on the selected OS—only applications that are
able to run on the selected OS are presented. The user can
select any number of applications or none at all.

When the user has finished making the above selections. he
submits the request to the provisioning engine 810, which
creates a new VM by the process described below. As soon as
the process is initiated. a new transaction is started in the task
manager 820 and the user is returned a task 1D. The user can
then query the status of the task or can abort the task before it
completes. When the task completes successfully, the VM
will have been created and the user is so informed. for
example, via the browser from which he submitted the
request, or by email. The user can then access the VM using
remote access software.

VM Staging 830—FIG. 3

See FIG. 3. This component of the provisioning server
contains model VMs that have been prepared for deployment.
In the preferred embodiment of the invention, pre-built VMs
will be stored with their operating systems and applications
installed, whereas custom-built VMs will be stored with just
their operating systems installed. In FIG. 3, a single, staged.
deployable VM is illustrated: as indicated by the ellipsis,
however, any number of deployable VMs may be staged.
Preparation is a two-step process, namely, creation of the
model VM and then staging of this VM:

1) In the first step, a model VM is created and the necessary
OS and applications are installed in it. FIG. 2 illustrates
various options involved in installing the OS and applications
in the VM after it is created from scratch.

a) Installation from an install CD 895 or ISO image. This is

the most common way of installing an OS in a VM. The
user (or administrator) inserts the CD 895 in the conven-
tional CD-ROM drive of the VM staging server 830 and
powers on the VM. Afier installing the OS, the user (or
administrator) inserts the CDs for the desired applica-
tions and installs them as normal.

b) Installation from a disk image 896. Especially in the area
of quality assurance and testing, users often have a
library of disk drive images that they use to deploy
physical machines. See, for example, the “Ghost 7.5"
technology of Symantec Corp. of Cupertino, Calif.
According to the invention, the model VM can also be
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created from one of these images. One other advantage
of this procedure is that the VM thus created from the
ghost image of the physical machine will be a working
replica of the machine and can therefore function as a
backup clone. The client-side of the disk imaging sofi-
ware is run ina newly created VM, typically using a boot
floppy. whose software downloads the disk image and
installs it on the VM’s virtual disk. Since the hardware
configuration registered in the disk image is very likely
different than the hardware configuration of the VM. the
disk may have to be “repaired” after the disk image is
installed.

Typically, the hardware abstraction layer (HAL) and the
kernel of the operating system need to be replaced with the
versions appropriate for the VM’s virtual hardware. Simi-
larly. device drivers for devices that are different in VMs need
1o be replaced as well. Forexample. the device driver software
for the disk in the VM will typically need to be installed and
configured. Such repair may be carried out in the staging

1 server using known technigues.

¢) Import of a physical machine 897. A variant of the
method of installation from a disk image is to create the
disk image by extracting the disk image of an existing
physical machine 897. The image may then be installed
in the VM's virtual disk. As in the case of installation
from a disk image, the virtual machine disk may need to
be repaired (as discussed above) after the image is
installed. Disk image extraction may be done using
known techniques.

2) Afier the model VM is created as described above, it is
then prepared for being staged for deployment. This in tum
involves two steps. First, install software is included within
the VM to assist in provisioning. The task of this software
(shown as the VM launch software module 833) is to config-
ure the operating system parameters such as the computer
name, [P address. etc.. to establish a connection (a shared
folder, for example) to the server hosting the temporary usage
area 860, and to start the application installation process (if
necessary). Second. software tools loaded in the model VM
are then executed to strip off the computer’s identity (in case
of Microsolt Windows, the security identifier) and to sched-
ule to run the launch software 833 the next time the VM boots.

After the above steps are completed, the guest operating
system in the VM is shut down and the VM is powered down
(for the VM, a sofiware procedure). This VM is then ready to
be deployed and is stored as one of the staged VMs 830. This
VM may then also be added to the database 890. For each
VM, the data sets kept in the VM staging server 830 are
illustrated in FIG. 3 and are as follows:

1) The VM configuration (“config”) file 831.

2) VM disk files 832.

3) A launch sofiware module 833. which is installed inside
the VM and resides on the disk 832.

4) A template VM configuration floppy image 834, which
is used by a provisioning engine 810 at the time of deploy-
ment to provide the data to the VM launch sofiware 833 at the
time of boot to enable the VM to configure itself according to
externally specified parameters. This is discussed in more
detail below.

5) A software module 835 lor creating a floppy image
starting from the template floppy image 834 and customized
according to the user input. This is also discussed in more
detail below.

In the preferred embodiment of the invention. the disks of
the VM are configured in an hierarchical fashion and are
stored in a shared storage area accessible [rom the staging
server as well as the host servers where the VIMs are deployed.
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The disks are configured using known REDO log technology.
where a disk may have a REDO log associated with it, the
REDO log may itself have another REDO log, and so on. The
hierarchy thus forms “layers™ where the base disk is at the
innermost layer and the REDO logs are at the outer layers.
When the OS attempts to read a disk sector. it is served from
the outermost layer if the sector is present there. If not. inner
layers are queried until the sector is fetched from the inner-
most layer or the base disk. When the operating system writes
a disk sector, it is written to the outermost layer. Thus, all
layers except the outermost are immutable, and can be shared
by more than one VM.

There are three possibilities of disk layout for provisioning
a VM:

1) Only the outermost layer is cloned for the newly created
VM and all other layers are shared with other VMSs. This
results in a fast provisioning process. since the disk layer that
needs to be copied is typically small in size.

2) No layers are shared and the entire disk is copied for the
new VM., This results ina slow provisioning process. but may
be necessary in environments that do not have a shared stor-
age network.

3) As a combination of the two techniques above, the entire
disk may be copied to a host server: however, the VMs on that
host server may share the disk’s inner layers as in option 1
above. This results in fast provisioning of subsequent VMs
afier the first one has been deployed on a host server, even in
the absence of a shared storage network.

Instantly-Deployable VMs 840—F1G. 4

This component of the provisioning server 800 contains
fully configured VMs that are suspended and are ready to be
instantly deploved. In the preferred embodiment of the inven-
tion, these ready-to-deploy VMs (one of which is indicated
with reference number 846) are created as follows. First, a
new VM is created according to the steps outlined above in the
section on VM Staging. User accounts are then created in the
VM and include user names and passwords that the users can
use when accessing the VM. The VM’s guest OS 320 is then
shut down and the VM’s virtual disk 314 is switched to a
non-persistent mode. The VM is then powered on again (once
again, a software procedure) and, when it is fully booted, it is
suspended. A virtual disk file 841 is preferably stored in a
network share folder so that it is accessible from any machine
inthe LAN.A REDO log file 843, as well as a suspend-to-disk
image file 844 and a VM config file 842 are then preferably
also stored as part of'the instant-deploy VM 846. The VM will
then be ready to be deployed (see the deployment section
below). and may also be added to the database 890.

In an alternative embodiment of the invention, the REDO
log file 843 and the suspend-to-disk image file 844 are created
by suspending the VM on the host server the first time it is
deployed there. This involves copying the config file, power-

ing on the VM and, when the operating system is booted, -

suspending it. The subsequent deployment of the VM on the
host server can then use the REDO log and the suspend-to-
disk image file local to the host server. This process is useful
when there are differences in hardware between the host
server and the provisioning server such that a VM suspended
on one machine may not be successfully resumed on another.

Instant-deploy VMSs are especially attractive in situations
where VMs are very short-lived. Typical scenarios are found
in the testing and QA environment, where the VM is provi-
sioned to run a set of tests and is then discarded. Another
example is a demo environment, where the VM is required
only to run a demo.
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Database 890

The database 890 (see FIG. 2) is a central repository of data
required by the various components of the provisioning
server. In the preferred embodiment of the invention. this
database includes the following information:

1) Instantly deployable VMs: This is a data structure
indexed by the name of the VM configuration, and contains
the following fields:

a) Name of the configuration (primary key)

b) Operating system

¢) Service pack level for the OS

d) List of applications available

e) List of users configured with accounts on the machine

) Location of the VM in the instantly-deployable VMs

repository 840.

2) Staging VMs: This data structure is required for provi-
sioning pre-built or custom-built VMs and contains the fol-
lowing fields:

a) Operating system name (primary key)

b) Service pack level for the operating system

c¢) List of applications available in the VM

d) List of users configured with accounts on this VM

) Location of the VM in the VM staging repository 830.

3) Applications: This data structure keeps information
about the applications available for installation in a custom-
built VM and has, for example, the following fields:

a) Name of the application (primary key)

b) List of operating systems it runs on

¢) Location of the application sofiware in the application

library 850

d) Information on hardware properties it needs, such as

minimum CPU, memory, disk space. etc.

4) Host servers: This data structure keeps information
about the hosts available to deploy VMs on, and has the
following fields:

a) Name of the host (primary key)

b) Number of VMs deployed on the server

¢) Hardware configuration of the host (memory size, disk

space, elc.)

d) Other information required by the heuristic engine to

make decision on deployment.

5) Users: This data structure keeps information about the
users authorized to access the provisioning server and the
deployed VIMs, and has the following keys: 20% a) User name
(primary key)

b) Authorization level (administrator, can provision a VM,

can only access a deployed VM, etc.)

¢) Usage statistics (number of times the user provisioned a

VM, amount of time the user accessed deploved VMs.
etc.)

The user console consults the database 890 to present the
user with the choices of VM configuration, operating system
and/or application when they are to specify their choices for
custom-built VMs.

Applications Library 850—FIG. 5§

The applications library 850 is a repository of the software
and data needed to install an application 856 in a VM. Since
the applications are installed by the provisioning engine 810
during deployment phase (see below), they are installed unat-
tended, that is, without any human intervention. Application
vendors typically provide ways to install their applications
unattended. The common procedure for unattended installa-
tion involves running an executable installation file 851 that
takes input from a text file, called an “answer file.” that
specifies the parameters for installation for that application
(for example. the folder to install it in) and the installation

Netflix, Inc. - Ex. 1004, Page 000016
Avago Technologies International Sales PTE. Limited)



US 7,577,722 Bl

19

files/data 853 that need to be copied to the machine (here,
virtual machine) that the application is to be installed on.

The application library 850 preferably contains an addi-
tional software module (shown in FIG. 5§ as an “application
install configuration software™ module 854) that configures
the answer file starting from a template answer file 852
according to the preferences of each user. For example, appli-
cations typically have a user who is registered to use that
application, a product license key that needs to be specified
for installation of the application, ete. The module 854 thus
inputs user parameters from the provisioning engine 810,
constructs an answer file tailored for that specific user. and
writes a copy of this custom answer file (shown as block 864
in FIG. 6) into the temporary usage area 860 for this provi-
sioning session. It also writes the commands that need to be
executed to install this application into a portion of the tem-
porary usage area 860 shown in FI1G. 6 as “application instal-
lation software™ block 862.

Temporary Usage Area 860—FI1G. 6

During the provisioning session, the provisioning server
preferably keeps information about the session in a temporary
data storage area 860. In particular, for each VM in the pro-
cess of being provisioned, a corresponding storage space 866
is preferably provided. The data in this component may be
discarded after the session is completed.

When the user enters his choices for hardware, operating
system, applications. etc., for the VM to be provisioned, this
is kept in a data structure shown in FIG. 6 as a “user choices™
module 863. The preferred way ol representing the user input
is in the XML format, because it is in widespread use, is
well-standardized and very extensible: moreover, good data
parsers are available for this format.

When the provisioning engine 810 deploys a VM on a host.
such as host 1000, the VM is powered on and its guest OS is
booted. As noted above, before being powered on, the VM
will be in a state such that it may execute the configuration
software to give the new VM its own identity. The data for this
software is specified inan answer file for the operating system
configuration. This answer file is preferably written into a
floppy image. which the provisioning engine makes available
to the VM before it powers it on. The configuration software
in the VM then looks for the answer file inside this floppy
image. This custom floppy image is shown in FIG. 6 as a*VM
config floppy image™ 861 and is maintained in the temporary
usage area 860.

The custom floppy image for the user is constructed from
the template VM conlfig floppy image 834 (FIG. 3), which is
present along with the VM in the VM staging server 830. In
the preferred embodiment of the invention, the provisioning
server performs the following steps to construct the custom
floppy image:

1) The template floppy image 834 is copied over to the
temporary usage area 860 as the “VM config floppy image™
file 861.

2) The provisioning server loads the floppy image on the
file system. There are several known ways to do this. depend-
ing on the operating system of the provisioning server. For
example, in servers whose OS is Linux, this can be done by
mounting the floppy image with file system type msdos and
using the loopback mechanism. Similar mechanisms exist for
Microsoft Windows OSs.

3) The provisioning server runs the floppy image configu-
ration software 835 using the answer file residing inside the
floppy image. The configuration software thus takes user
input (such as registered user name, product license key.
computer hostname, [P address, etc.) and modifies the appro-
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priate fields in the answer file, or adds new fields in it, to
produce the custom-tailored answer file for the user.

4) The floppy image is unloaded from the file system. In
Linux-based systems, for example, this is done by unmount-
ing the floppy image.

5)The VM config floppy image 861 in the temporary usage
area thus constructed is a custom-tailored floppy image for
the specific user for this provisioning session.

In an alternate embodiment of the invention, a communi-
cation mechanism between the host server and the launch
software 833 residing in the VM 1s used to communicate the
user parameters, instead of the answer file being created on a
floppy. The launch software uses this data to construct an
answer file or to configure the operating system parameters in
the guest OS.

The temporary usage area 866 is also used to install addi-
tional applications in a custom-built VM. As explained above,
in the discussion of the applications library. application install
software is copied to the temporary usage area (shown as 862)

1 and the custom answer file for the application is also written

into the temporary usage area (864). The VM launch software
833 then establishes a connection (a shared folder, for
example) with the temporary usage area on the host server
and executes the application install software 862. This sofi-
ware lakes the answer file data 864 and installs the applica-
tions in the VM. In this embodiment of the invention, the
temporary usage area 860 will reside on the host server where
the VM is being deployed. The provisioning engine creates
the appropriate folders or directories to hold the temporary
usage at the beginning of a provisioning session.

Heuristics/Rules Engine 880

When the user has provided to the provisioning server his
choices of hardware, system software (such as the OS), and
applications, the provisioning server passes this information
to the heuristics/rules engine 880, which then matches the
information against the database 890 to select the appropriate
host and the VM hardware configuration. As its name implies,
the heuristics/rules engine implements heuristics, which may
be determined using normal design methods. but which may
vary from implementation to implementation. A sample algo-
rithm. used in a prototype of the invention. that the heuristics
engine follows is as follows:

1) If Operating System O1 is selected, then at least M
amount of memory and D amount of disk space is required in
the VM.

2) For each application selected. add the application’s
required memory and disk space.

3) Increase the memory and disk space calculated by a
heuristically determined factor depending on the OS and
applications selected.

4) If the required memory or disk space is higher than the
user-specified amounts, recommend to the user the amount
determined.

5) Scan the list of available host machines 1000, 1001, etc..
and determine the one with enough memory and disk space to
host the VM about to be created. This may be done, for
example. by querying the host via an API provided to manage
VMs.

6) Request the host (using the API) to reserve the amount of
memory and disk space required.

7) Return the configuration of the host and of the VM’s
requested hardware to the provisioning server.

Task Manager 820

The job of the task manager is to monitor and manage the
entire provisioning session. When the user submits a request
to provision a new VM. the provisioning engine requests that
anew task be created. and the task manager 820 returns a task
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ID that identifies the task. This task ID is preferably also
returned to the user. The user can then perform various opera-
tions via the user console 801. One such operation is to submit
a query concerning the status of the task. The task manager in
turn, using known methods, then queries the provisioning
engine, which determines the stage where the provisioning
process is at, and, if possible. the percent of completion of that
stage.

Anotheroperation is to abort a given task, in which case the
task manager directs the provisioning engine 810 to halt the
given task. The provisioning engine then aborts the process
running the task and reverts the state of the host machine by
removing any files that were copied to both the host and the
temporary usage area. It also releases the memory and disk
space resources held on the host.

If an unrecoverable error occurs during any of the provi-
sioning operations the provisioning process can request the
task manager to abort the given task, which will then clean up
the intermediate state, which may also be done using known
methods. This provides a transaction semantic to the provi-
sioning operation—either the entire process completes suc-
cessfully or it fails, in which case the state of the system is
essentially restored as if the provisioning process never
started.

Provisioning Engine 810

The provisioning engine is the component that ties together
the various components described above. The provisioning
engine preferably takes each user request and runs the corre-
sponding provisioning operation as a separate process. An
algorithm vsed in a prototype of the invention for provision-
ing a fully configurable (custom-built) VM is as follows:

1) Get a new task 1D from the task manager 820.

2) Call the heuristics engine 880, to determine the VM’s
hardware configuration and the host to deploy on.

3) If the heuristics engine returns an error, call the task
manager to abort this task and inform the user about the error,
or invoke and implement some other rule base to suggest
action.

4) Create a new temporary usage area 860 for this task on
the host server.

5) Store the user input in the user input (choices) file 863 in
the temporary usage area.

6) Create the VM config floppy image 861 from the tem-
plate floppy image 834 for the VM, as described above in the
“Temporary Usage Area” section.

7) For each application selected by the user. create the
custom answer file 864 and the application installation soft-
ware 862 using the process described above in the “Applica-
tion Library™ section.

8) Copy the VM’s config file and the disk files to the host.

9) Call the API in the host to register this new VM.

10) Call the API in the host to connect the VM config floppy
image to the VM.

11) Call the API in the host to power on the VM. This .

causes the configuration script in the VM to configure the
operating system parameters using the data in the config
floppy image: it also causes installation of the applications

12) If there is any error during step 11, call the task man-
ager to abort the task,

13) When the configuration step successfully completes,
call the API in the host to power the VM down.

14) Clean up the temporary usage area and inform the user
of the successful completion of the task.

For provisioning an instantly-deployable VM, the algo-
rithm followed in the prototype of the invention was as fol-
lows:
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1) Get a task ID from the task manager 820.

2) Call the heuristics engine to determine the host to deploy
on.

3) Create a temporary usage area 860 and store the user
input in it.

4) Copy the VM’s config file 842, REDO logs 843 for the
disks 841 and suspend-to-disk image file 844 to the host.

5) Modify the config file for the VM to access the disk
remotely on the server.

6) Call the API on the host to register the VM.

7) Call the API in the host to resume the VM.

8) Cleanup the temporary usage area and inform the userof
successiul completion of the task.

Administrative (“Admin™) Console 802

The admin console is used by administrators to manage
and monitor the entire system. Typical tasks include:

1) Manage the various components of the provisioning
server. These tasks include adding/removing a staged VM to
the pool 830, adding/removing an application in the applica-
tion library 850, adding/removing a host form the pool of host
severs 1000 1001, etc. The database 890 is also updated to
reflect the change in the configuration of the components.

2) Managing users that are allowed to access the provision-
ing server. This includes adding or removing users. assigning
or changing authorization levels for the users. etc.

3) Monitoring the deployed VMs and hosts for unexpected
events such as the guest OS in the VM crashing, the host going
down. etc., and alerting the administrators by sending a mes-
sage on the console 802 or sending an email.

4) Monitoring the usage by the users in terms of how many
times they have provisioned a VM or the duration that they
have used a deployed VM. This can be used for billing pur-
poses.

Remote Provisioning

In the description of the various embodiments of the inven-
tion above, it has been is assumed that the vser inputs his
configuration requests via the uvser console 801, which is
considered as a part of the provisioning server as a whole,
This assumption is made simply by way of example. and is
not necessary to the invention. Rather. assuming sufficient
bandwidth and a high enough transfer speed. it would also be
possible for all interaction between the user 900 and the
provisioning server 800 to take place via the network 700.

Thus, the user could log into the provisioning server, which
would download the various dialog screens to the user in any
conventional format such as HTML. The user could then
enter his configuration request via his own browser. Afier the
requested VM has been provisioned, it could be downloaded
to a user-specified destination or file, whereupon the user
could install the downloaded VM onto a host and power it up
using known methods.

Computer-Generated Provisioning Requests

It is also not strictly necessary for the user to be human.
although this will be the most commonly anticipated appli-
cation of the invention. Instead, as long as a protocol is agreed
upon (in terms of a well-defined programmatic interface or
API) by the provisioning server and an external (possibly
remote) computer system, then the external computer could
itself’ input VM provisioning requests to the provisioning
server. This arrangement would be beneficial in the context of
testing, in which a very large number VMs having different
hardware/OS/application combinations need to be provi-
sioned. The external computer could then be programmed to
request all the needed combinations, run the VMs, and log the
results. Using the invention, such testing of many configura-
tion combinations could therefore be made substantially
wholly automatic.
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Provisioning a Network of Computers

The invention described above is easily extensible to pro-
visioning more than one computer at a time. where the various
computers have applications that are configured to interact
with applications on other computers. In such implementa-
tions, the provisioning engine assigns new identities to the
computers and also configures the applications within them,
and as it does that it re-configures the applications such that
the interactions continue to work even when the computers
have a new identity.

An example of where this would be useful is where a
developer wants to test his web application, which uses a web
server on one computer, an application server on another. and
a database server on yet another. The web server may then be
configured to connect to the application server, which in turn
is configured to connect to the database server. Another
example is where a web application is tested against a large
number of clients simulating web accesses: The user provi-
sions one computer with the web server application and sev-
eral computers with the testing application.

VM Provisioning and Hosting Service

The invention as described above is also easily amenable to
implementing a method for doing business by charging users
a fee for each VM provisioned and/or deployed. based on the
number and type of components included in a deployed VM,
as a function of time of actual or available use, or any com-
bination of these or other possible fee structures.

FIG. 7 illustrates a method 900 of creating a virtualized
computer system. At step 910 a plurality of pre-configured
model virtual machines (VMs) having different configura-
tions and at least one model virtual machine identifier are
stored. At step 920 a set of staged VMs are created from the
model VMs with the at least one model virtual machine iden-
tifier removed. At step 930 a requester inputs information to
determine an appropriate staged VM and a desired computer
configuration to host the staged VM. The input is validated for
correctness and consistency and changes are suggested if the
staged VM cannot be implemented in the desired computer
configuration. At step 940, the status of a plurality of hosts
platforms is monitored and the appropriate staged VM is
determined and selected from the set of staged VMs. The
staged VM most closely incorporates a configuration that is
requested via the information. At step 950 a compatible
physical host is determined and selected from a plurality of
host platforms. At step 960 a VM is automatically deployed
onto the compatible physical host platform by copving the
staged VM to the compatible physical host platform. The
automatically deploying includes installing an additional
application in the deployed VM if the additional application
being requested via the information and the additional appli-
cation not pre-installed in the staged VM.

What is claimed is:
1. A method for creating a virtualized computer system
comprising:

storing a plurality of pre-configured model virtual
machines (VMs) having different hardware and soft-
ware configurations, wherein each of the model VMs
have at least one model virtual machine identifier:

creating a set of staged VMSs from the model VMs by, for
each of the model VMs. include software to configure
operation system parameters to establish a connection to
a server comprising additional data needed to provision
staged VMs onto physical host platforms and strip an
identity. wherein stripping the identity comprises
removing the at least one model virtual machine identi-
fier:
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inputting from a requester. information to determine an
appropriate staged VM and a desired computer configu-
ration to host the staged VM, wherein the inputting
includes validating the information for correctness and
consistency and suggesting changes if the staged VM
cannot be implemented in the desired computer configu-
ration;

determining and selecting the appropriate staged VM from

the set of staged VMs, the staged VM being most closely
incorporating a configuration that is requested via the
information;
monitoring a status of a plurality of hosts platforms and
heuristically selecting a compatible physical host plat-
form from the plurality of the host platforms that is
compatible with the desired computer configuration and
best suited for hosting the staged VM; and

automatically deploying a deployed VM onto the compat-
ible physical host platform by copying the staged VM to
the compatible physical host platform, the deployed VM
thereby obtaining a new identity by obtaining at least
one new identifier different from the at least one model
virtual machine identifier that identified the staged VM.
wherein the automatically deploying includes installing
an additional application in the deployed VM if the
additional application is being requested via the infor-
mation and the additional application is not pre-installed
in the staged VM.

2. The method as in claim 1, in which the inputted infor-
mation includes characteristics of a desired operating system.

3. The method as in claim 1. in which the inputted infor-
mation includes characteristics of a desired hardware plat-
form.

4. The method as in claim 1. in which the requester is a
human uvser. the method further comprising the following
steps:

storing a plurality of virtualized hardware configurations, a

plurality of operating systems, and a plurality of appli-
cations:

displaying for the user lists of the stored virtvalized hard-

ware configurations, operating systems. and applica-
tions:
sensing selection by a requester of a desired one of the
virtualized hardware configurations, a desired one of
operating systems, and of any of the applications; and

automatically configuring a virtual machine with the
selected hardware configuration, operating system, and
applications.

5. The method as in claim 1, in which the requester is a
computer program.

6. The method as in claim 1, further including the step of
automatically migrating the deployed virtual machine from
one host to another based on the monitored status of the
plurality of hosts.

7. The method as in claim 1. further including the following
steps:

installing a virtual machine-to-hardware interface on each

of a plurality of hardware hosts:

selecting at least one of the hardware hosts for hosting; and

deploying a virtual machine on each selected hardware

host. each of which thereby forms a separate physical
host platform;

whereby deployment of the virtual machine is substantially

independent of the overall physical hardware configura-
tion.
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8. The method as in claim 1. in which the step of inputting
information identifying the desired computer configuration
comprises inputling an image of an existing physical com-
puter.

9. The method as in claim 1, further comprising:

deploying a virtual machine on each ot'a plurality of physi-
cal host platforms:

installing in at least two of the deployed virtnal machines
different. mutually interacting applications, the at least
two of the deployed virtual machines thereby forming a
network.

10. A system for creating a virtualized computer system
comprising a plurality of physical host platforms and a pro-
visioning server, which comprises:

a database storing a plurality of pre-configured model vir-
tual machines (VMs) having different hardware and
software configurations, wherein each of the model
VMs have at least one model virtual machine identifier;

a staging module creating a set of staged VMs from the
model VMs by. for each of the model VMs. include
software to configure operation system parameters 1o
establish a connection to a server comprising additional
data needed to provision staged VMs onto physical host
platforms and strip an identity, wherein stripping the
identity comprises removing at least one model virtual
machine identifier; and

i
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a provisioning engine receiving information from a
requester to determine an appropriate staged VM and a
desired computer configuration to host the staged VM.,
wherein the receiving includes validating the informa-
tion for correctness and consistency and suggesling
changes if the staged VM cannot be implemented in the
desired computer configuration, determining and select-
ing the appropriate staged VM from the set of staged
VMs, the staged VM being most closely incorporating a
configuration that is requested via the information,
monitoring a status of a plurality ol hosts platforms and
heuristically selecting a compatible physical host plat-
form from the plurality of host platforms that is compat-
ible with the desired computer configuration and best
suited for hosting the staged VM., and automatically
deploying a deployed VM onto the compatible physical
host platform by copving the staged VM to the compat-
ible physical host platform, the deployed VM thereby
obtaining a new identity by obtaining at least one new
identifier different from the at least one model virtual
identifier that identified the staged VM, wherein the
antomatically deploying includes selecting and install-
ing an additional application in the deployed VM if the
additional application is being requested via the infor-
mation and the additional application is not pre-installed
in the staged VM.
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