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A web site provides services to uses over the Internet. 
End-user service-level object ives (SLOs) such as availabil­
ity and performance are measured and reponed 10 a SLO 
agent. User requests pass through several tiers al the web 
s ite, such as a firewall tier, a web-server tier, an application­
server lier, and a database-server tier. Each tier has several 
redundant service components that can process requests for 
that tier. Local agents, operating wi lb any local resource 
managers, monitor running service components and report 
to a service agent. Node monitors also monitor network­
node status and report 10 the service agent. When a node or 
service component fa ils, the service agent allempls to restart 
i1 using the local agent, or replicates the service componen1 
10 other nodes. When tbe SLO agent determines 1ba1 a SLO 
is not being met, i1 ins1ruc1s the service agent lo rep licate 
more of the constraining service components or increase 
resources. (52) U.S. Cl. ................... ........................................... 702/188 

CONFIGMGR 
USER IFACE 1ft 

TEST 
RESULTS 

INFO 

SERVICE- 18 LEVEL- -
OBJECTIVE 
(SLO)AGENT 

LOCAL 
AGENT 26 

SERVICE 

AGENT JI 

RESTART 
/STOP 
SVCS 

LOCAL 
AGENT 34 

LOCAL 
AGENT~ 

Netflix, Inc. - Ex. 1007, Page 000001 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Feb. 20, 2003 Sheet 1 of 10 US 2003/0036886 Al 

'ill , 
FIREWALL TIER 

10 0 0 
l 

WEB SERVER TIER 

~ ~ 0 0 
' ~ APPLICATION SERVER TIER 

30 ~ ~ 0 
' ~ DATABASE SERVER TIER 

40 ~ ~ 

l=IG. 1 

Netflix, Inc. - Ex. 1007, Page 000002 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Feb. 20, 2003 Sheet 2 of 10 US 2003/0036886 Al 

SERVICE-
18 CONFIGMGR FIG. 2 LEVEL- - - - USER IFACE 19 OBJECTIVE -

{SLO)AGENT 
• 

NODE 28 
MONITOR 

WEB SERVER ,TIER 1 , ' , ,, SVR 21 SVR 22 SVR 23 
20 

f-t SERVICE - . LOCAL24 LOCAL 25 LOCAL26 
AGENT 27 - - AGENT AGENT AGENT 

NODE 3S 
MONITOR 

APPLICATION ,TIER ' . 1. 
, IP APP ll APP 32 APP 33 

30 
1-t 

SERVICE - . LOCAL34 LOCAL35 LOCAL 36 
AGENT 37 ,- . 

AGENT AGENT AGENT 

NODE 48 

MONITOR 
DATABASE ,TIER , 

, , 06 41 OB 42 
40 

4 SERVICE - . LOCAL44 LOCAL45 
AGENT 47 -

AGENT AGENT 

Netflix, Inc. - Ex. 1007, Page 000003 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Feb. 20, 2003 Sheet 3 of 10 US 2003/0036886 Al 

CONFIGMGR 
USERIFACE N 

ALARM 

SERVICE-
18 LEVEL- -

OBJECTIVE 
(SLO} AGENT 

SLO VIOLATIONS 

SERVICE 
AGENT 27 

REPORT 

LOCAL 
AGENT~ 

DEPENDENCY 
TEST 

LOCAL 
AGENT 25 

RESULTS PROCESS 
FAILURE 
INFO 

SVC 
FAILURES 

LOCAL 
AGENT. 26 

SVC 
INFO 

RESTART 
/STOP 
SVCS 

REMOTELY 
EXEC 
CMOS 

LOCAL LOCAL 
AGENT 34 AGENT 35 

FIG. 3 

Netflix, Inc. - Ex. 1007, Page 000004 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application PubUcation Feb. 20, 2003 Sheet 4 of 10 US 2003/0036886 Al 

SERVICE CONFIG INFO 
SVC NAME 
LIST OF TIERS 51 
METRICS 

LIST Of DEPENDENT SVCS 

TIER CONFIG INFO 
LIST OF PRIMARY SVRS 
LIST OF BACKUP SVRS 
LIST OF ALT SVRS 52 
LIST OF SERVICES 
ATTRIBUTES (VIP, PORTFLAGS) 

APPLICATION CONFIG 

START/STOP SCRIPTS 
PROCESS UST 
# LOCAL RESTARTS 
RESOURCE GROUP 54 

RESOURCE MAX% 
ON-DEMAND FLAG 

I 

SERVICE 
.-- AGENT 37 

SUBSET OF SVC, TIER, 
APPLN CONFIG 

Sl:RVIC~-
18 

.... LEVEL- - -
OBJECTIVE 
(SLO)AGENT 

NODE 
PERFORMANCE 
DATA 

56 

SVC-LEVEL OBJ'S 

SLO NAM!:, SVC NAMi; 
SERVICE 
PRIORITY 50 
GOAL 
EXCEPTION PERIODS 
MEASURED BY 
POLICY/ ACTION 
SEVERITY 

I 

SUBNETWORK STATUS 

AVG CPU USAGE 
60 

AVG PROCESS USAGE 
PEAK PROCESS USAGE 
CURRENT PROCESS USAGE 
# OF RESTARTS 
LAST~START 
CURRENT SVC STATE 

FIG. 4 

Netflix, Inc. - Ex. 1007, Page 000005 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Feb. 20, 2003 Sheet 5 of 10 US 2003/0036886 Al 

SERVICE 
COMPONENT.,._~._ 
FAILURE 
EVENT 62 

NODE 
FAILURE 
EVENT 65 

SLO_ VIOLATION(AVAIL) ..__.... §§ 

FIG. 5 

SLO_ VIOLA TION(AVAIL) 
68 

SLO _ VIOLA TION{AVAIL) 
69 

FIG. 6 

Netflix, Inc. - Ex. 1007, Page 000006 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Feb. 20, 2003 Sheet 6 of 10 

SLO_VIOLATION{AVAIL) 
68 

FIG. 7 

SLO _ VIOLA TION(PERF) 

80 

FIG. 8 

US 2003/0036886 Al 

Netflix, Inc. - Ex. 1007, Page 000007 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Feb. 20, 2003 Sheet 7 of 10 US 2003/0036886 Al 

RESTART _LOCAL 

64 
104 

V N EXECUTE 
SVC STOP 

SCRIPT 

106 

RESTART OR y 

RECONFIG. 
NETWORK 

INTERFACES 

108 N 

EXECUTE 
SVC START 

SCRIPT 

SENDSLO 

VIOLA TION(AYAIL) 
MESSAGE .112 1~0 

CALL 
ALARM_ACTION 114 

FIG. Q 

Netflix, Inc. - Ex. 1007, Page 000008 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Feb. 20, 2003 Sheet 8 of 10 US 2003/0036886 Al 

N 

122 

USE NICECMD 

ON 
LOWER-PRIORITY 

SVC 

126 

RESADJ 

y 

SHIFT RESOURCES 

FROM 
LOWER-PRIORITY 

SVC 

N 

OBSERVE 
130 EFFECTS 

OVERTIME 

FIG. 10 
124 

128 

y 
R~UCI: 

"">---.iRESOURCES 

TOCAP 

Netflix, Inc. - Ex. 1007, Page 000009 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Feb. 20, 2003 Sheet 9 of 10 US 2003/0036886 Al 

y 

140 CALL 

RESADJ 

N 

146 

N 

CALL 

REPLICATE_HERE 
TO COPY SVC TO 

NEWNODE 

CALL 

ALARM_ACTION 

144 

FIG. 11 

142 

148 

y LOOKAHEAD 
>----91 FORANOTHER 

NODE FOR SVC 

y 

N 
150 

Netflix, Inc. - Ex. 1007, Page 000010 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Feb. 20, 2003 Sheet 10 of 10 US 2003/0036886 Al 

SERVICE-
18 CONFIGMGR FIG. 12 LEVEL- - - - USER IFACE 19 OBJECTIVE 

~ -

(SLO)AGENT 

SERVICE 
AGENT 97 

NODE 28 
• MONITOR 

WEB SERVER, ,TIER , , ' 
SVR 21 SVR 22 SVR 23 

20 
- ' , - LOCAL24 
~ - AGENT 

NODE 38 
MONITOR 

APPLICATION, ,TIER , . , , 
APP 31 APP 32 APP 33 

30 
- , , - LOCAL 34 LOCAL36 
~ - AGENT AGENT 

NODE 48 
MONITOR DATABASE, ,TIER 

' ' 

40 DB DB , ' - 42 - 41 

Netflix, Inc. - Ex. 1007, Page 000011 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2003/0036886 Al 

MONITORING AND CONTROL ENGINE FOR 
MULTI-TIERED SERVICE-LEVEL MANAGEMENT 
OF DISTRIBUTED WEB-APPLICATION SERVERS 

BACKGROUND OF INVENTION 

[0001) Tbis invention relates to distributed computer sys­
tems, and more particularly to performance monitoring and 
control of server computers and appl.icatioos. 

[0002) Multi-tasking computer systems bavc existed for 
several decades, allowing a computer resource to be sbared 
among many users, Acompu tiog resource, sucb as use of the 
central processing unit (CPU), is shared among different 
programs or processes running for different users. 

[0003] Management of these concurrent processes was 
provided by simple UNlX commands. A UNI X process 
could be comma11decl to be nice, allowing otbcr processes to 
have a higher priority and use a greater percentage of the 
CPU time. However, since a bigb-level user application 
could spawn many processes, dctermiJ1ing which processes 
belonged to each user application was difficult. 

[0004) Other performance-monitoring tools were devel­
oped, such as Hewlet1-Packard's PerfView monitor. Moni­
toring data for the different processes belonging to ao 
application could be aggregated, allowing performance of a 
higher-level application 10 be monitored rather than the 
separate processes it spawned. 

[0005] More advanced resource-manager tools such as 
Hewlell-Packard's Process Resource Manager (PRM) bave 
become available. Computing resources such as the target 
percentage of the CPU, main memory, or 1/0 channels could 
be allocated among applications. 

[0006] Wbile these resource-based measurements are st.ill 
commonly used, the end user is more concerned witb other 
metrics. The user cares more about when bis job will be 
finished, or how long a web site takes to respond, tban the 
exact percentage of a remoter server tbat he is allocated. 
Indeed, Internet users may 001 be upset i[ only allocated 1 % 
of a server's CPU, but may complain wheo a server's 
response takes 2 minutes. 

[0007] Metrics such as response lime, job time, or avail­
ability are koowa as service-level measuremeots. Targets 
such as a database-application response lime of less than 
5%, or a server availability of greater than 99.95%, are 
known as service-level objectives (SLO's). These objectives 
arc defioed in terms of the end-user service experience, 
rather than resource usage. 

[0008) Mooitoring products tbat measure against such 
service-level objectives are being developed, such as 
Hewlell-Packard's Web Transaction Observer. However, 
when such SLO's are •ot met, the burden is oa the network 
adminis trator to determine what changes to make to meet the 
SLO's. T he administrator may have to reduce CPU usage of 
other lower-priority applicatioos to improve tile SLO of a 
failiog application. However, tbis may cause the SLO of 
other applications lo fall below targets. 

[0009) AdditiooaUy, tbe SLO's may oat be met due lo 
other factors, such as load balancing among a cluster of 
servers at a server farm. The SLO may depend on several 
layers of applications, any of whicb could be causing the 
SLO to miss. Complex multi-level e-commerce applications 
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may include database back-cods aod froot-eod server appli­
cation5, as well as middleware layers of software. l71ese 
software compoaeots may be distributed across several 
machines, or may reside o• shared machines. The many 
interconnected compooents that together provide a service 10 

an eod user may eve• share the same CPUs, requiring that 
CPU usage be iotelligently allocated among tbem all to 
maximize Lbe service-level objective, 

[0010) Dctcrminiogsystem-maoagemeot policies to maxi­
mize SLO's is quite difficult. A system tbat can monitor 
overall SLO's aocl adjust tbe lower-level resource alloca­
tions is desirable. 

BRIEF DESCRIPTION OF DRAWINGS 

[0011] FIG. I is a diagram of a multi-tiered service model 
of ao e-busioess web service. 

[0012) FIG. 2 is a diagram of a service-level-objective 
(SLO) monitoring and comrol system for a multi-tier web 
site. 

[0013] FIG. 3 highlights messages passed among agents 
for tbe SLO monitoring aod control system. 

[0014] FIG. 4 is a diagram of service and SLO data kept 
by tbe SLO and service agents. 

[0015] FIG. 5 is a software eotity diagram showiog policy 
actions called io response to a service-component failure . 

[0016] FIG. 6 is a software eatity diagram showing policy 
act ions called in response to a node faLlurc. 

[0017) FIG. 7 is a software entily diagram sbowiog policy 
actions called in response to an avai lability service-level­
objective violation. 

[0018] FI.G. 8 is a software entity diagram showing policy 
act ions called in response to a performance service-level­
objcctivc violation. 

[0019) FIG. 9 is a 0owchart of the restart-local routine. 

[0020) FIG. 10 is a flowchart of the resource-adjust sub­
routine. 

[0021] FIG. 11 is a flowchart of the resource-adjust­
performance routine. 

[0022) FlG. 12 is an allcrnatc embodiment of the multi­
tiered SLO monitoring and control engine. 

DETAILED DESCRIPTION 

[0023) Tbe present inveotion relates to ao improvement in 
monitoring and control of system-level objectives. The 
following description is presented to enable one of ordinary 
ski ll in the art lo make and use the invention as provided in 
the cootext of a particular application aod its requirements. 
Various modifications to the preferred embodiment will be 
apparent to those witb skill in the art, aod tbc general 
priociples defioed herein may be applied lo other embodi­
ments. Therefore, the present invention is not intended to be 
limited to the particular embodiments shown and described, 
but is to be accorded the widest scope consistent with the 
principles aod novel features herein disclosed. 
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[0024) Multi-Tiered Service Model-FIG . 1 

[0025) A complex Internet web site may provide a variety 
of services to end users. An e -commerce site may provide 
product descriptions or catalog pages, ao electronic shop­
ping cart, and secure checkout and payment services. A 
government web site may provide information, secu.re pay­
ment of fees, database inquiries, message forwarding to 
govcromcnl workers, and evco web cam views promoting 
tourism. E-brokers provide stock quotes, account balances, 
and trading services. Several back-cod databases may be 
acccs.sed by froot-eod server applications. Eaeb oftbese uses 
is known as a service. A single web site may provide many 
services. 

[0026] These services are provided by a complex set of 
applications that may be distributed among several different 
computers networked together. Large web sites can have 
hundreds of server machines with clustered server and 
database applications. Incoming requests are assigned 
among these machines using load-balancing applications. 
Machines can be taken off-line for repairs, upgrades, or 
resetting wbile other machines continue 10 serve users, and 
machines can be added during heavy-traffic periods. 

[0027] A service model tbat accounts for tbcse various 
levels of applications and services is useful. Such a service 
model allows for better monitoring, diagnosis, and auto­
mated control of tbc various software components so tbat 
desired service-level objectives (SLO's) are met. 

[0028] FIG. l is a diagram of a mu Iii-tiered service model 
of an e-business web service. Four levels or tiers of service 
components are provided at tbe web site or server farm. 
Requests from users enter tbe web site at tbe top level, 
firewall tier 10. Several separate firewall devices 11, ll may 
be used, perhaps with several separate physical connections 
to the Internet backbone or Internet Service Provider (ISP). 

[0029] Requests that successfully pass through firewall 
tier 10 are served by one or more web servers 21, 22, 23 on 
web server tier 20. Web requests cootaioed in Transporl­
Control-Protocol Internet Protocol (TCP/TP) packets are 
decoded by web servers 21, 22, 23, and the higher-level 
hyper-text transfer protocol (HTTP) messages and hand­
shakes are acted on. 

[0030] Application servers 31, 32, 33 on application tier 
30 receive requests from web-server tier 20. In reply, web 
pages are assembled from various web pages and ioforma­
tion stored in local storage. Response data from database 
queries are inserted into the assembled web pages, and forms 
are presented to the user to allow for user input. 

[0031] When data from databases 41, 42 are needed to 
complete a web page to be sent back to a remote user, 
database tier 40 is accessed by application servers 31, 32, 33. 
The web pages themselves may be stored on local disks in 
application tier 30, or may be assembled almost entirely 
from data stored in database tier 40, or some combi natioo 
used. 

[0032) Several levels of software cornponcn1s are needed 
10 provide the service to the user. lo this example, each user 
request passes through a firewall component, a web-server 
component, an application component, and a database com­
ponent. 
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[0033] These components of the service on the different 
tiers arc referred to as physical components or service 
components. Since tbese service components are often com­
mercial software applications, Ibey are sometimes referred 
to as application components or simply as applications, even 
when the applica tion components are not on application tier 
30. The service components work together to provide the 
overall service to tbe user. 

[0034] The diagram of FfG. 1 s bows just one service at a 
web site. Actual web sites have many services, eacb of 
which can be represented by its own service-model diagram 
like the one shown i• FIG. 1. Each service can vary i• the 
arrangement and type of tiers, as well as tbe number of nodes 
for each tier. 

[0035] For example, a web site may provide the fo llowing 
services: stock quotes, weather data, and a video feed from 
a web camera. The service model [or the stock-quote service 
may be as shown in FIG. 1, with the databases being a 
stock-price database. The weather-data service may replace 
the stock-price database witb a city-temperature database. 
The web-camera service may replace tbe lower database tier 
with a video stream input server. Perhaps tbe firewall tier 
does not exist for the web-camera service. 

[0036] Audio and video streaming services, security and 
autbcntieation servers at various tiers can be added to tbe 
service models, as can a tier linking the service to fioancial­
inslitution gateways. Actual e-busi•es.s web sites often have 
many more instances of running applications aad server 
macbines than shown in the simplified example. 

[0037] The tiered service model allows a system admin­
istrator to enumerate the many servers, applications, data­
bases, security devices, and other components that provide 
services to remote web users. 11le tie.red model organizes 
these components into functional levels or tiers that corre­
spond to the data flow for each service. Statistics collected 
and events monitored can thus be organized by service and 
tier, allowing an automated management server to diagnose 
problems and relate tbcm to service-level objectives. 

[0038] Tbe tiered model is especially useful for diagnos­
ing availabili ty problems. For example, wben one server 
fails, such as appl ication server 31, other application servers 
32, 33 on tbat tier 30 can take over, keeping the overall 
service available. 1-lowever, when all devices on one tier fail, 
such as wbeo both databases 41, 42 fa ii, availability for an 
entire tier 40 fails. Even tbougb other Licrs may be ruoniog, 
the service becomes unavailable when one tier fails entirely. 
Usiog this tiered model, availability problems or perfor­
mance bottlenecks can easily be identified aod corrected by 
automated management processes. 

[0039] Any element io a tier can perfom1 the function of 
the tier's service component. ror the web-server lier, assign­
ment of an incoming request to a machine or element can be 
made by load balancing so(tware. For the database tier, task 
assignment migbt be made by bigb-availability clustering 
software, which cbooses the current active database server. 

[0040] FIG. 2 is a diagram of a service-level-objective 
(SLO) monitoring and cootrol system for a multi -tier web 
site. lo this greatly simplified diagram only three tiers 20, 30, 
40 are shown, each with only a few web servers 21, 22, 23, 
application servers 2132, 33, or databases 41, 42. Also, only 
one service is sbowo. Actual web sites can provide many 
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services eacb witb several more tiers in series or in parallel 
with tbe tiers sbown, and eacb tier can bave hundreds of 
servers or applications. 

[0041) Higb-level service-level-objective (SLO) agent 18 
communicates with an administrator/user through user-in­
terface and configuration manager 19. Tbe administrator 
defines Lbe services and service-level objectives using con­
figuration manager 19. These overall objectives are stored in 
SLO agent 18. When a service-level objective is not being 
met, the administrator is notified by ao alarm message tbat 
SLO agent 18 sends to configuration manager 19. 

[0042) Several mid-level agents are used io tbi.s embodi­
ment. SLO agent 18 foiwards service information to service 
agents 27, 37, 47. Although the overall service-level objec­
tives are kept by SLO agent 18, service agents 27, 37, 47 
keep track of service information and status for service 
components running on multiple systems controlled by these 
service agents 27, 37, 47. 

[0043) Tbe lower-level local agents are configured by 
service agents 27, 37, 47. Jo Ibis embodiment eacb computer 
server macbioe bas its ow• local agent running oo it. Eacb 
local agent keeps information about service components 
running oo its system. Eacb local ageol monitors depeodeo­
cies (other software modules) required by its services, and 
general system and service performaoce ioformatioo, sucb 
as CPU, memory, and 1/0 cbannel usage. 

[0044) Service agent 27 controls local agents 24, 25, 26, 
wbicb co• Lrol web servers 21, 22, 23, respectively oo 
web-server tier 20. Node moni tor 28 monitors the nodes for 
web servers 21, 22, 23, and can also monitor any sub­
networks associated witb these nodes. Wbco a• entire •ode 
fails, service agent 27 is notified by node monitor 28 even 
wbeo tbe local agent is unable 10 communicate witb service 
agent 27 due 10 the failed network coonection or crasbed 
server or hardware. 

[0045) For example, when the node contaioiog web server 
22 fai ls, local agent 25 running on the same machine is 
unable to notify service ageot 27. Instead, oode monitor 28 
notifies service agent 27 of tbe node's failure. Service agent 
27 can tbeo take corrective action, such as instructing a load 
balancer to stop sending requests 10 web server 22. The node 
can be automatically restarted and service-component soft­
ware re- loaded by service agent 27, or if that fai ls, the 
administrator cao be notified. 

[0046) Other local agents 34, 35, 36 are similarly located 
011 nodes mooing applica tion servers 31, 32, 33, respec­
tively. Service agent 37 is notified by node monitor 38 when 
any node on application Lier 30 fails. Likewise, local agent 
44 monitors and cootrols database 41, while local agent 45 
moojtors aod controls database 42 oo database Lier 40. Node 
mooitor 48 provides not ifica tion 10 service ageot 47 should 
a •ode fai lure occur. 

[0047] Message Passing Among Agents- FIG. 3 

[0048) FIG. 3 highlights messages passed among agents 
for tbe SLO monitoring and cootrol system. Not all possible 
messages are show•; only a few messages are shown for 
illustrative purposes. 

[0049] The adrnioistralor operates configuration manager 
19, which sends service and SLO configurat ion information 
to SLO agent 18. This information is stored by SLO agent 
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18. A subset of tbis service information i.s seat from SLO 
agent 18 Lo service agents 27, 37, for service con1pooeots 
under tbe control of tbose service agents. A still smaller 
subset of tbe service coofiguratioo is scot from the service 
agents 10 the local agents, such as from service agent 27 10 
local ageots 24, 25, 26, 

[0050) Overall SLO performance da ta can be sent to SLO 
agent 18 by an SLO monitor. Tbe SLO monitor may be an 
exteroal service that measures response times, availabil ity, 
aod job duration from an external web site, or it may be a 
monitor with in tbe local web si te's oetwork tbat reports 
directly to SLO agent US. A variety olf performance-moni­
toring tools ca• be used to acquire tbe SLO data. 

[0051] Local agents 24, 25, 26 collect local status infor­
mation, such as checking the status of dependent software 
used by a local service component, CPU, memory, and 1/0 
usage, and status !•formation from configured services such 
as periodic usage statistics from the service components and 
operating systems (O/S). Wbeo a service component or 
dependent software process fails aad is able to send a failure 
message, local agent 25 can receive the failure message. A 
wide variety of local statistics and status information can be 
collected, either directly from the O/S or service-component 
program, or using a variety of monitoring tools and soft­
ware. The local agent monitors status information, checking 
tbat the service and its local components are running. T he 
local agent also gathers periodic usage statistics, suck as 
resource usage. 

[0052) Failures detected by local agents 24, 25, 26 are 
reported 10 service agent 27, which can send alarms to SLO 
ageot 18. SLO violatioos detected by service ageot 37 tbat 
cannot be fixed locally cao be seot 10 SLO agent 18, wbich 
ca• adjust priorities for service components co• trolled by 
other service agents. 

[0053) When a local fail ure occurs, such as a crashed 
application program on a server that is othenvise running, 
service agent 37 cao automatically auempt Lo restart Lbc 
crashed programs. Program stop and restart commands can 
be scot from service agent 37 to local agent 34. Remotely­
executed scripts or commands can also be scot, sucb as from 
service agent 37 10 local agent 35. 1bese comma•ds ca• be 
O/S commands 10 purge memory of an insta•ce of the failed 
service-compooenl program, and re-load and re-start the 
program. 

[0054) Service agent 37 can allempl 10 resolve SLO vio­
lations fo r service components and systems u•der its control 
wi1bou1 assistance from SLO agent 18. Local agents 34, 35 
can be instructed Lo adjust priorities among ru•ning pro­
cesses to give a higher priority 10 a process for a service 
compooeot tbat is 001 meeting its SLO. Addj1iooal insta•ces 
of the service compoaeot may be instal led and activated by 
service agent 37, either oo machines already running the 
service, or on other machines under the contro l of service 
agent 37 that arc idle or perhaps performing other operations 
or servkes. 

[0055] However, if systems are shared between services, 
then more caution may be needed. Actions tbat migbt 
negatively affect other higher priority services are 001 take• 
by service agent 37. Instead, tbe SLO violation is reported 
to SLO agent 18. Since SLO agent LS has information about 
all SLO's for aU services, it cao best decide bow 10 re-adjust 
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priorities or allocate services among the available machines 
to optimize the SLO's for the web site. Pre-configured 
policies can be used by SLO agent 18 to decide how to adjust 
service priorities when SLO violations occur. This adjust­
ment according to the policies can be done automatically 
without intervention by the administrator. 

[0056] Configuration Data Kept by SLO and service 
agenis-FIG. 4 

[0057) FIG. 4 is a diagram of service and SLO data kept 
by the SLO and service agenLS. SLO agent 18 stores current 
performance data for all nodes it monitors in node perfor­
mance area 56. When SLO agent 18 needs to increase 
performance of a service, it can search for less-utilized 
nodes (known as look-ahead) using node performance area 
56. The •odes identified ca• be targets that the applications 
are replicated io when a11cmpting to increase availability and 
performance of the service. 

[0058) The user inpuLS configuration information such as 
SLO's wbich is stored in SLO storage 50. Service configu­
rations arc stored in service configurations 51, while the tiers 
that make up the service, and the resources available for 
each tier are loaded into tier configuration 52. Application 
loading and configuration information is stored in applica­
tion configurations 54. Tier configuration 52 includes a 
bad.-up list and ao altcroa tc-servcr list tbat arc usccl in the 
look-ahead process. Other nodes are not considered since 
Ibey aren't part of this tier's service. 

[0059) A subset of service, tier, and application configu­
rations 51, 52, 54 is copied to service-configuration subset 
58 for service agent 37 . Service-configuration subset 58 
contains service, tier, and application configuration infor­
mation for the service components controlled by service 
agent 37. Other service agents store other config11rations. 

[0060] Service agent 37 also stores subnetwork status 60 
for nodes that run the service components controlled by 
service agent 37. Average and peak overall CPU usage 
(percentage), peak and current process (service) usage, and 
the current stale of the service component can be stored in 
subnetwork status 60. The time of the last restart of eacb 
component or node, and the number of restart attempts can 
also be kept, ei ther for each service component, or the node 
hardware. 

[0061] Each service mooitored at the web si te bas a 
configuration stored in service configurations 51. Each ser­
vice record in service configurations 51 bas a service name 
and ao ordered list of tiers representing data flow to and from 
tbe service. "Ibis list of tiers corresponds to tbe service model 
of FIG. 1 for each service. Different services can have 
diliercnt arrangemenLS and types of tiers. Standard perfor­
mance and availability metrics can be stored for display to 
the administrator. A list of auxiliary service may be included. 
These auxiliary service are not in the data flow through tbe 
tiers of tbe service model, but are extra services used by the 
service, such as an external naming service. 

[0062) The user/administrator can decide which metric to 
associate with an availability goal (SLO) for a service and 
wbicb metric to associate with a performance goal (SLO). 
'J11ere may be other metrics that are interesting for viewing 
for this service, but that don' t map directly lo service levels. 
The administrator can subscribe for these metrics and asso­
ciate tbem with tbe service. 
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[0063] Tier configuration 52 contains a list of servers for 
each tier, and a list of service components (software appli­
cations) for tbat tier. Thus tier configuration 52 associates 
service components with server macbi• es or •odes on a tier 
basis. Each tier's record contains a list or primary servers 
and baclrup servers that can be used when the primary 
servers fail or are insufficient to meet the SLO's. T he 
a lternate servers can be used as additional backup servers, 
but are less efficient, slower, or otherwise provide a lower­
quality of service. 

[0064) Application configurations 54 contains more detail 
for eacb service component or applica tion program. Each 
service component can have a list of dependent services or 
software components that must be running for the applica­
tion to be functional. Auributes such as a subnetwork, IP 
address, port, and protocol information can be included for 
network services. This is useful for monitoring the service. 
A list of tests can be includccl to monitor the services. Flags 
can be included, sucb as a flag to indicate that the service can 
be replicated or not. 

[0065] Start and stop scripts can be stored for each appli­
cation. These scripts can be executed by the service agent. 
The process list is a list of processes th.at shou ld be running 
for each instance of that application. T he number of local 
restarts is a limit to the number of times tha t an application 
restart can be attempted before giving up and trying other 
recovery actions. The resource cap is a maximum resource 
allocation for the application, which can default to 100%. 
This cap is an upper limit to the automated adjustment of 
priorities by the S LO or service agents. Specific resource 
allocations may not always be controllable since they may 
need a system resource manager. Asystcm resource manager 
references the service by its resource group. 

[0066] The on-demand !lag incljcates 1bat the application is 
act ivated in response to requests, rather than always running, 
cveo while waiting idle. Other information such as tbc 
location of the software lo insta ll, user names and pass­
words, and authentication information can be included in 
application configurations 54. 

[0067] Once the administrator bas defined a service, and 
the configuration is loaded in to service configurations 51, 
objectives for tha t service can be defined. These SLO's are 
stored in SLO storage 50 for each configu.red service. T he 
name or label of that service is s tored in its record, aloag 
with objective. For example, tbc SLO response time could 
be associated with the stock quotes service. Another SLO, 
availability could also be associatccl with the stock quotes 
service. The service-level objcctive's priority relative to 
other SLO's allows the SLO agent to adj ust resource allo­
cation according to these priorii-ies. 

[0068] The goal is the target for the SLO, such as the 
metric response tirnc <5 sec 80% of the time. Exception 
periods such as scheduled maintenance times can be defined. 
The software tools or programs used to measure the SLO to 
compare lo the goal ca11 also be s tored. For example, an 
external monitor may measure response times, while the 
SLO agent can monitor availability by measuring the avail­
ability of servers oa each of the tiers used by the service. 

[0069] Policies can be defined or referenced for the service 
objective. A policy defines how the SLO agent should 
respond to a SLO violation, or how tbe service agent should 

Netflix, Inc. - Ex. 1007, Page 000015 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2003/0036886 Al 

respond to an alarm, such as a node failure. Actions can 
include fail-over or restarting failed applica iioos, replicating 
1be application to additional nodes, adjusting resource allo­
cations, or changing load-balancing weights. Severity indi­
cates the importance of a violation of this SLO, which ca• 
be used 10 determine when 10 send ao alarm to the admin­
istrator. 

[0070] In the preferred embodiment, policies are essen­
tia lly a toolkit of available repair actions that the adminis­
trator can choose from lo build an overall recovery policy for 
the service. An example list of policies might be: 

[0071] Replicate, Stop-lower-priority, Activate-alternate. 

[0072] I[ this SLO is 001 being met, the control engine 
may first try lo replicate the service to improve service 
quality. If this doesn' t belp, the control engine may stop 
lower priority services that arc sbariog resources, and if tbis 
doesn't help, an alternate server may be activated. The 
control engine may also report when ii is out of policies to 
try. 

[0073] FIG. 5 is a software entity diagram showing policy 
actions called in response to a service-component fai lure. 
Service-component faihrre event 62 is generated by a local 
agent and sent 10 its service agent when a running process of 
a service component or application fails, or when a depen­
dent service needed by the service component fails. 

[0074] The ability to monitor the availabil ity of processes 
making up a service compooeol is a built-in capability of the 
local agent. The local agent can also periodically check that 
pre-configured dependencies are being met. For example, a 
service compooeot may be dependent on the existence of a 
specific file. If that file goes away, the dependency test fails. 
In addition to file-existence tests, a sub-network availability 
test is another common dependency check. Restarting after 
a dependency failure may not fix the component (unless the 
start script also is capable of starting dependen t compo­
nents), but the restart limit will quickly be exhausted and 
another policy may then apply, such as restarting the service 
compooeol oo ao ahcroate server. Scrvice-componeot fail­
ure event 62 can also be generated when the service com­
ponent's depeadeacy test fails. 

[0075] When the service agent receives service-compo­
nent failure event 62 from a local agent, it activates restart­
local routine 64. Restart-local routine 64 causes a message 
to be sent [mm tbe service agcot to the local agent, instruct­
ing the local agcot to stop and restart the service-component 
process aod a•y dependent processes. Restart-local routine 
64 is sbown in more detail in FIG. 9. 

[0076] The service ageot then activates alarm action rou­
tine 66 to send ao alarm message to the SLO agent. The 
alarm message is not sent when the alar m severity is 
coo figured 10 oot send the alarm. The alarm message tells tbe 
SLO agent what ac1ion (reslart local service component) the 
service agent is taking. 

[0077] Wbco 1be maximum number of reslarts allowed by 
the coofiguratioa is reached, SLO violation-availability 
event 68 is activated. This event 68 indicates that the 
availability objective may fail because a service componeat 
has failed lo restart after several allempts. The service agent 
can 1ben attempt 10 i ncrease availability by s tarting other 
instances of the failed service compooeot oo o ther nodes. 
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The SLO agent caa be notified if the service agent is unable 
10 correct tbe problem by itself. Io some cases the system 
may just report a minor alarm (degraded capacity) wi th oo 
further action. The degraded capacity may lead to ao SLO­
perf violation, or another failure may lead 10 ao SLO-avail 
violation. 

[0078] F I G. 6 is a software entity diagram showing policy 
actions called in response 10 a node failure. Node failure 
event 65 is generated by the service ageot or the node 
monitor when a aode oo the local network fails to operate 
properly. For example, the node moajtor can periodically 
ping each node. If a node fails to reply to several pings, it 
may be down. Tbe node monitor can lheo inform the service 
agent of the node's failure to respond. O ther node monitor­
ing methods cao be used. For example, in tbe preferred 
embodimeot local agents are in regular communication witb 
a central management slation aod can tbus provide implicit 
heartbeats. A node monitor is needed to ping only those 
nodes that don't have a local agent, such as hardware 
switches. 

[0079] When node failure event 65 is generated, the ser­
vice agent generates SLO violation-availability event 68 for 
each service component running on thal node. For example, 
when a machine fails for the node running both a web server 
and an applicalioo, two SLO violation-availab ility events 
68, 69 are geaerated, ooe for the web-server compooeat, aad 
1be olbcr for the applica1ion compooeol. The service agenl 
can 1heo allempl 10 resolve the availability problem by 
replica1iog more instances of the web-server aod application 
cornponen1s on o ther nodes. 

[0080] FlG. 7 Ls a software en1ity diagram showing policy 
actions called in response to ao availability service-Jevel­
objective violation. SLO violation events cao be geoera1ed 
by the service agen t or by the SLO age• ! based on perfor­
mance data received by ao external service monitor. The 
SLO violalions are bandied according 10 the order of their 
coofigured SLO priorities. 

[0081] SLO violatioo-avaiJability event 68 causes the ser­
vice agent or SLO agen t 10 activate replicate routine 72. Tbe 
service ageol can do !be replicalioo if there are •o resources 
shared with o tber services; otherwise tbe ac1ioo is delegated 
to !he SLO agent. The replicatable lilag in the service's 
configuration is examined. If the service component is not 
replicatable, alarm action 76 is called, sending ao alarm 
message lo 1he SLO agent. 

[0082] To execute the replicate pol icy, a look-abead search 
of other nodes is preformed to fiod a target oode. The 01her 
primary servers are searched, aocl theo the backup servers 
from the lier's coofigura1ioo. When one of these servers has 
enough capacily 10 accommodate !he expected load for the 
server component, that node is chosen as !be 1arge1 node. 
The target node's address or o ther identifier is sent lo !he 
replicate-here routine 74 that is called. 

[0083] Replicate-here rou1ine 74 executes the service 
component's start script on the large! node. T his start script 
causes ao instance of the service component 10 be loaded and 
started on the target node. Any depenclenl processes needed 
oo !be target node are also initiated. Alarm ac1ioo 78 is then 
called 10 tell the SLO ageot of the action taken. 

[0084] FIG. 8 is a software en1i1y diagram showing policy 
actions called io response to a performance service-level-

Netflix, Inc. - Ex. 1007, Page 000016 
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2003/0036886 Al 

objective violatioa. SLO violation-perforrnaace eveat 80 is 
generated by the SLO ageot wheo the external monitor 
detects tbat one of tbe performance objectives is failing. 
Performance objectives ca• fail even wben availability is 
sufficieat, such as when only one server on a tier is operat­
ing, causing a performance bottleneck. 

[0085] SLO violation-performance event 80 causes 
resource-adjust-performance routine 82 to be called. 
Resource-adjust subroutine 84 is called which uses a local 
resource manager (if available) to increase the resources 
available to the failing service component. ll1e resource 
limit or cap for the service limits the maximum resources 
that can be assigned to the service component. Resources 
can be taken from service components for a lower-priority 
service objective and the effects observed over time. When 
such a resource adjustment is made, alarm action 86 can be 
called 10 report the action taken and the result. 

[0086) When no resource adj11s1meot could be made by 
resource-adjust subroutine 84, a look-ahead search can be 
performed to find other nodes with available resources that 
are not yet ruoaing the failing service componeat. If such an 
available node is found, replicate-here routine 74 is called 
with the available node as the target. The service may not be 
replicated if it could negatively impact a higher-priority 
service already running on that node. The fail ing service 
component is then copied to the target node, installed, and 
started by replicate-here rout ine 74. Alarm action 78 is 
called to notify the SLO agent of the ac tion taken. 

[0087] When no available node is found by the look-ahead 
search, alarm action 76 is called. The SLO agent is notified 
that oo action could be taken. FIGS. 10 and 11 show 
resource-adjust-performance rou tine 82 and resource-adjust 
subroutine 84 io more detail. These routines can be executed 
by the SLO agent Resources can be adjusted between 
multiple services, which may have differing priorities. 

[0088] FIG. 9 is a 0owchart of the restart-local routine. 
Restart-local routine 64 is used by the service agent 10 restart 
a foiled service compoocot or applicatioo usiog the local 
agent. The number of restarts for this service compooeot is 
compared to the maximum number of allowed restarts, step 
102. When the number of restarts has exceeded the maxi­
mum, then an alarm message is sent to the service agent to 
indicate that there has been a service-component failure. If 
the service is still available, theo no further actions may be 
taken. Otherwise, if the service agent can activate a backup 
(because it isn' t sharing resources with another service) it 
may do that, otherwise tbe SLO agent can be not ified. 

[0089] When the maximum number of restarts bas not 
been exceeded, step 102, then the stop script is executed on 
the node running the failed service Component, step 104. If 
any local-area network (LAN) or other network failures are 
detected, step 106, then the network interfaces can be reset 
and restarted, step 108. The start script for tbe failed service 
component is then executed on tbe node, step UO. The SLO 
agent is notified of the restart action taken, step ll4. 

[0090) FIG. 10 is a flowchart of the resource-adjust sub­
routine. Resource-adjust subroutine 84 is called 10 adjust 
resources on a node running a service component that is 
causing the service 10 not meet its performance objective. 

[0091) The local node running the performance-failing 
service component is cbecked io step 120 to see if it bas a 

6 
Feb. 20,2003 

local resource manager, such as a third-party resource­
manager tool. If no such resource manager is available, an 
O/S command or script might be able to be executed oo tbe 
node to adjust the resource allocation. For example, the 
UNIX nice command can be executed for other lower­
priority processes mooing on the node to give a higher 
priority to the failing service component, step 122. 

[0092) When the local resource maoager is present, it can 
be used 10 shi(l resources from lower-priority processes to 
the failing service component, step 124. A message can be 
scat from the SLO agent to the service agent and then to tbe 
local agent and to the resource manager running on tbe oode 
to command the resource shift. Resource-allocation targets 
such as CPU or main memory allocation can usually be 
specified. 

[0093) The new resource allocation is compared to the 
resource cap for the failing service co1Dponent, step 126. If 
the resource cap is exceeded, the resource allocation 10 the 
failing service can be reduced to below the cap, step 128. 

[0094) The effects of the change in resource allocation is 
observed over time, step 130. These eJ[ects can be reported 
to the service agent and the SLO agent along with the action 
takeo usiog tbc alarm-action event, step 132. Further adjust­
ments can the n be made. 

[0095] F IG. 11 is a flowchart of the resource-adjusl­
performaoce rou tine. Resource-adjust-performance routine 
82 is called by SLO violation-performance event 80 when a 
performance SLO is not being met. 

[0096] Resource-adjust subroutine 84 is called, step 140. 
If Resource-adjust subroutine 84 was able 10 adjust the local 
resources on the node witb the failiog service component, 
step 142, the• the alarm-action routine ca• be called to tell 
the SLO agent what action was taken, step 144. Otherwise, 
no resource adjustment was made. The replicatable flag for 
the service component is checked, step 146. When tbe flag 
indicates that the service component cannot be replicated to 
other servers, alarm-action tells the SLO agent of the failure 
to find an action lo take, step 144. 

[0097) When the replica table flag indicates that tbe service 
component can be replicated, step 146, then a look-ahead 
search for another node to host the service component is 
performed, step 148. If a node is found with enough spare 
capacity to host another running instance of the service 
componeot, step 150, then replicate-here routine 74 is 
called, step 152. The start script is executed on the target 
•ode to copy and initialize another copy of the service 
component. This improves performance since another server 
is added to perform the failing service component oo that 
tier. 

[0098] When no suitable node is found in the look-ahead 
search, step 150, then alarm-action is called to notify the 
SLO agent of the failure to fi•cl an action to take, step 144. 

[0099] FIG. 12 is an alternate embodiment of tbc multi­
tiered SLO monitoring and control engine. Rather than have 
many service ageots dispersed among lhe tiers and servers, 
a single service agent 97 is used for all tiers. This single 
service agent 97 still receives configuration information 
from SLO agent 18, and sends local configuration informa­
tion to local ageots 24, 24, 36. 
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[0100) Node monitors 28, 38, 48 all report 10 service a gem 
97, rather than 10 separate service agents. Thus service agent 
97 is responsible for monitoring al nodes for the service. 

[0101) Some servers 22, 23, application server 32, and 
databases 41, 42 do 001 have local agents running on their 
nodes. Local policies such as a resource adjustment may not 
be able to be performed on those nodes. l11e control engine 
can skip the action steps and go d irectly 10 a.larming or trying 
subsequent policies. Some policies sucb as a load-balancing 
weight adjustment may impact a service component without 
requiring a local agent on tbat component. 

[0102) Some •odes or computers may rua several service 
components, even components from different levels . For 
example, application server 33 and database 42 may be 
running on the same machine with web-server 22. Local 
agen1 36 can comrol all three service componen1s and ihe 
common hardware node. 

[0103) Alternate Embodiments 

[0104) Several 01ber embodiments are coatcmpla1ed by 
the inveators. The same computer machine may run soft­
ware components for several different tiers. For example, 
one PC could run a web-server application and a database 
application, and could even contain the database itselL 
Service agents that control these software components could 
be allowed lo vary resource allocation among software 
components on one tier, but when re-allocation is desired 
among dilierent tiers, the SLO agent is used. 

[0105) Custom policies can be added that combine the 
action rout-ines in other sequences, or that use mher proce­
dures such as fai l-over routines. Premium or differentiated 
services can be provided using different service models and 
different SLO'S. 

[0106] A wide variety of policies are available. 11 should 
be possible to interact with load balancers, network packet 
shapers, cluster fail-over solutions, etc. lo take actions 1ha1 
may improve service quality. The policies are unique in their 
ability 10 ta.kc 1be service priority iato account as part of tbe 
action (e.g. lower tbe load balancing weight of server A in 
order lo belp service A, as long as it doesn't negatively 
impact service B which is a higher priority). These sophis­
ticated policies are not possible withou I a service model and 
prioritized SLO's. 

[0lfr7] Cascading failures cao be avoided by early detec­
tion and correctioo of avaiJabiLity problems and performance 
boll lenecks within one t.ier before they cause failures on 
other tiers. Some manual control can be allowed, such as the 
administrator being sent an alarm and a list of suggested 
actions to select from. Once selected, the actions can auto­
matically be taken by the managemen1 server. 

[0108] The control system does not require the ability 10 
have full monitoring and control over all service compoaeol 
types. For example, it may aot be possible to externally 
adjust 1be load balancing being done at tbe application 
server tier. In these cases, the comrol system can either try 
another policy or just send an alarm if no other policies arc 
available. The S LO coofiguration indicates how and where 
1be data is being collected. Any collection 100! can be used, 
although the data is preferably sen1 in a common format. 

[0109] In the preferred embodiment, 1be user explicilly 
defines policies 10 be used when tbe SLO is in violation. 
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Policies arc ao ordered list. A semi-implicit policy is tbal 
service components that fa il will be automatically restarted 
based on a restart limit. 

[0110] In a.n alternate embodiment, the control engine ca.a 
take automatic actions (restart, replicate, etc.) implicitly 
based oo a · level of disruption'. The coatrol engine can try 
more and more drastic actions. la th is embodiment the 
replicatable flag ca.a be used 10 tell the control engine that 
replication is an available control mechanism for this ser­
vice. 

[0111] A policy tba1 is an alternate 10 replicating a service 
i5 a policy to activate aa alternate. Iostcad of using tbe 
backup list, this alternative uses tbe alternate list. This is a 
separate policy Crom tbe replicate policy because ii has a 
more negative effect on the service: tile service qual.ity is 
likely 10 drop. 

[0112] Tbe abstract of tbe disclosure is provided to comply 
witb 1be rules requiring an abstract, which will allow a 
searcher to quickly ascertain tbe subject mailer of tbe 
technical disclosure of any patent issued from this disclo­
sure. 11 is submilled witb tbe understanding that it wiJl 001 
be used to interpret or limit the scope or meaning of the 
claims. 37 C.F.R. §1.72(b). Any advantages and benefits 
described may not apply to all embodiments of the inven-
1ioo. Whco 1bc word 'means' is recited in a claim clement, 
Applicant intends for the claim element 10 fall under 35 USC 
§112, paragraph 6. Often a label of one or more words 
precedes 1be word 'means'. The word or words preceding 
the word · means' is a label intended lo ease referencing of 
claims elements and is not intended to convey a structural 
limitation. Sucb means-plus-function claims arc intended 10 
cover not only the structures described herein for performing 
tbe function and their structural equivalems, but also equiva­
lent structures. For example although a nail and a screw have 
dilierent structures, tbey are equivalent structures since they 
both perform the function of fastening. Claims 1ha1 do not 
use the word means arc not intended to fa ll under 35 USC 
§112, paragraph 6. Signals are typically electronic signals, 
but may be optical signals such as can be carried over a fiber 
optic line. 

[0113] The foregoing description of the embodiments of 
the invention bas bee• presented for the purposes of illus­
Lra1ion and description. II is not intended 10 be exhaustive or 
to limit the inven1ion to tbe precise form disclosed. Many 
modificat ions and variations are possible in light of the 
above teaching. It is intended 1ha1 the scope of the invention 
be limited not by lb.is detailed description, but rather by the 
claims appended hereto. 

l. A distributed monitor and control engine comprising: 

a service-level-objective (SLO) agent, receiving measure­
ments of an SLO objective for a web service to a web 
user, the measurements of tbc SLO objective indicating 
service quality for the web user accessing tbe web 
service at a web site, tbe SLO agent for adjusting 
resources at the web si te lo improve the measurements 
of tbe SLO objective; 

a service agent, coupled 10 tbe SLO agent, for monitoring 
and co•1rolling one or more tiers at the web site, 
wherein a request from tbe web user passes through a 
plurality of tiers, each tier having a plurality of service 
componcots each capable of performing a Lier service 
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for the request, the request being processed by per­
forming a series of tier services of different tiers; and 

local agents, running on nodes containing tbe service 
components, each local agent for monitoring status of 
a service component and for adjusting local computing 
resources available to tbe service component in 
response to commands from the service agent, each 
local agent reporting status to the service agent, 

wherein the SLO agent uses the service agent and local 
agents to adjust resources al the web site to improve 
measurements of the SLO objective. 

2. The distributed monitor and control engine of c laim 1 
wherein an availability SLO fails wben all service compo­
nents fail on any one of the plurality of tiers, the web service 
becoming unavailable when one tier of the plurality of tiers 
has no available service components for performing the tier 
service; 

wherein the SLO agent instructs the service agent to 
replicate a service component for a failing tier to 
another node in response to the availability SLO fail­
ing, 

whereby service components for the failing tier are rep­
licated to improve tbe availability SLO. 

3. The distributed monitor and control engine of claim 2 
wherein when a performance SLO fails, the SLO agent 
sends a mes.sage to the service agent, the service agent 
instructs one or more local agents lo increase local comput­
ing resources, or the service agent replicates a service 
component to increase performance. 

4. The distributed monitor and control engine of claim 3 
further comprising: 

node monitors, coupled to report 10 the service agent 
wben a node containing a service component fails, 

whereby nodes are monitored by the node monitors and 
by tbe local agents. 

5. The distributed monitor and control engine o[ claim 2 
wherein tbe plurality of tiers comprises at least three of tbe 
following tiers: a firewall tier, a web-server tier, an appli­
cation-server tier, and a database-server tier, wherein service 
components for tbe web-server lier comprise web servers, 
wherein service components for the application-server tier 
comprise web applications, and wherein service components 
for the database-server tier comprise database servers. 

6. The distributed monitor and control engine o( claim 2 
further comprising: 

a coofigwation manager with a user interface 10 an 
administra tive user for the web sile, the configuration 
manager receiving tier-configuration, service-config11-
ra1ion, and SLO information from the administrative 
user; 

configuration storage, coupled to tbe SLO agent, for 
storing the tier-configuralion, service-configuration, 
and SLO information from 1hc configuration manager; 

wherein the SLO agent compares a goal in the SLO 
information to the measurements of the SLO objective 
received to determine when to adjust resources at the 
web site 10 improve the measurements of the SLO 
objective. 

7. The distributed monitor and control e ngine o[ claim 6 
wherein the tier-configuration information includes a list or 
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primary servers and a list of backup servers for running the 
service component for the lier service; 

wherein the service-configura1ion information includes a 
list of tiers performing tier services for the service to 
the web user; 

wherein the SLO information includes a name of a service 
for the SLO, a goal, and an action to execute when the 
goa I is not met. 

8. The dislributed mooitor and control engine of claim 7 
wherein the service agent stores a subset of the tier-configu­
ration, service-con.figuration, and SLO information stored 
by the configuration storage for the SLO agent, tbe subsel 
being for tiers controlled by the service agent. 

9. The distributed monitor and control engine of claim 8 
wherein the service agent comprises a plurali ty of service 
agents distributed about the web site, each service agent for 
monitoring and controlling a different tier at the web site, 
each service agent coupled 10 local ag,ents for one tier. 

10. A computer-implemented method for monitoring and 
controlling a web site to meet a service-level objective 
(SLO) of a service having multiple tiers of service compo­
nents, the method comprising: 

wbeo a SLO agent determines that an availability SLO is 
not being met: commanding a service agent for a failing 
lier to replicate a service component for the failing tier 
that is below a tier-performaoce baseline and causing 
the SLO to not be met 10 increase a number of service 
components for tbe failing tier; and 

sending an alarm from the service agent to tbe SLO agent 
indicating ao action taken; 

when a SLO agent determines that a performance SLO is 
not being met: sending a message from the SLO agent 
to a service agent for a low-performing lier; 

sending a command from the service agent 10 a local agent 
running a service component for the low-performing 
tier; 

the local agent allempting lo shill resources lo the service 
component for the low-performing tier from lower­
priority services running on a local node controlled by 
the local agent; 

when the local agent is not able 10 shift resources, 
replicating the service component to a target node to 
increase a oumber of service com poneots for the low­
performing tier; and 

sending an alarm signal from the service agent to the SLO 
agent 10 report an action taken, whereby availabili1y 
and performance SLO violations are acted on by tbe 
SLO agent instructing the service and local agents to 
sbift resources or replicate service componeots of a tier 
causing the violation. 

ll. The computer-implemented method of claim JO 
wherein replicating the service compoaent comprises: 

searching for a target node witb sufficient resources to 
execute the service component; 

replicating the service componeol 10 tbe target node. 
12. The computer-implemented method of claim 11 fur­

tber comprising: 
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wheo the local ageot is coupled to a local resource 
manager aod the performaoce SLO is not being met, 
usiog the local resource maoager to shift resources to 
the service componeot from lower-priority services 
ruoniog on a local node controlled by the local resource 
manager and the local agent. 

13. 111e computer-implemented method of claim 12 when 
a local ageot signals to the service ageot that a service 
compoaenl has failed: 

the service agent comparing a maximum number of 
allowed restarts in a coofiguratioo to a curreot oumber 
of restans for the service compooeot; 

when the current number of restarts exceeds the maxi­
mum number of allowed restarts, sending a message 
from the service agent to the SLO agent indicating a 
SLO availabi lity violation; 

when the current number of restarts docs •ot exceed the 
maximum number, the service agent causing tile local 
agent to execute a stop script to stop execution of the 
service component and a start script to re-initiate 
execution of the service component. 

14. The compmer-implemeoted method of claim 13 fur­
ther comprising: 

when network errors are detected when restarting a ser­
vice component, restartiog or recoofiguriog network 
interfaces coupled to the service agent before executing 
the start script to re-initiate the service component. 

15. 171e computer-implemented method of claim 14 wheo 
a node monitor signals to the service agent that a network 
node is no longer accessible, the service agent sending a 
message 10 tile SLO agent indicating a SLO availability 
violation for each service component that was running on 
the network node that is oo longer accessible. 

16. A computer-program product comprising: 

a computer-usable medium haviog computer-readable 
program code means embodied therein fo r controlling 
and monitoring service-level objectives, the computer­
readable program code means in the computer-program 
product comprising: 

network connection meaos for traosmitting aod receiv­
ing external requests for a service; 

first tier means for receiviog and partially processing 
external requests for the service havi•g a service­
level objective (SLO), the first tier means having a 
plurality of first service compooeots each able to 
partially process a request when other ftrst service 
components are not operatiooal; 

second tier means for receiviog and partially processiog 
requests from the first tier means, the secood tier 
means haviog a plurality of second service compo­
nents each able 10 partially process a request when 
other second service components are not operational; 

third tier means for receiving and partially processing 
requests from the second tier means, the third tier 
meaos having a plurality of third service components 
each able to partially process a request when other 
third service components are not operational; 

first local agent means, runo.ing on nodes for running 
the first service components, for monitoring and 
controlling the first service components of the first 
tier means; 
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second local agent means, running on nodes for run­
ning the second service components, for monitoring 
and controlling tbe second service components of the 
second tier means; 

third local agent means, running on nodes for running 
the third service components, for monitoring and 
controlling the third service components of the third 
tier meaos; 

SLO agent means, coupled to receive SLO measure­
ments, for comparing an SLO measurement to a goal 
for a service and signaling a SLO violation when the 
goal is 001 met by the SLO measurement; 

first service agent means, coupled to the first local agent 
meaos, for instructing the first local agent means 10 

adjust resources to iocrease performance of the first 
service components in response to a message from 
lhe SLO agent means signaling the S LO violation 
when the SLO violation is caused by the first service 
componeots of the first tier means; 

second service agent means, coupled to the second 
local agent means, for iostruct ing the second local 
agent means 10 adjust resources to increase perfor­
mance of the second service components in response 
to a message from the SLO agent means signaling 
the SLO violation when the SLO violation is caused 
by the second service components of the second tier 
means; and 

third service agent means, coupled to the third local 
agent means, for instructing tbe third local agent 
means to adjust resources to increase performance of 
the th ird service components in response 10 a mes­
sage from tbe SLO agent meaos signaling tbe SLO 
violation when tile SLO violation is caused by the 
third service components of tbe third tier meaos, 
whereby multiple tiers of service components are 
cootrolled. 

17. The computer-program product of claim 16 wherein: 

the first service agent means is also for replicating the first 
service component 10 other nodes in response 10 the 
SLO violation to increase availability and performance 
of the first service components of the first Lier means; 

the second service agent means is also for replicating the 
second service component lo other nodes io response to 
the SLO violation to increase availability and perfor­
mance of the second service compooeats of the second 
t"ier means; 

the third service agent means is also for replicating the 
third service component to other nodes in response to 
the SLO violation to increase availability and perfor­
mance of the third service components of the third tier 
means. 

18. The computer-program product of claioJ 16 wherein 
the computer-readable program code means further com­
prises: 
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restart means, in the first, second, and third service agem 
means, for instructing tbc first, second, or third local 
agent means to execute a re-start script to re-start tbe 
service component. 

19. Tbe computer-program product of claim 16 wherein 
the computer-readable program code means further com­
prises: 

compare means, coupled to the restart means, for limiting 
a number of times restart is attempted for a node, the 
first, second, or third service agent means signaling the 
SLO agent means when restart exceeds a limited num­
ber of times. 
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20. The computer-program product of claim 16 wherein 
the first tier means comprises a web-server tier and the first 
service components are web-server components; 

wherein tbe second tier means comprises an application­
server tier and the second service components arc 
applications; 

wherein the third tier means comprises a database-server 
tier aod the third service components arc databasc­
acccssi ng servers. 

* * • * * 
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