RO AP O A0 A O O A
US 20070220246A1
a9y United States

12 Patent Application Publication (o) Pub. No.: US 2007/0220246 A1l
Powell et al. (43) Pub. Date: Sep. 20, 2007

(54) FAST BOOTING A COMPUTING DEVICE TO Publication Classification
A SPECIALIZED EXPERIENCE
(51) Int. CL
Go6F 900 (2006.01)
(75) Inventors: Therron L. Powell. Redmond, WA (52) U.S. CLL i cormsmneninrnssmsassansnsn TN
(US); Jason Michael Anderson, (57) ABSTRACT

S almie, WA (US : s g ;
MBI (Ls) Described is a technology by which independent computing

functions such as corresponding to separate operating sys-

Correspondence Address: tems may be partitioned into coexisting partitions. A virtual

WORKMAN NYDEGGER/MICROSOFT machine manager, or hypervisor, manages the input and
1000 EAGLE GATE TOWER output of each partition to operate computer system hard-
60 EAST SOUTH TEMPLE ware. One partition may correspond to a special purpose
SALT LAKE CITY, UT 84111 (US) operating system that quickly boots, such as to provide

appliance-like behavior. while another partition may corre-
spond to a general purpose operating system that may load
(73) Assignee: Microsoft Corporation, Redmond. WA while the special purpose operating system is already run-
ning. The computer system that contains the partitions may
transition functionality and devices from one operating
(21) Appl. No.: 11/377,747 system to the other. The virtual machine manager controls
which computer hardware devices are capable of being
utilized by which partition at any given time, and may also

(22) Filed: Mar. 16, 2006 facilitate inter-partition communication.
R i Tl L S e :
1 i
Special Purpose 309
210 | General Purpose 1 _ | —

"\~ Operating System | Operating System 314
| ! (e.g., Media Player)
4 312
! | et o o S e 1 : o & /
13 b || Virtual Device Providers ;

343 ——T o ‘D |:| Virtual Device Consumers
' | Virual Device | |
i | Consumers | | 311 I:I D
] o .
ot " . - ~~———
P b ™ Physical Device Drivers \__/
Blaitlai will
VoAb e b
¥ e > ¥

i 1
/

HYPERVISOR VIRTUAL
MACHINE MANAGER \
7

321 322 323

202

204

Netflix, Inc. - Ex. 1014, Page 000001
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2007/0220246 Al

Patent Application Publication Sep. 20,2007 Sheet 1 of 10

— SWvV¥90ud 001 ”
38T NOLLYDIddY s e ¥ b "OI4
181 JLONIN —
vl s3Naow | Svi 7
r4:15 1N
W (" pieoghey P9l ViVa | WvHOOud | SWv¥OOMd | WALSAS
BT Clmm L Wv¥SO0¥d [3¥1 ¥3HLO | NOWVIIddY | oNvaado
[ gl BB BT || jeiqe) 01
E ZSL
(s)aeyndwion
ajoway wapow @
<
\ MIoMsN BBIY SPIM  Z /L +\\mm« Wl \\—3.
1 L | <1
1131 — 2= i1}
E._..J aw_..J 1vY ou_utous V!l 4
adsepau| fiowap ERLITE ] gy viva
bLb “wnwﬂwu__ nduy "[OA-UON Aoway JoA-UON WYHOO0ud
¥JOMJBN EBlY [8907 Jasf) ﬁU_ﬂﬂ_?DEUm .O—Qﬂbosﬂmlﬁoz
st i 3ty S3INAOW
\ WYHOO¥d ¥3HLO0
siayeads | L
sng waysAs v =T SWVH90ud
G¢
S61 st ot -.zo_._.<o_._n_n_<
ME_E \ A V A V A V ye; W3lSAs
ONILYH3dO
adeleu| ——
961 jesayduag owﬂﬂw\u’:_ \ ZeL (Wvy)
inding ’ in e
cmr\\ \ Buissadsoid |0€L | | €EL soIg
\ r  (Wow)
J0j|uoy oz
cox it Kiowspy wajyshs

Netflix, Inc. - Ex. 1014, Page 000002

IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Sep. 20,2007 Sheet 2 of 10 US 2007/0220246 Al

o
o
R e
rd
p— «
w (=) o
o N
o
_— 73 s
s
e = 2 <
B N
E -
)]
c
B 7 = = W
— [T
= (@)
> a
— — §
o g >
r
D
w
o
gD
® o >
20
@
(O]

A

210

Netflix, Inc. - Ex. 1014, Page 000003
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



Patent Application Publication Sep. 20,2007 Sheet 3 of 10 US 2007/0220246 Al

=
e
(o] ™
o
/“
[
T
— b o
(o]
v/ Qo2 - &
@ > o
@
>
w
[=)]
£
-—
3
Q
o]
° 5
© /] - S a
o™ =0
-
2]
; : o
(4]
s (Mo
5% _GE® 5 £
FPSs620%a =
__I—:L 2ha
e
o
33
T e
o= a8
(111
s T3¢ -

Netflix, Inc. - Ex. 1014, Page 000004
IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



voe

443 €€ 7z l2E
\

£ Old

US 2007/0220246 Al

202

e | ,D a1empleH O
N\
117

[ /

\.

HIOVNVIA INIHOVIA

Pl

[ [

SI3WNSU0Y) 3JIAR(] |BNMIA

/

vie

60€

Patent Application Publication Sep. 20,2007 Sheet 4 of 10

asodind |eadg

asodind |eiauag

WNLYIA HOSIAYIdAH
] ] ] 7
— N
l [ / L m “. |"||||||“ lnn — n“| “||||||“| ._“_ m
Vo8 hwed B :
s1enQ 8oineq [eaisAud \J__ ) vy
gy L P
NS Llg ! ! siewnsuoy ! |
') soineq eNHIA | -
N Vo \L.\\ml
SISPIACIG 801A( [BNHIA ™~ 4 .. R
: % AT ;
Geleld sfpo) " Bre) | weishg Bugesedp
- wa)sAg Bugesadp i .
]
1
1]

Netflix, Inc. - Ex. 1014, Page 000005

IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2007/0220246 Al

Patent Application Publication Sep. 20,2007 Sheet 5 of 10

02 (A4 ‘ 0 Nl

vee / _,N

= m
> T_/VP/B .

0Zr ~— Jun Juswabeuepy
i Aowsy O/l

\
Nﬁ 1
K HIOVYNYA INIHOVA
3._.m_> HOSIAYIdAH
] AN
/ N / /
!
[0 {23
SISAUQ |lsiswinsuo) sieAug
20IA8Q (| aoineQ ao1Ae(] |edisAud
eaishud || jenpip <
S
(1ohe|d eipapy “69) LLE | _{— Eie
“ L weyshs SIapIAOId
60€ BunesedQ esodingd |e1oadg) 891A8(] [BNUIA
waysAg Bunesadp
asodind |esauag r.\.\l/o_‘m

Netflix, Inc. - Ex. 1014, Page 000006

IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2007/0220246 Al

Patent Application Publication Sep. 20,2007 Sheet 6 of 10

[AV 4

vs "Old

60€

voﬂ vee
1
B
alempieH Od
]
] HIDVNVIA INIHOVIA
VNLHIA HOSINY3dAH
7 T —
\ /f // /I
y : : .
L] e L
18AUa  (lssswnsuon SlaAL(]
so1neq || soimeq ao1ne(] |edisAyd
[eaisAud || jenuip b,
(10he)dq eipay “6°9) LLE | Ele
P am s wasAs S19pINOId
Bunesedp asoding |eeds 901A8Q [ENUIA
waysAg bunesado
asoding |ejaus9) r.\l/o 'z

Netflix, Inc. - Ex. 1014, Page 000007

IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2007/0220246 Al

Patent Application Publication Sep. 20,2007 Sheet 7 of 10

gs "Old

02 vze £Z¢ LZ¢E
/ L 1 1
™
alempieH Dd
c0e
S . T S
/,, YIOVNVIA INIHOVIA
JVNLYIA HOSIANIDAH
AN b S W
N NN
N .Y Y
Qoo
SEG|
|1 siawnsuo) 201A8( [ed1sAyd
e~ | |eommeq fenpip /
7 [~ (sohe|d elpey “B9)
60€ waysAg bunesado siepinold | p— EI€
asodind |eoadg 801A8(Q [ENUIA

waysAg Bupesadp
asodind |eJauag r\\l/o_.m

Netflix, Inc. - Ex. 1014, Page 000008

IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2007/0220246 Al

Patent Application Publication Sep. 20,2007 Sheet 8 of 10

¥0c

9 "OId

[AVA

alempleH Od
HIOVNVIA INIHOVIA

IVNLYIA HOSIAYIJAH

3L

99 7

Japinoid

1 1z

CRITNETS \_’
\

pezijenpip
|+ J8ul0

uoipued esodind
|edads Jayi0

089

18pInoid
smxleg _/ 19pinold
pazijenuiA .\ SRS
= pazienuiA
oe9 (1ohe|d Elpay “B'8)
wa)sAs bunesadp (W
| 9sodind |ewads wasAg Bunesado
F i asodind |eaus9
60¢€

oLe

Netflix, Inc. - Ex. 1014, Page 000009

IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2007/0220246 Al

Patent Application Publication Sep. 20,2007 Sheet 9 of 10

v0C

YA E |

alempieH Od

c0¢

H3OVNVIA INIHOVIN
TWNLYIA HOSIAY3dAH

g

o s

e

SELTq]
aoIne(] [edisAuyd

SISpIAOIg
90IA8( |BNUIA

| uoniued 80IA8S O/

064

15 1L

(Johed eipa *63)
waysAg Bunesadp

asodind |eioads asodind |e1auas)

wajsAg bunesadp

L

60€

0Le

Netflix, Inc. - Ex. 1014, Page 000010

IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2007/0220246 Al

Patent Application Publication Sep. 20,2007 Sheet 10 of 10

4074

8 "Old

8JEMPIEH Dd

208

=
Z

L8

HIOVNVIA INIHOVYIA

siaAq d21aa( [eaisAud ,.,J IVNLYIA HOSIAYIHAH
._mm_.“__ww“mo ASHNSHRY 1Bwnsua)
pazilenpiA oIS ELIIVELS
1O pazijenyIA y
JETH Tg) pazijenuiA

uonipyed asodind
|etoadg Jayi0

(1oheld eipapy “6'8)
wajsAg bBunesadp
asodind |eioadg

waysAg Bunesado
asodind |eisusn)

Netflix, Inc. - Ex. 1014, Page 000011

IPR2020-01582 (Netflix, Inc. v. Avago Technologies International Sales PTE. Limited)



US 2007/0220246 Al

FAST BOOTING A COMPUTING DEVICE TO A
SPECIALIZED EXPERIENCE

BACKGROUND

[0001] As many computer systems are evolving towards
providing entertainment, particularly in mobile and home
computer systems, there is an increased need to have com-
puting devices take on attributes more like consumer elec-
tronics devices. While originally it was generally nice to
have a computer system that can also function similarly to
a consumer electronics device such as a DVD player, such
similar behavior is becoming standard or a requirement in
order to sell computing products in the competitive com-
puter and consumer electronics marketplace. One example
requirement is a quick power-on experience. Another
example requirement is extending some elements of
autonomy. reliability or protection, e.g., a user’s game
playing should not degrade or crash the appliance-like
features of digital video recording.

[0002] In conflict with these specialized requirements, to
have practical value, a general purpose operating system
cannot be very limited. For example, Microsoft Windows®
is a platform designed for open and flexible implementa-
tions, enabling computer manufacturers, software develop-
ers and even users to adapt and implement personal com-
puters in various different usage models, without requiring
a specialized operating system for each model. Microsoft
Windows® is therefore a very elaborate platform that
accommodates a very broad base of capabilities, even
though specialized solutions often only use a small fraction
of the general-purpose Windows® platform resources that
are available. While this platform extensibility is highly
valuable in that it ensures flexibility and reduces develop-
ment overhead, it does require that the platform initialize
hardware and prepare to accommodate this very broad base
of capabilities, and that many system resources of the
operating system be loaded upon boot or be part of the
footprint.

[0003] Booting a robust (or comprehensive) general pur-
pose operating system can be time consuming, generally
taking between fifteen and thirty seconds. This boot delay
may be considered acceptable in typical computing envi-
ronments, but for single-purpose device usage, or consumer
electronics feature parity, this delay is unacceptable to
customers. Moreover, running everything through a general
purpose operating system means that one service or com-
ponent can crash the system. adversely impacting another
service, subsystem or user’s usage.

SUMMARY

[0004] Briefly. various aspects of the present invention are
directed towards a technology by which independent com-
puting functions, such as corresponding to separate operat-
ing systems, may be isolated into coexisting partitions. For
example. one partition may correspond to a special purpose
limited capability operating system that quickly boots, such
as to provide appliance-like behavior in a computer system,
while another partition may correspond to a general purpose
operating system that may load while the special purpose
operating system is already running. Once at least two
operating systems are loaded. the computer system that
contains the partitions may transition from one operating
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system to the other, such as automatically when the slower-
loading operating system is fully loaded, or when a transi-
tion is requested by a user.

[0005] A virtual machine manager, or hypervisor. manages
the input and output of each partition to operate computer
system hardware. The virtual machine manager controls
which computer hardware devices are capable of being
utilized by which partition at any given time, and may also
facilitate inter-partition communication.

[0006] Other advantages will become apparent from the
following detailed description when taken in conjunction
with the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The present invention is illustrated by way of
example and not limited in the accompanying figures in
which like reference numerals indicate similar elements and
in which:

[0008] FIG. 1 shows an illustrative example of a general-
purpose computing environment into which various aspects
of the present invention may be incorporated.

[0009] FIG. 2A is a block diagram representing an
example architecture for fast booting to a specialized expe-
rience.

[0010] FIG. 2B is a block diagram representing an alter-
native example architecture for fast booting to a specialized
experience and sharing resources 1o a consuming partition.

[0011] FIG. 3 is a block diagram representing various
components with a special purpose operating system that
provides a specialized experience.

[0012] FIG. 4 is a block diagram representing devices
having direct assignments to different partitions.

[0013] FIG. 5A is a block diagram representing various
components with independent device assignments among
partitions, with the special purpose operating system tran-
sitioning in part to some physical device drivers of a general
purpose operating system,

[0014] FIG. 5B is a block diagram representing various
components having drivers transitioned from a special pur-
pose operating system to drivers of a general purpose
operaling system.,

[0015] FIGS. 6-8 are a block diagram representing other
alternative example architectures for fast booting to a spe-
cialized experience.

DETAILED DESCRIPTION
Exemplary Operating Environment

[0016] FIG. 1 illustrates an example of a suitable comput-
ing system environment 100 on which the invention may be
implemented. The computing system environment 100 is
only one example of a suitable computing environment and
is not intended to suggest any limitation as to the scope of
use or functionality of the invention. Neither should the
computing environment 100 be interpreted as having any
dependency or requirement relating to any one or combina-
tion of components illustrated in the exemplary operating
environment 100.
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[0017] The invention is operational with numerous other
general purpose or special purpose computing system envi-
ronments or configurations. Examples of well known com-
puting systems, environments, and/or configurations that
may be suitable for use with the invention include. but are
not limited to: personal computers, server computers, hand-
held or laptop devices, tablet devices. multiprocessor sys-
tems, microprocessor-based systems, set top boxes, pro-
grammable  consumer  electronics. network  PCs.
minicomputers, mainframe computers, distributed comput-
ing environments that include any of the above systems or
devices. and the like.

[0018] The invention may be described in the general
context of computer-executable instructions. such as pro-
gram modules. being executed by a computer. Generally,
program modules include routines, programs, objects, com-
ponents, data structures, and so forth. which perform par-
ticular tasks or implement particular abstract data types. The
invention may also be practiced in distributed computing
environments where tasks are performed by remote process-
ing devices that are linked through a communications net-
work. In a distributed computing environment, program
modules may be located in local and/or remote computer
storage media including memory storage devices.

[0019] With reference to FIG. 1, an exemplary system for
implementing the invention includes a general purpose
computing device in the form of a computer 110. Compo-
nents of the computer 110 may include, but are not limited
0. a processing unit 120, a system memory 130, and a
system bus 121 that couples various system components
including the system memory to the processing unit 120.
The system bus 121 may be any of several types of bus
structures including a memory bus or memory controller. a
peripheral bus, and a local bus using any of a variety of bus
architectures. By way of example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus. Micro Channel Architecture (MCA) bus, Enhanced ISA
(EISA) bus, Video Electronics Standards Association
(VESA) local bus. and Peripheral Component Interconnect
(PCI) bus also known as Mezzanine bus.

[0020] The computer 110 typically includes a variety of
computer-readable media. Computer-readable media can be
any available media that can be accessed by the computer
110 and includes both volatile and nonvolatile media, and
removable and non-removable media. By way of example.
and not limitation, computer-readable media may comprise
computer storage media and communication media. Com-
puter storage media includes volatile and nonvolatile,
removable and non-removable media implemented in any
method or technology for storage of information such as
computer-readable instructions, data structures, program
modules or other data. Computer storage media includes, but
is not limited to, RAM. ROM, EEPROM, flash memory or
other memory technology, CD-ROM, digital versatile disks
(DVD) or other optical disk storage. magnetic cassettes,
magnetic tape. magnetic disk storage or other magnetic
storage devices, or any other medium which can be used to
store the desired information and which can accessed by the
computer 110. Communication media typically embodies
computer-readable instructions. data structures, program
modules or other data in a modulated data signal such as a
carrier wave or other transport mechanism and includes any
information delivery media. The term “modulated data sig-
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nal™ means a signal that has one or more of its characteristics
set or changed in such a manner as to encode information in
the signal. By way of example. and not limitation, commu-
nication media includes wired media such as a wired net-
work or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combina-
tions of the any of the above should also be included within
the scope of computer-readable media.

[0021] The system memory 130 includes computer stor-
age media in the form of volatile and/or nonvolatile memory
such as read only memory (ROM) 131 and random access
memory (RAM) 132. A basic input/output system 133
(BIOS). containing the basic routines that help to transfer
information between elements within computer 110, such as
during start-up. is typically stored in ROM 131. RAM 132
typically contains data and/or program modules that are
immediately accessible to and/or presently being operated
on by processing unit 120. By way of example, and not
limitation, FIG. 1 illustrates operating system 134, applica-
tion programs 135, other program modules 136 and program
data 137.

[0022] The computer 110 may also include other remov-
able/non-removable, volatile/nonvolatile computer storage
media. By way of example only, FIG. 1 illustrates a hard
disk drive 141 that reads from or writes to non-removable,
nonvolatile magnetic media, a magnetic disk drive 151 that
reads from or writes to a removable, nonvolatile magnetic
disk 152, and an optical disk drive 155 that reads from or
writes to a removable, nonvolatile optical disk 156 such as
a CD ROM or other optical media. Other removable/non-
removable, volatile/nonvolatile computer storage media that
can be used in the exemplary operating environment
include, but are not limited to, magnetic tape cassettes, flash
memory cards, digital versatile disks, digital video tape,
solid state RAM, solid state ROM, and the like. The hard
disk drive 141 is typically connected to the system bus 121
through a non-removable memory interface such as interface
140, and magnetic disk drive 151 and optical disk drive 155
are typically connected to the system bus 121 by a remov-
able memory interface, such as interface 150.

[0023] The drives and their associated computer storage
media, described above and illustrated in FIG. 1, provide
storage of computer-readable instructions, data structures,
program modules and other data for the computer 110, In
FIG. 1. for example, hard disk drive 141 is illustrated as
storing operating system 144, application programs 145,
other program modules 146 and program data 147. Note that
these components can either be the same as or different from
operating system 134, application programs 135, other pro-
gram modules 136, and program data 137. Operating system
144, application programs 145, other program modules 146,
and program data 147 are given different numbers herein to
illustrate that. at a minimum, they are different copies. A user
may enter commands and information into the computer 110
through input devices such as a tablet, or electronic digitizer,
164, a microphone 163. a keyboard 162 and pointing device
161. commonly referred to as mouse, trackball or touch pad.
Other input devices not shown in FIG. 1 may include a
joystick, game pad, satellite dish, scanner, or the like. These
and other input devices are often connected to the processing
unit 120 through a user input interface 160 that is coupled to
the system bus. but may be connected by other interface and
bus structures, such as a parallel port, game port or a
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universal serial bus (USB). A monitor 191 or other type of
display device is also connected to the system bus 121 via
an interface. such as a video interface 190. The monitor 191
may also be integrated with a touch-screen panel or the like.
Note that the monitor and/or touch screen panel can be
physically coupled to a housing in which the computing
device 110 is incorporated, such as in a tablet-type personal
computer. In addition, computers such as the computing
device 110 may also include other peripheral output devices
such as speakers 195 and printer 196, which may be con-
nected through an output peripheral interface 194 or the like.

[0024] The computer 110 may operate in a networked
environment using logical connections to one or more
remote computers, such as a remote computer 180. The
remote computer 180 may be a personal computer. a server,
a router, a network PC, a peer device or other common
network node, and typically includes many or all of the
elements described above relative to the computer 110.
although only a memory storage device 181 has been
illustrated in FIG. 1. The logical connections depicted in
FIG. 1 include a local area network (LAN) 171 and a wide
area network (WAN) 173, but may also include other
networks. Such networking environments are commonplace
in offices, enterprise-wide computer networks, intranets and
the Internet.

[0025] When vsed in a LAN networking environment, the
computer 110 is connected to the LAN 171 through a
network interface or adapter 170. When used in a WAN
networking environment, the computer 110 typically
includes a modem 172 or other means for establishing
communications over the WAN 173, such as the Internet.
The modem 172, which may be internal or external, may be
connected to the system bus 121 via the user input interface
160 or other appropriate mechanism. In a networked envi-
ronment, program modules depicted relative to the computer
110, or portions thereof, may be stored in the remote
memory storage device. By way of example, and not limi-
tation, FIG. 1 illustrates remote application programs 185 as
residing on memory device 181. It will be appreciated that
the network connections shown are exemplary and other
means of establishing a communications link between the
computers may be used.

Fast Booting a Computing Device to a Specialized Experi-
ence

[0026] Various aspects of the technology described herein
are directed towards a system that quickly boots a comput-
ing device to a limited scope or isolated experience. For
example. a computing system can act as a media player
without needing to fully initialize the many broader dimen-
sions of a general purpose operating system, which. for
example, may further or later load in the background for
subsequent fast switching or concurrent usage of the com-
puting device under a general purpose operating system.
Notwithstanding, booting to other limited experiences
(beyond media playing) is feasible, and also the general
purpose operating system need not fully load in the back-
ground to provide additional functionality. Still further,
booting into a partition in a manner that protects one
experience from being interfered with by another is
described herein. and provides substantial value. As such.
any of the examples mentioned herein are non-limiting, and
the present invention may be used various ways that provide
benefits and advantages in computing in general.

Sep. 20, 2007

[0027] Some solutions for instant media playing have
engendered personal computers with multiple and specialty
operating system images. and the uvser invokes the most
appropriate operating system for the situation. Though dual
and multi-boot capabilities may allow a system owner to
select which operating system image and application set to
load. current personal computers do not well support con-
current operations of these operating systems. For example,
to switch from one operating system to another generally
requires a termination and re-initialization and reboot into
that other operating system.

[0028] The fast boot technology described herein is gen-
erally directed towards the concept of booting a streamlined-
version of an operating system for a limited-purpose usage,
such as watching a DVD movie. The technology further
provides for the system to define or construct incremental
partitioned resource space(s) which can then also allow for
the additional concurrent loading of one or more other
specialty or full general purpose operating systems in other
partitions, such as when more elaborate capabilities of a full
operating system are desired. These capabilities now can run
with higher antonomy and enjoy more individualized expe-
riences, when desired: (note that concurrent operating sys-
tem executives on existing generation computer systems
used to require expensive platform virtualization technolo-
gies). To this end, emerging computing device CPU capa-
bilities. combined with a less common technology referred
to as “hypervisor,” provide such controlled, partition-based
hooting to be made more generally viable and availahle 10
the marketplace.

[0029] As represented in FIG. 2A, when facilitated via a
hypervisor or virtual machine manager 202, two or more
operating systems can run concurrently on computer hard-
ware 204. The virtual machine manager 202 essentially
comprises code that acts as a higher-privileged monitor to
mitigate issues belween operating systems running on vir-
tualized machines. Note that newer (e.g., particularly x86-
type) processors are emerging that assist the concept of
having a higher privilege context than ring 0 (in which each
kernel runs) to allow for an arbiter or virtual machine
monitor or virtual machine manager: (further note that as
used herein, virtual machine monitor and virtual machine
manager, as well as VMM. can be considered equivalent).
For example, among other operations, the virtual machine
manager 202 tracks which operating system (partition) is to
be notified of or passed a particular hardware interrupt event.
In this manner, an operating system may run on a virtualized
hardware platform behaving in its otherwise normal manner,
even though the operating system may not directly “own™
the real hardware directly: instead the virtual machine
manager 202 essentially regulates and enforces the various
partitions” shared utilization or ownership of devices.

[0030] By way of example, as represented in FIG. 2A,
relatively thin, streamlined operating systems 205-208 may
be dedicated to special purposes. such as DVD playing,
music playing, television playing, and other purposes. Note
that a general purpose operating system 210 is also available
in FIG. 2A, e.g., a Microsoft® Windows®-based operating
system such as Windows® Media Center Edition (which is
designed to work with media-related devices. but despite its
name is a full, general purpose operating system).

[0031] Alternatively represented in FIG. 2B is a function-
ally-rich platform as provisioned by a general purpose
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operating system 211 whose kernel services 203 support
other applications 215-218 that may coexist, e.g., for audio/
video recording and playing within the single operating
system. If the operating service employs a more dynamic
binding of device resources as needed with their device
drivers, the operating system may boot more quickly and
support only initially a smaller subset of application capa-
bilities. However performance would be lessened. and other
risks would exist by loading and linking other devices as
they are later needed. Thus, one or more of these other
application sub-systems 215-218 may be fast booted.

[0032] As a result of booting to a streamlined special-
purpose operating system such as the DVD operating system
205, the user may experience watching a first-initiated
movie much quicker (relative to a full general purpose
operating system boot), for example, while the rich platform
210 is being prepared for utilization. The streamlined. spe-
cial-purpose operating system 205 provides a very quick
boot (approximately five to seven seconds if from hard disk,
or even less il from flash memory hardware or the like) to
an experience desired by the user. For example, first acti-
vation through a media control button (e.g. play. fast for-
ward, and so forth) or a special media-player button may be
used to start the machine in a media player mode, or a given
machine may by default or be user-configured to boot to the
special purpose limited experience, such as on media inser-
tion hardware events. For example. in order for the boot
loader to determine whether to first load a virtual machine
manager and/or a special purposes operating system, or
directly load the full general purpose operating system, a
specific button dedicated to the desired boot experience can
be wired such that when pressed, the button generates a
general purpose event to start the system, and subsequently
stores a value in the BIOS which can then be used to pass
to the Bootloader code. The hypervisor or virtual machine
manager may be installed with one of the operating systems,
distributed as part of the hardware platform within firmware
or a special disk partition with the system. or even launched
off temporary media like a DVD movie. The system may
boot or even run the limited media image out of non-volatile
memory image.

[0033] The specialty partition may be loaded with the
hypervisor or a simpler launch of the operating system with
the hypervisor loaded at a later time where it may define a
partition that describes the pre-existent operating system and
hoist it to run then on the virtual machine manager within the
newly defined virtual machine context or partition that
describes the pre-existent operating system. The virtual
machine manager may then define other partitions as needed
and launch within them other operating systems in new
virtual machine contexts.

[0034] While the user is in the limited experience, a full
copy of the general purpose operating system 210 (e.g., a
Windows®-based operating system) can provisionally be
loaded in the background to enable full personal computer
functionality as well. Thus, after some relatively longer
amount of time, e.g., on the order of less than a minute, the
user can be enjoying the media experience and thereafier
utilize the general purpose operating system concurrently, or
even switch to it completely if the user desires to use the
general purpose operating system exclusively. The experi-
ence may be generally seamless in that unless the user does
something such as manually switch to a new application,
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switch to a windowing environment. and/or request or
access other services, the user may not even realize that the
general purpose operating system is available. For example,
the user is not required to stop watching a movie while
waiting for the complete general purpose operating system
210 to load. In contrast, conventional non-virtualized com-
puter systems would require that the special purpose oper-
ating system 205 be terminated in order for a different
general purpose operating system 210 to be launched.

[0035] Thus, in the foregoing example, the user can
quickly boot to a specialized media partition for DVD.
CD-ROM or removable flash media playing, while in back-
ground the general purpose operating system loads. A spe-
cial button, or upon a media insertion event from a cold
restart, enters the specialized mode.

[0036] It should be noted that a specialty operating system
need not activate, monitor and/or serve the entire profile of
available system hardware resources. The non-utilization or
quiescence of one or more hardware resources that are not
needed for a currently-active specialized user experience (or
set of experiences) can reduce the power demand that these
resources might otherwise require and thereby achieve a
significant power savings. In one example estimate, for
mobile systems this may vield on the order of ten to fifteen
percent greater battery life for a movie playback experience.,
for example, if general computing activities are not needed
at the same time. BEssentially any component. including the
components described herein such as the hypervisor, can be
configured to control the power state of hardware resources
based on the user experience or experiences that are cur-
rently active.

[0037] Ttalso should be noted that when there is a separate
partition for media, some special consideration can be given
to digital rights management. This can offer powerful risk
management business value to content owners. The partition
itself’ may include or otherwise be associated with an
autonomous digital rights management functionality. but
may also leverage or extend the digital rights management
capabilities and structure of the full operating system once
it is loaded. For example, it is feasible that part of protected
content such as first couple minutes of a DVD would not
require digital rights management. however the rest would,
whereby the specialized partition need not require as com-
plex of a trusted digital rights management path, but the
remainder would require a transition to the full general
purpose operating system so that the trusted path was
available.

[0038] However, having the partition itsell include or
otherwise be associated with digital rights management
functionality provides an antonomous, hardened, and pro-
tected environment that also provides benefits. Partitioning
may be used to fully isolate keys, cryptographic engines,
codecs and media processing services into a controlled
specialty partition. Isolating premium content and protecting
it from applications and device drivers which might be
loadable in a more open general purpose environment. For
example, hardening a scoped. specialized operating system
can be simpler and more robust than a general purpose
operating system where other drivers and applications can
be loaded. By virtue of isolation from open APIs or appli-
cation platforms. a media partition can offer a more simpli-
fied. potentially measurable and secure environment for
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content owners, giving greater confidence that the media
cannot be easily compromised. Also, a parent may let one or
more children watch a movie on the special media or guest
partition. which is isolated from accessing file system data.
This protects the machine data by keeping the data in a
locked environment until specifically unlocked.

[0039] To utilize two or more concurrently running oper-
ating systems, special provisions are made for Device 1/0.
At present, conventional devices and device drivers do not
support directly sharing concurrently by multiple operating
systems. Essentially only one unmodified OS, device driver
311 and or virtual machine manager can own a particular
device. That owning virtual machine or the virtual machine
manager may implement additional logic 312 (FI1G. 3 here
shown as a separate entity. An alternative model is a new
physical device driver that also has the incremental capa-
bility) to share the device through virtualization or emula-
tion to the other virtual machines (consumers 313 and 314).

[0040] For rich media experiences there are some particu-
larly demanding requirements on the virtualization platform
and its devices. A general paradigm for legacy device
accommodation is to intercept device interactions by an
operating system monitor, VMM or hypervisor to evaluate
how those events should be managed when multiple oper-
ating systems may be contending for resource and function-
ality. This requirement for intervening logic may challenge
assumptions for I/O timing, This is substantially exacerbated
in that intervening logic may need to execute in a different
context. Other modern technologies still have substantial
latency for performing a context switch. However, for
example, the human ear is very sensitive to slight changes in
signal timing, and as a result audio devices are at high risk
of aberrations or glitches if a platform is virtualized under-
neath operating systems, device drivers and applications that
are not designed for a virtualized system.

[0041] To further illustrate such demands, a hardware
interrupt may require a trap to the operating system monitor
or hypervisor to evaluate the event and distinguish which
virtual machine environment should service the interrupt.
That virtual machine may implement a sharing provider
which manages the 1/O needs of other consuming guest
partitions and multiplexes them through the physical device.
The interrupt that came from the device may be reflected to
the appropriate virtual machines that have implications on
the resource to indicate 1/O appropriate for that consuming
guest.

[0042] An alternative approach is to provide a very spe-
cialized hypervisor that only needs to support a single
specialty partition with limited explicit functionality. If the

specialty partition only needs access to a small number of

specific or select devices these devices may be owned by
hypervisor, or the hypervisor is programmed to direct the 1/O
for the device to the specialty partition. The majority of the
devices though may be owned by the general purpose OS.
The device driver in the specialty partition for the select
device under this approach would not be the same as a
device driver that owned the hardware outright and must be
aware of its relationship and dependency on the hypervisor
or VMM. The specialty partition may still also virtualize its
devices through a similar provider approach to the consum-
ing general purpose guest operating system and its virtual
device consumers. The hypervisor can help facilitate device
I/O, interrupts. DMA and configuration management events.
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[0043] An alternative approach effects direct device
assignments individually to different partitions, as generally
depicted in FI1G. 4. This approach may take advantage of a
DMA remapping controller in the /O bus hierarchy to
ensure that device memory writes or DMA are redirected to
the correct memory location for the appropriate guest. For
example, an I/O memory management unit (IOMMU) 420
may be controlled (e.g., programmed) by the hypervisor 202
to understand the I/O and system management space of each
guest partition and to be able to remap memory addresses
based upon the device, guest partition and the memory
address to which it is programmed to write. This approach
may provide a suitable design for timing sensitive content
such as audio and video, as described above. For example.
if Digital Rights management hardening is implemented, as
also described above, the media playing applications in the
general purpose operating system may serve as control
interfaces that communicate with an actual player in the
specialty partition.

[0044] To boot to a specialized partition, a partially iso-
lated or fully independent facility may be provided, in which
the partition/special purpose operating system essentially
has its own device drivers. FIG. 3 shows such a system, in
which real and at least a selective set of device drivers 311
allow the special purpose operating system direct access lo
a hard disk 321, removable media player 322, keyboard/
mouse input 323 (there may be a separate driver for each)
and a graphics display driver 324. Although depicted as
present in FIG. 3. not all of the drivers shown need to exist
in a given implementation, e.g.. primary hard disk drivers
having direct access to the hard drive 321 may not be
necessary. e.g.. if there is other non-volatile memory that can
provide the fast or early boot image of the possibly small
specialty partition. Note that many of a system’s comple-
ment of devices need not be supported or controlled by the
specialty partition with its reduced or specialized function-
ality. For example. as can be readily appreciated, relatively
little Ul is required for a media player. whereby a mouse or
full keyboard may not be needed. Instead, sufficient user
interface purposes may be provided by other input mecha-
nisms., e.g., by special media control buttons (lforward.
reverse, stop, play and so forth). and/or by a wireless remote
control device that is independent of a keyboard, mouse or
touchpad. Note that until DMA remapping hardware
becomes common in system chipsets, most devices will be
owned and controlled in the general purpose OS or in the
hypervisor itself.

[0045] The hypervisor and special purpose operating sys-
tem (usually the first present operating system) may virtu-
alize and share the physical resources such that they also
may be utilized by subsequent concurrently loaded operating
systems if it needs the same resource. Note that although
first present. its loader may load the specialty operating
system or application partition to a memory address above
where a conventional operating system would load. to
minimize the impact on legacy general purpose operating
systems and their unaware drivers. For the current genera-
tion of devices which are not designed or intended to be
shared. a first operating system and/or hypervisor will bind
a device driver that works conventionally with the device, as
represented in FIG. 3 by the drivers 311. On top of that
device driver set 311, a set of providers (e.g., a Virtual
Service Provider) 312 is implemented to provide an intelli-
gent sharing point for the device to other partitions. A Virtual
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Service Provider shares or emulates a physical device to
other guest operating systems running in virtual machines.
e.g.. as represented in FIG. 3, the general purpose operating
system 210 and its virtual device drivers (e.g.. Virtual
Service Consumer) 313 may be loading (as represented by
the dashed boxes) while the special purpose operating
system 309 is running.

[0046] It is generally more desirable for timing-sensitive
devices to be held by the first booting specialty partition for
the extent of a media play session. Thereafter, if a general
purpose operating system is loaded, the media partition may
terminate upon media player exit. The specialty partition
may release the device and the virtual machine manager may
assign the device 1o the productivity operating system and
then generate plug and play events or the like for the general
purpose operating system, such that the general purpose
operating system discovers the real physical devices. binds
physical device drivers to these, and terminates the utiliza-
tion of the virtualized devices through the Virtual Service
Consumer.

[0047] Note that alternative models, described below,
allow devices to transition between partitions, or even
provide a new unique or separate driver service partition,
whereby each partition need not have any of its own physical
device drivers as represented in FIG. 3.

[0048] FIG. SA shows a partial transition to the general
purpose operating system 210 once loaded. Note that a DVD
player may sequentially stream data to a memory bufler
faster than the bufler is emptied during playback. If a
buffering system is designed that could be duplicated or
shared and utilized by both partitions, transitioning the
utilization a device might be possible even during media
activities. If the system buffer is created large enough. there
may be a long enough quiescent state during which owner-
ship of one or more hardware devices can be transferred. An
application in the general purpose operating system may
resume filling of the same bufer that the specialty partition
playback experience is using. By filling the large playback
buffer or a replicant prior to any transition. and handshaking
between partitions (e.g., via the virtual machine manager
202 and operating system resident Plug-and-Play events),
the transition can be essentially seamless.

[0049] However. note that video or graphics devices 324
may be somewhat difficult to transfer seamlessly (i.e.. glitch-
free from the viewer’s perspective). and thus the media
partition may own these drivers/hardware for life of the
media experience. This is the state represented in FIG. SA,
where the monitor 324 and associated graphics driver are
still owned by the media player 309. Similarly, although an
audio device and its driver are typically less complex. the ear
is much less tolerant than the eye. whereby audio can be
even more diflicult to transition without glitch. If the user
stops the playback, or switches from full screen viewing to
windowed viewing in a windowing environment, the tran-
sition may be made, since such actions are not be expected
to be a glitch-free experience.

[0050] To summarize. although device reassignment
across partitions is possible and further are not likely com-
pletely seamless when dealing with isochronous activities
like media playback. such transitions may be perceived as
seamless by playing video and/or audio through an extended
or extensible memory playback bufler; as device read speeds
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can exceed playback data requirements, significant read-
ahead caching (e.g., on the order of minutes) of video and/or
audio to RAM may be achieved. As the general purpose
operating system and a complementary designed player
application are appropriately loaded. the special purpose
operating system may share or transition the large buffer
with the general purpose operating system. and then release
the media player (e.g., DVD drive) and allow the general
purpose operating system to acquire it. If the specialty
operating system needs resources. the specialty operating
system may provisionally set up a Virtual Service Consumer
share back to the general purpose operating system.

[0051] As represented in FIG. 5B, once the transfer is
complete, the system (e.g.. the virtual machine manager
202) may terminate the partition 309 and move everything
to the general purpose operating system 210. This is because
the general purpose operating system 210 has the capabili-
ties to play media as well as do essentially anything another
special purposes partition can do. However, as mentioned
above with respect to digital rights management and/or
isolation for the purpose of protected environments. there
may be benefits to keeping one or more partitions active
even when the general purpose operating system 210 is fully
loaded and running.

[0052] For example, one benefit of strong partitioning is
the isolation of error conditions and reductions in single
points of failure in the whole system. There may be different
partitions that can operate rather autonomously for different
computing functions or even isolated device drivers.
whereby failure of one partition will not bring down the
entire computing device. In this manner, for example. a
game playing program that crashes its partition, or other
general purpose local interactive functionalities (including
the general purpose operating system if the game is run in
that partition), will not cause another partition such as a
telephony or a personal video recorder/player partition or its
media extender interface to fail. whereby a scheduled
recording will still take place. Such partitioned isolation thus
protects the independent functions that a computer system
can perform.

[0053] FIG. 6 shows the concept of a virtual service
provider 662 offered by a partition that owns a physical
device or resource, with the virtual service provider 662
sharing and working with a companion Virtual Service
Consumer and/or clients in other partitions (e.g.. 664). The
interaction requires an inter-partition messaging and signal-
ing facility. and ideally there may be some shared system
memory. The partition that actually owns the device and has
the physical device driver will generally be the first partition
instantiated, especially if it is involved in an isochronous or
timing sensitive activity. This even may be the hypervisor
202. In general, along with device drivers, the virtnalized
service provider may share resources to another partition
when loaded, such as management services. policy, and so
forth. As DMA remapping silicon becomes more common,
individual or different devices may be more easily owned by
different partitions, or device ownership also may more
casily transition independently to be owned by another
partition. Thus, as multiple partitions end up owning
devices. they can also each also shared from those owning
partitions by those partitions as depicted by 210, 309 and
680 where providers are found in multiple partitions. The
constitution of the virtualized resource providers 662. 664
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need not be identical as their devices may be different, and
sharing may be asymmetrical.

[0054] FIG. 7 shows the concept of an input/output (1/O)
service partition 790 including device drivers 792 that can
be shared for use by other partitions 210 and 309. Although
not specifically represented in FIG. 7, there may be multiple
service partitions. and some may include device drivers and
other related code (e.g.. codecs. decryption. policy and other
services) for only a subset of the entire hardware 204. In
addition to service isolation. in this manner even system
availability may be improved. For example any given ser-
vice partition may fail and still not bring down the entire
system or total device I/O. Note that although not shown in
FIG. 7. the general purpose operating system 210 (or any
other partition) may have its own drivers and the like for
enhanced efficiency and even possibly recovery.

[0055] FIG. 8 shows another alternative architecture, in
which some (or possibly all) physical devices are owned by
a hypervisor 802, which includes the physical device drivers
811. Each guest partition includes a virtualized service
consumer.

[0056] Most devices accommodate a rather complex set of
demands, relative to virtualization, in rationalizing multiple
legacy operating systems that contend for a resource, (in
which each operating system presumes exclusive owner-
ship). If a device is owned and utilized exclusively, con-
figuration, interrupt servicing, and device 1/0 can be per-
formed directly by the owning operating system, lessening
the requirements on the hypervisor or another sharing virtual
machine.

[0057] 1In addition to sharing through a virtualization ser-
vice provider, virtualization of graphics devices provide
advantages. in that graphics cards are often extremely intel-
ligent and highly-programmable devices. This design pro-
vides for an intelligent graphic device that can virtualize
itself, set up multiple graphic contexts and represent itself as
if it were multiple discrete devices, each of which can be
individually assigned to each virtual machine. Each virtual
machine may then communicate directly with the device,
thereby reducing the complexities of intermediary process
logic and time-consuming context switches. An intelligent,
self-virtualizing and/or multi-headed device may provide
asymmetric heads to the partitions, as each virtual machine
may have different resource requirements or differential
interfaces attributes. The applications also may be different.
A specialized operating system and its selective applications
may only require some selective interface, e.g., for large data
blobs and sequential [/O play, thereby not requiring broader
and possibly tedious object granular services that are com-
mon in general purpose operating systems. Though many
devices may present multiple heads or functions and act
rather independently. a graphics card has some other oppor-
tunities, if for no other reason that there may be a single user
of the partitioned machine. Though multiple operating sys-
tems and services may run in partitions, it is not a given that
the user would desire redundant and (possibly) confusing
views to the system interface. As a result, the GPU may have
the additional challenge of reintegration of facilities such as
the desktop. start menus, task bars that are otherwise unique
to the operating system, and attributes and partitioned con-
cepts for each virtual machine. This visualization example
does likely not apply to other devices such as network
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interface adapters. For complex concurrent operating system
scenarios, a common abstracting graphics processor (GPU)
may assist in integrating the contexts and improving the user
interface. e.g., for things such as a common desktop, when
compared to the recursive model common with most virtu-
alization solutions today.

[0058] In general, audio devices are not as intelligent as
graphics devices and thus do not have the robust facilities by
which they may easily virtualize themselves. Audio
resources need not be as exclusively allocated as say a
storage device. Unique buffers may be offered to each
partition where a new type of aware device driver operates
under the knowledge that it is working with an expressly
shared device. The audio controller may further enjoy less
thrashing if it were to poll each guest for output information
as opposed to all of the latency due to non-opportunistic
interrupts and complexity of decoding interrupts driven 1/O.
Notwithstanding, multi-threaded operating systems have
successfully dealt with the challenges of multiple threads
and applications writing to the hardware concurrently: simi-
larly. for a single user, multiple streams may be combined
through the audio device to represent aggregated tracks. As
one media scenario described herein is primarily a single
user solution, multiple operating systems may similarly
stream data to the audio output facilities. Although such a
concept might seem to garble audio data, this may be
acceplable for dub-over like experiences for audio events.
For example, a virtual service provider (e.g., of the provider
set 312 in FIG. 3) for audio devices may provide one
partition with exclusive control of the device configuration
interfaces. but the facility can provide each partition with its
own hardware direct interface for data output. with the
output streams aggregating into the codecs and summating
through the speakers.

[0059] Note that semiconductor technologies have
recently reached some limits that do not allow for the same
performance gains through process reduction and frequency
increments. Instead, system gains are now also commonly
achieved via multi-core and multi-processor designs. Multi-
core or mulii-processor systems facilitate the concurrent
execution of more than one partition, and significantly
relieve the overhead of switching processor contexts. For a
multi-processor or multi-core system, the hypervisor sched-
uler may bias the scheduling of virtual machines such that
the key components of the consuming and providing parti-
tions are virtually always concurrently resident on one of the
cores or processors and minimize their contention for com-
mon processor resources as well as reducing latency for the
expensive swapping of processor contextual information.
The specialty partition and the general operating system
partitions are configured to use shared memory for shared
virtualized devices through the virtual service provider/
consumer model described above, and thus do not require as
elaborate or fully replicated multi-headed hardware devices
for rich media solutions.

[0060] For a device having multiple operating systems,
media resources may be additionally shared via a higher-
level abstraction (relative to conventional device function-
alities). For example. a rich media provider may share
functionality with objects and methods, such as a virtual
remote control that shares functions such as Play, Fast-
Forward, Reverse. Pause and so forth, but not necessarily the
granular disk, keyboard and graphics attributes. or require
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the re-assignment of devices. This is particularly useful for
a scenario such as described above when the general purpose
operating system needs to take over device control. and the
specialty partition may stay resident and maintain the 1/O
and experience integrity. The specialty partition now may
not even need any Ul as its reduced capabilities are
abstracted through the virtual remote control. The remote
media control provider may now support additional
instances of media activities from other partitions where
play. record and such events may now be driven from an
initiating virtual machine, and data retrieval from DVD,
hard drives or removable flash media happens from the
actual device-owning partition, along with detailed output to
video and audio resources. The controlling partition may
also open up a shared memory buffer with the consuming
partition through which rich media content may directly be
streamed into the playback partition. As a result, the special
service partition may virtualize a much higher level service
like media playback and may not require the virtualization
of a low level physical device or be complicated with
transitioning devices or risk other glitch prone events.

[0061] To summarize, as represented in FIGS. 2-8, there
may be literal device drivers in one or more partitioned
operating system, which owns its real device drivers outright
and program the respective literal devices. there may be a
virtualized provider or sharing mechanism, and/or there may
be one or more /O service partitions. A hypervisor may also
be implemented where it owns physical devices and even a
device driver facility and provider or emulation infrastruc-
ture much like an IO service partition. One type of device
management operates by terminating (or effectively transi-
tioning) a partition’s direct device ownership, and associat-
ing the device with a different partition and the appropriate
device drivers in the new partitions such as by effecting
plug-and-play events to transfer ownership. That partition
may be then configured to offer a reflexive sharing provider.

[0062] Turing to the concept of a boot sequence, as can
be readily understood, the first partition does not need a
virtual machine manager 202. Instead the virtual machine
manager 202 may be loaded at the time of concurrency need
along with the loading the general purpose operating system,
for example. However, to assist in the transition. since late
binding of a virtual machine manager below an existing
partition may be complex. the specialty partition may antici-
pate a concurrent general purpose operating system and
associate with a virtual machine manager, which may be on
disk or non-volatile memory. such that the boot occurs with
this thin virtual machine manager working. For late binding,
the virtual machine manager may describe or construct a
partition that describes the pre-existing OS and then subju-
gate or hoist it onto the virtual machine manager. The
hypervisor also may be loaded first or part of an OS-virtual
machine manager image. It may be essentially part of a
firmware image.

[0063] Note that with such a small amount of memory,
there may be high availability, recovery and a speed advan-
tage to having a virtual machine manager and/or special
purpose operating system image boot from non-volatile
memory. versus a partitioned on the hard disk. For example,
if present in flash memory (e.g.. on the motherboard, device.
hard disk drive, or other areas of the machine), the image of
the specific virtual machine experience may [urther decrease
boot time, power consumption and improve user experience.
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[0064] FIGS. 2-8 thus illustrate how using a virtual
machine manager provides creation of an implementation
that allows a virtual machine manager and specialty purpose
operating system to instantiate a limited experience, without
the overhead of loading the entire general purpose operating
system. Once a virtual machine manager is spawned, addi-
tional special purpose operating systems may run (e.g.. a
DVD player that starts playing a movie) as well as the
general purpose operating system, which may subsequently
[ully load in the background during the first user-requested
activity. masking the boot time delay. Once the general
purpose operating system is fully loaded. responsibility for
the special purpose operating system experience may
handed-off’ to the general purpose operating system. or
alternatively, the special purpose operating system may
coexist until not needed. and terminated at that time. if at all.

[0065] In this manner, booting more quickly to a special
purpose, appliance-like operating system rapidly provides
specific user experiences, via a virtual machine manager.
This benefit can coexist with the other values that a general
purpose operating system offers. and provides the ability to
defer booting directly to a full general purpose operating
system. Instead. the full general purpose operating system
may boot/load in its own virtual machine after the specific
virtual machine experience may already be well under way.
The special purpose operating system may share resources
with other virtual machines. as well as transition to the
general purpose operating system when loaded. although the
special purpose experience may instead coexist with the
general purpose operating system.

[0066] Coexistence via the functionality and structure
described herein allows additional new dynamic experiences
to operate along with the general purpose operating system.
For example, the virtual machine manager allows the inter-
action between services operating in each partition,
whereby. as a further example. a general purpose operating
system-based application may control pause, play and fast-
forward of a DVD running on a special purpose operating
system. Such a hand-off” of functionality from a specific
virtual machine experience to a full general purpose oper-
ating system (once loaded) provide a rich experience and
may improve content protection as well. Termination of the
special purpose environment may be performed, if desired.

[0067] While the invention is susceptible to various modi-
fications and alternative constructions. certain illustrated
embodiments thereof are shown in the drawings and have
been described above in detail. It should be understood.
however. that there is no intention to limit the invention to
the specific forms disclosed. but on the contrary, the inten-
tion is to cover all modifications. alternative constructions.
and equivalents falling within the spirit and scope of the
invention.

What is claimed is:

1. At least one computer-readable medium having com-
puter-executable instructions, which when executed perform
steps, comprising:

booting to a special purpose operating system: and

loading a general purpose operating system while the

special purpose operating system is running.

2. The computer-readable medium of claim 1 wherein
booting to a special purpose operating syslem comprises
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loading a virtual machine manager and running the special
purpose operating system above the virtual machine man-
ager.

3. The computer-readable medium of claim 1 having
further computer executable instructions comprising transi-
tioning from the special purpose operating system to the
general purpose operating systen.

4. The computer-readable medium of claim 3 wherein the
general purpose operating system coexists with the special
purpose operating system.

5. The computer-readable medium of claim 3 having
further computer executable instructions comprising termi-
nating the special purpose operating system afier transition-
ing at least one resource and/or experience to the general
purpose operating system.

6. The computer-readable medium of claim 1 wherein the
special purpose operating system operates a media-related
device.

7. The computer-readable medium of claim 1 having
further computer executable instructions comprising, buff-
ering data while running the special purpose operating
system, and transitioning from the special purpose operating
system to the general purpose operating system, including
providing the general purpose operating system with access
to at least some buffered data.

8. The computer-readable medium of claim 1 wherein
booting to a special purpose operating system comprises
loading a virtual machine manager including at least one
device driver.

9. A method comprising:

partitioning at least two independent computing functions
into a plurality of partitions, each partition containing
a set of executable operating system code when loaded
into a memory; and

managing the input and output of each partition to operate

computer system hardware.

10. The method of claim 9 wherein partitioning the
computing functions comprises loading a first set of execut-
able code into one partition and executing the first set of
code while a second set of executable code is being loaded
into another partition.

11. The method of claim 10 wherein the first set of
executable code comprises a special purpose operating sys-
tem and the second set of executable code comprises a
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general purpose operating system that takes relatively longer
to load than the special purpose operating systen.

12. The method of claim 9 wherein managing the input
and output of each partition comprises running a virtual
machine manager to regulate the partitions’ utilization of
devices.

13. The method of claim 9 wherein partitioning at least
two independent computing functions into plurality of par-
titions comprises independently assigning at least two
devices to two different partitions.

14. The method of claim 9 wherein managing the input
and output of each partition comprises sharing at least one
device between partitions, including unidirectional and/or
bidirectional sharing of a device.

15. The method of claim 9 further comprising, controlling
a power state of at least one hardware resource based on
whether a selected partition of the plurality of partitions is
loaded into the memory.

16. In a computing environment, a system comprising:

a device set containing at least one computer hardware
component:

a plurality of coexisting partitions in executable memory,
each partition containing an operating system: and

means for controlling which partition may utilize which

component in the device set at a given time.

17. The system of claim 16 wherein the device set
includes at least one of a video playing mechanism, an audio
playing mechanism, a video recording mechanism, an audio
recording mechanism, a data storage mechanism, and an
input device.

18. The system of claim 16 wherein at least one partition
is loaded and ready for execution while another partition is
being loaded.

19. The system of claim 16 wherein each partition con-
tains at least one virtual device driver.

20. The system of claim 16 wherein the means for
controlling which partition may utilize which component in
the device set at a given time comprises a virtual machine
manager that operates between each partition and the device
set.

21. The system of claim 16 further comprising means for
communicating information between at least two partitions.
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