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Claim 1

1[a]. A distributed computing system comprising:

[1b] a software image repository comprising non-transitory, computer-
readable media operable to store:

[Ic] (1) a plurality of image instances of a virtual machine manager that is
executable on a plurality of application nodes,

[1d] wherein when executed on the applications nodes, the image instances
of the virtual machine manager provide a plurality of virtual machines,
each of the plurality of virtual machine operable o provide an environment
that emulates a computer platform, and

[le]l.(ii) a plurality of image instances of a plurali?r of software
applications that are executable on the plurality of virtual machines; and

[ 1] a control node that comprises an automation infrastructure to provide
autonomic deployment of the plurality of image instances of the virtual
machine manager on the application nodes by causing the plurality of
image instances of the virtual machine manager to be copied from the
software image repository to the application nodes and

[1fth0 provide autonomic deployment of the plurality of image instances
of the software applications on the virtual machines by causing the
plurality of image instances of the software applications to be copied from
the software image repository to the application nodes.



Claim 19

19[a]. A method comprising:

[19b] storing a plurality of image instances of a virtual machine
manager that is executable on a plurality of application nodes in a
distributed computing system,

[19¢] wherein the image instances of the virtual machine manager
provide a plurality of virtual machines, each virtual machine operable
to provide an environment that emulates a computer platform;

[19d] storing a plurality of image instances of a plurality of software
applications that are executable on the plurality of virtual machines;

[19¢] executing a rules engine to perform operations to autonomically
deploy the image instances of the virtual machine manager on the
application nodes by causing the image instances of the virtual
machine manager to be copied to the application nodes; and

[ 191] executing the rules engine to perform operations to
autonomically deploy the image instances of the software applications
on the virtual machines by causing the image instances of the software
applications to be copied to the application nodes.
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Remaining Disputes

Petitioner

Patent Owner

1. Claim Construction
(whether PO’s 3-step
process should be imported
into claims)

The claims include an express
definition for deployment.

Even if adopted, PO’s
construction is satisfied by
Khandekar and Le.

PO’s construction contradicts
the claims, specification, and
PO’s district court positions.

2. Virtual Machines
(whether Khandekar and Le
teach virtual machines)

The '138 patent relies on
VMware software.

Khandekar and Le are VMware
references that teach VMware
software.

PO’s arguments are contrary to
the "138 patent and prior art.

3. VMM Images

(whether Khandekar and Le
teach separate VMM
images)

The VMM is included in the
image of a physical computer.

The prior art includes express
motivation for the combination.

PO failed to address differences
between physical and virtual
images.

PO fails to address the
combination of Ground 2.




The Petition is supported by testimony from Dr. Shenoy

s P e tssenpnn Dr. Shenoy is co-author of prior art

Sundar ef al. 125) Date of Patent: Oct. 29,2013

cited by the applicant on the face

100

709.201
07

(75) Inveators: Jagane Sund;
5

g S B0 200 Coen .
o Al" 4200 Pacetal
Soratog, CA (US): 3 . e
joy Radia. AQUS) Eot
s
FOREIGN PATENT DOCUMENTS 0 e pa en

(7 Assigaee: €A, Ine., Islandia, Y (US]

WO WOONOSSS3 Al 102003
(%) Notice:  Subjeet w any disclimer, the term of this WO WO0GORIS03 Al 2006
is extended o adjusted under 35 (Continud)

LS.C. 15400 by 1339 days. .
OTHER PUBLICATIONS

Q@) Appl. No: 114 XN Hormens s al, “WebSphore Application Server: A Foumdaivn
B For oo Dernamd Computims.™ [BM Sysicann owaral 1M, vol 41, Ne
Filed: Mar, 30, 2007 Lop 2 NP1, 200

#5) Prior Publication Data (Continsed)
US 007233608 A1 Okt 4, 2008

Prioary Ewminer — Angelica Ruiz

{341 Anoracy: Agent or Firm — Baker Botts, LL P
Related US. Application Data

€60 Prvisional application No. 60787.280. fkdon Mar. 7! ABsTRACH

10, 20006, < 5

Oncor
miated allocation

nanagernent of compuing fuactions

1) In and neources within the distributed computing sysiem. The
200601 distributed computing system includes » software image
12006011 nage instances of a vidual
- -
(S5) Fleld of Classification Searc]
e
s applicatien ke for compl
sy References € .
US 8,572,138 B2
115, PATENT DOCU] Puge 2
73001 Veakan
003 Gupad
oy ) References Cited FOREIGN PATENT DOCUMENTS
2066 L
%2006 van dor] 115 PATENT DOCUMENTS WO WON0ETNITT AL w06
WO WD2oOeUSI®I Al w26
03013 s Davisetal WO WOROCTAINI Al R206
030133688 WO WORCONWS Al &2
N0 OIHIEY wo wa OR01 AL R0
2OXBITIIE Al . OTHER PUBLICATIONS
E A g
2004008864 B Uigaoakar et ol “Resoucer € verbwoking and Applicatics Profil.
200401627791 g i Shared Hostiag Placforms Procecdings of the §* Symposiam
2040181784 AL Systeors Deiga and Implementation. 17 pgs
2092
nate Cluseiog of Applicatisn Scrvees” Pro
s ol the I forl mMyuﬁk‘l\rM-Wl
Cion Servers. In Coajanction Witk he 23 Ieruaiona] Sympo.
s > por, XF GO TRV Ot
Gond el TIVIG 17, 2004,
sl APy Ling
aad o R P e 4. 2003 24 poges
Jpepm el A a ditlage 1o ks en dmag,
e XIP 002384260, 203, p. 200-207
apgeis LS. Agpl No. L1607 419 entide, “Natomated Degloyment and
Conliguexion of Apyiicariossin e Amoaomically Conroliod Dise
ntuted Computing Sysic v,
L%, Appl Mo, L] 6078 ated Deployment and
Configurcion of Apyi icaly Controld Dis-
shaad € ompiing Sy .
1PR2020-0
= cited by examiner

B. Urgaonkar et al., “Resource Overbooking and Application Profil-
ing in Shared Hosting Platforms.” Proceedings of the 5 Symposium
on Operating Systems Design and Implementation, 17 pgs.,
XP-002387427, 2002.

Netflix, Inc. - Ex. 1001, Page 000002
IPR2020-01582 (Netfiix, Inc. v. Avago Technologies International Sales PTE. Limited)




Patent Owner’s Three-Stage Process Should Not

Be Imported Into the Claims

1. Claim Construction

2. Virtual Machines
3. Image Instances of Virtual Machine Manager



PO in District Court: “no construction necessary” for any claim terms

of the '138 patent

PQ’s District Court Positions:

Claim Term PO’s Position

“virtual machine” No construction necessary.
Plain and ordinary meaning.

bJ

No construction necessary.
Plain and ordinary meaning.

“virtual machine manager’

“image instance” No construction necessary.
Plain and ordinary meaning.

“rules engine” No construction necessary.
Plain and ordinary meaning.




PO asks the Board to import a three-step process

from the embodiments into the claims

POR:

The logic and grammar of this paragraph mandate this three-step deployment

process.

+ Step 1 — To begin the deployment process, the specification uses the
phrase "Once control node 12 deploys the image instance of virtual
machine manager 402 to a node" (i.e., this step must happen first).
Ex. 1001 at 34:5-6.

o Step 2 — The specification next states that the virtual machine manager
supports the virtual machine(s) on the nodes (i.e., the virtual machine
manager provides the virtual machine on the node). Id. at 34:7-11. This
of course cannot happen as a matter of logic until after the control node
deploys the image instance of the virtual machine manager onto the
node.

* Step 3 — The specification states "Subsequently, control node 12 may
deploy an image instance of virtual disk image files 408 to one of the
new unallocated nodes" (i.e., the image instances of the software
applications are deployed onto the virtual machine after the deployment
of the image instance of the virtual machine manager). 7d. at 34:11-13
(emphasis added); see also id. at 32:67-33:2.

Ex. 2001, 9 67-68.




PO never identified any claim language that requires construction

34

€ generalion Ol Image Instances 10T virtual machine
manager 402 and virtual disk image files 408, control node 12
may deploy the image instance of virtual machine manager
402 1o one or more nodes in free pool 13. Once control node
12 deploys the image instance of virtual machine manager
402 to a node, the node appears to be one or more new,
unallocated nodes. For instance, if the image instance of
virtual hi ger 402 is configured to support five
virtual machines, control node 12 represents the newly
deployed image instance as though five new. unallocated
nodes have been added to free pool 13. Subsequently, control
node 12 may deploy an image instance of virtual disk image

°

files 408 to one of the new unallocated nodes.

L s dusing-doph e 20
may specify whether data in virtual disk image files is to be
treated as persistent or non-persistent. If administrator 20
specifies that the virtual disk image files are persistent,
changes made to a virtual disk image file persist when node is
restarted. To ensure the persistence of the data, administrator
20 may configure virtual machine manager 402 1o store vir-
tual disk image files in a storage arca network (SAN). Other-
wise, if administrator 20 specifies that virtual disk image files
are non-persistent, the original virtual disk image file is
reloaded from control node 12, Non-persistence may be valu-
able to minimize risks (e.g., potential corruption due to
viruses) associated with prolonged use of an operating sys-
tem. Further, corrupt or invalid data in the virtual disk image
file may be corrected by use of non-persistent image instances
for the virtual disk image files.

In this way, distributed computing system 10 may auto-
nomically utilize application nodes, e.g, node 400, 1o flexibly
supporta wide vanety of operaung systems and applications,
and provide virtuali env for those
operating systems and applications. For instance, node 400
may autonomically configured to support a Macintosh Oper-
ating System designed for a PowerPC processor, and a
Microsoft Windows Operating System designed for an x86
processor based on the particular goals of the autonomic
system. Thus, control node 12 may not need to distinguish
iae‘l\teun hardware processor architectures when deploying
« 2 Sy and applications. H . this system
may also allow administrator 20 to specify that control node
12 operate an image instance directly on a node without the
intervening virtual machine and virtual machine manager.
Furth by ing multiple operating systems on a
single node, distributed computing system 10 may be able to
use and deploy the resources of each node more cﬂ]clcmly

FIG. 25 is a flowchart ill ing an plary p ¢
for creating and capluring a golden image for a particular
virtual machine manager 402 (FIG. 24). Initially, administra-
tor 20 sets aside a node (e.g.. node 400) as an image host
(410). Administrator 20 may then install a particular type of
virtual machine manager 402 on node 400 (412). After
administrator 20 installs virtual machine manager 402 on
node 400, administrator 20 may configure the virtual machine
manager to support a desired number of virtual machine
nstances (414). For example, administrator 20 could config-
ure virtual machine manager 402 to support one or more
virtual machines. Administrator 20 may then perform other
network or Storage Area Network (SAN) configuration on
virtual machine manager 402 (416). After administrator 20
performs all of the necessary configuration, administrator 20
mslnlcls control node 12 to capture the image of virtual

402 with the configurations (418). Control
node 12 may store the captured image as a golden image in
application matrix 350 for use in subsequent autonomic
deployment of image instances.
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FIG. 26 is a flowchart ill ing an plary procedure
for creating and capturing a virtual disk image file, i.e., a
golden image of a guest operating system and applications for
executionon a virtual machine. Initially, admini 20sets
aside anode (e.g., node 400) that is running a virtual machine
manager (e.g., virtual machine manager 402) (420). Admin-
istrator 20 may then configure the virtual machi ger 1o
ate a virtwal machine (e.g., virtval machine 404) on node
After crcaung the virtual machine, administrator

20 installs
404 (424). Administra then install one or more
applications on the operating syste After installation,
administrator 20 may configure the operall and
applications as needed (428). In some embodiments, v
machine manager 402 stores definition data fur the panicular
virtual hi ing system, and ions in a vir-
tual disk image ﬁ]c Once ccnﬁg\lrauon is complele admin-

istrator 20 takes a “snapshot” of the data in the virtual disk
image file (430). Administrator 20 may then capture this

“snapshot™ to control node 12 as a golden image (432). Con- 20

trol node 12 may store the “snapshot™ in application matrix
350 as a golden image lor use in autonomic deployment of
one or more image i to virtual machines hosting the

FIG. 27A is a flowchart illustrating an exemplary proce- 2
dure for autonomic deploying a virtual machine managerto a
node. Initially, administrator 20 may instruct control node 12
1o create a new tier (440). Subsequently, administrator 20
specifies one or more captured virtual hil
image instances for assignment to the slots of the new tier 3
(442). Administrator 20 may also specify whether the image
instances of the tier run in persistent or non-persistent mode.
Administrator 20 may then activate the new tier (444). Afier
these physical nodes boot with the virtual machine manager
image instance, each of the nodes creates a set of virtual 3
machines as specified by the image instances. Control node
12 may then discover each of these virtual machines and place
them in free pool 13 as if they were independent nodes. In this
manner, each of the virtual machines appear 10 be physical
nodes available for use as application nodes 14 when needed.
However, control node 12 maintains tags or other metadata
that distinguish between virtual machines and actual physical
nodes. Finally, based on the current state and goals of distrib-
uted computing system 10, control node 12 may allocate one
or more of the virtual machines to the slots within the tier, !
similar to the process by which nodes are deployed from the
free pool 13 to a tier as needed.

FIG. 27B is a flowchart ill ing an lary proce-
dure l'ordeplnymganopemmg syslemandapplwalmu image
instance to a node that is executing a virtual machine man- s

operaling system on virtual machine 10

ager. To start the procedure, administrator 20 may instruct
[¥ ICY 1er,

number of slots for the tier, or select an existing tier (446).
Administrator 20 may then specify a captured operating sys-

tem and application image for the tier (448). In addition, 55

administrator 20 may set minimum, maximum, and target
values for the image instances to be deployed to the slots new
tier (450). Administrator 20 may then activate the tier (452).

er adnumistrator 20 activates the tier, based on the current
state and goals of distributed computing system 10, control &
node 12 autonomically selects a virtual machine from free
pool 13, i the virtual hine with a slot in the tier.
identifies the virtual disk image file (image instance) associ-
ated with the particular slot, copies the virtual disk image file
to the local hard disk of the physical node on which the virtual
node resides or the an associated SAN, and finally boots the
virtual machine from the virtual disk image file.

a

Claim 1



PO never identified any claim language that requires construction

“IW]e agree that safety at once upon removal from the patient is
an essential element of the invention as described by MBO.
However, we cannot endorse a construction analysis that does not
identify ‘a textual reference in the actual language of the claim
with which to associate a proffered claim construction.” Johnson
Worldwide Assocs., Inc. v. Zebco Corp., 175 F.3d 985, 990 (Fed.
Cir. 1999); see also Renishaw PLC v. Marposs S.p.A., 158 F.3d
1243, 1248 (Fed. Cir. 1998) (‘[I]t is manifest that a claim must
explicitly recite a term in need of definition before a definition may
enter the claim from the written description.’); E.I. du Pont de
Nemours & Co. v. Phillips Petroleum Co., 849 F.2d 1430, 1433
(Fed. Cir. 1988) (finding it improper to impose ‘a limitation read
into a claim from the specification wholly apart from any need to
interpret what the patentee meant by particular words or phrases
in the claim’).”

MBO Laboratories, Inc. v. Becton, Dickinson & Co., 474 F.3d 1323,
1330-31 (Fed. Cir. 2007)




PO argues that the VMM must execute and actually manage one or more
virtual machines - but PO took a contrary position in District Court

PO’s PTAB Arguments

POR: PO’s expert:

Step 2 — The specification next states that the virtual machine manager Q. So Claim 1 requires

supports the virtual machine(s) on the nodes (i.e., the virtual machine that the virtual
machine manager
manager provides the virtual machine on the node). Id. at 34:7-11. must actually manage

one more virtual
machines; is that right?
A. Yes.

PO'’s District Court Briefing

The patentee made this clear by expressly defining

“virtual machine manager™ as “a software program that is capable of managing one or more

virtual machines.” not a program that acrually does so. Id. at 32:60—62 (emphasis added).




PO admits: its construction would convert claim 1 into a “forbidden mix” of

system and method claims that claim 1 seeks to avoid

Patent Owner’s District Court Briefing on Construction of Claim 1 (Ex-1027):

As the Federal Circuit held in Chrimar Holding Co., LLC v. ALE USA Inc., 732 F. App’X
876 (Fed. Cir. 2018), as amended (June 1, 2018). “it is hardly uncommon for an apparatus or
system claim. as a claim to a product rather than a process (or a forbidden mix). to be directed to
capability. instead of actual operation.” Id. at 885. And “to infringe a claim that recites capability
and not actual operation, an accused device need only be capable of operating in the described
mode.” Finjan, Inc. v. Secure Computing Corp.. 626 F.3d 1197, 1204 (Fed. Cir. 2010) (citation

and quotation marks omitted).

138 Patent, Claim 1:

1. A distributed computing system comprising:




PO’s expert admits claim 1 does not require the VMM to be executing

PO’s expert:

Q. Does claim 1 require the virtual machine manager to actually be executing
on an application node?

A. It doesn’t require anything to be executed. It describes what happens when
the virtual machine manager is executed.




Claim 1 does not require actual execution

138 Patent, Claim 1= | 1 A Gistributed computing system comprising:

a software image repository comprising non-transitory,
computer-readable media operable to store: (i) a plurality of
image instances of a virtual machine manager that is
executable on a plurality of application nodes, wherein when
executed on the applications nodes, the image instances of the
virtual machine manager provide a plurality of virtual machines

“Because the language of claim 1 refers to ‘programmable
selection means’ and states ‘whereby when said alternate
addressing mode is selected’ (emphases added), the accused
device, to be infringing, need only be capable of operating in the
page mode. Contrary to GI/M's argument, actual page mode
operation in the accused device is not required.”

Intel Corp. v. U.S. Int’l Trade Comm’n, 946 F.2d 821, 832 (Fed. Cir. 1991)




“The plurality of virtual machines” refers to the virtual machines

that the VMM images are capable of creating

VMM images have the capability,
when executed, to provide a plurality
of virtual machines.

“[E]xecutable on the plurality of virtual
machines” simply refers to the virtual
machines that the VMM images are
capable of creating.

1. A distributed computing system comprising:

a software image repository comprising non-transitory,
computer-readable media operable to store: (i) a
plurality of image instances of a virtual machine
manager that is executable on a plurality of application
nodes, wherein when executed on the applications
nodes, the image instances of the virtual machine
manager provide a plurality of virtual machines, each of
the plurality of virtual machine operable to provide an
environment that emulates a computer platform, and (i1)
a plurality of image instances of a plurality of software
applications that are executable on the plurality of
virtual machines; and

a control node that comprises an automation
infrastructure to provide autonomic deployment of the
plurality of image instances of the virtual machine
manager on the application nodes by causing the
plurality of image instances of the virtual machine
manager to be copied from the software image
repository to the application nodes and to provide
autonomic deployment of the plurality of image
instances of the software applications on the virtual
machines by causing the plurality of image instances of
the software applications to be copied from the software
image repository to the application nodes.



Claim 1 includes express definitions for deployment

'138 Patent, Claim 1:

1. A distributed computing system comprising:

a software image repository comprising non-transitory, computer-readable media
operable to store: (1) a plurality of image instances of a virtual machine manager that 1s
executable on a plurality of application nodes, wherein when executed on the
applications nodes, the image instances of the virtual machine manager provide a
plurality of virtual machines, each of the plurality of virtual machine operable to
provide an environment that emulates a computer platform, and (i1) a plurality of image
instances of a plurality of software applications that are executable on the plurality of
virtual machines;

and

a control node that comprises an automation infrastructure to provide autonomic
deployment of the plurality of image instances of the virtual machine manager on the
application nodes by causing the plurality of image instances of the virtual machine
manager to be copied from the software image repository to the application nodes and
to provide autonomic deployment of the plurality of image instances of the software
applications on the virtual machines by causing the plurality of image instances of the
software applications to be copied from the software image repository to the
application nodes.




The express definitional language in claim 1 is
complete and unambiguous

“When claim language has as plain a meaning on an issue as the
language does here, leaving no genuine uncertainties on
interpretive questions relevant to the case, it 1s particularly
difficult to conclude that the specification reasonably supports a
different meaning.”

Straight Path IP Grp., Inc. v. Sipnet EU S.R.O., 806 F.3d 1356,
1361 (Fed. Cir. 2015).

“The claim, however, provides its own definition of ‘remission.’
That is, claim 1 specifically recites: ‘remission is defined as a DAI
score of 0 or 1.” That express definitional language in the claim
itself 1s complete and unambiguous, and it cannot be overridden
by a description of exemplary embodiments in the Specification.”

GeneriCo, LLC v. Dr. Falk Pharma GmbH, IPR2016-00297,
Paper 55, 10-11 (PTAB May 19, 2017).




PO imports an entire three-stage process from the specification

but cites no words of manifest exclusion or restriction

Patent Owner:

Each of these mmdependent Challenged Claims

UNITED STATES PATENT AND TRADEMARK OFFICE

e requires the three-step deployment process (or include claim elements that must

v.
AVAGO TECHNOLOGIES INTERNATIONAL SALES PTE. LIMITED,
Patent Ownes.

Jnar Paries Review No. IPR2020-01582

o perform the three-step deployment process) described in the specification of the

'PATENT OWNER'S RESPONSE

'138 Patent.

“Even when the specification describes only a single
embodiment, the claims of the patent will not be read
restrictively unless the patentee has demonstrated a clear
intention to limit the claim scope using ‘words or expressions of
manifest exclusion or restriction.’”

Liebel-Flarsheim Co. v. Medrad, Inc., 358 F.3d 898, 906-08 (Fed.
Cir. 2004) (internal citations omitted).

Federal Circuit:




PO relies on descriptions of “exemplary” procedures

Ex-1001 ("138 Patent): FIG. 27A 1s a flowchart illustrating an exemplary proce-

dure for autonomic deploying a virtual machine manager to a
node.

FI1G. 27B i1s a flowchart illustrating an exemplary proce-
dure for deploying an operating system and application image
instance to a node that 1s executing a virtual machine man-
ager.

PO’s expert: Q. So therefore, the challenged claims do not require all the

steps described for 27B, correct?
THE WITNESS: That's correct.

Q. The challenged claims do not require all the steps that are
described with respect to Figure 27A, correct?
THE WITNESS: That's correct.




Most of Figure 27B relates to tiers, which are not required by the claims

Ex-1001 (138 Patent):

PO’s expert:

FIG. 27B is a flowchart illustrating an exemplary proce-
dure for deploying an operating system and application image
instance to a node that is executing a virtual machine man-
ager. To start the procedure, administrator 20 may instruct
control node 12 to create a new tier, including defining the
number of slots for the tier, or select an existing tier (446).
Administrator 20 may then specify a captured operating sys-
tem and application image for the tier (448). In addition,
administrator 20 may set minimum, maximum, and target
values for the image instances to be deployed to the slots new
tier (450). Administrator 20 may then activate the tier (452).
After administrator 20 activates the tier, based on the current
state and goals of distributed computing system 10. control
node 12 autonomically selects a virtual machine from free
pool 13, associates the virtual machine with a slot in the tier,
identifies the virtual disk image file (image instance) associ-
ated with the particular slot. copies the virtual disk image file
to the local hard disk of the physical node on which the virtual
node resides or the an associated SAN, and finally boots the
virtual machine from the virtual disk image file.

Q. You'd agree that the challenged claims do not require
the use of tiers, correct?

THE WITNESS: That's correct, they don’t require the use of
tiers. The tiers are discussed in some of the
dependent claims. The independent claims certainly
don't require the use of tiers.

Q. The challenged claims do not require creating a new
tier, correct?

THE WITNESS: That's correct.

Q. The challenged claims do not require specifying
captured OS/application image for a new tier, correct?

THE WITNESS: That's not required. It's not explicitly
mentioned and certainly not in the independent
claims.

Q. And the challenged claims do not require setting
targets for a tier, correct?

THE WITNESS: Again, that's not explicitly mentioned in the
independent claims.

Q. The challenged claims do not require activating a tier,
correct?

THE WITNESS: Same answer as before.

Q. Does Claim 1 require booting of virtual
machines?

THE WITNESS: No. | don't see any language in Claim 1
where | would make that interpretation.




PO’s arguments require deployment and VMM execution

before software application images can be stored

PO’s logic: “the plurality of virtual

machines” refers to specific VMs.

* Software application images
cannot be stored in the repository
until after VMMs are deployed and
executed at application nodes.

PO’s expert contradicted PO’s logic:

Q. Now, just looking at the first paragraph of Claim 1,
would you agree that the software image
repository recited here in Claim 1 can contain the
images described in Claim 1 even if there's no
control node that provides additional functionality?

A. ... | suppose a simple answer is yes. | mean, a
software image repository can exist in the absence
of a control node that does anything with that
software image repository.

1. A distributed computing system comprising:

a software image repository comprising non-transitory,
computer-readable media operable to store: (i) a
plurality of image instances of a virtual machine
manager that is executable on a plurality of application
nodes, wherein when executed on the applications
nodes, the image instances of the virtual machine
manager provide a plurality of virtual machines, each
of the plurality of virtual machine operable to provide
an environment that emulates a computer platform, and
(1) a plurality of image instances of a plurality of
software applications that are executable on the
plurality of virtual machines; and

a control node that comprises an automation
infrastructure to provide autonomic deployment of the
plurality of image instances of the virtual machine
manager on the application nodes by causing the
plurality of image instances of the virtual machine
manager to be copied from the software image
repository to the application nodes and to provide
autonomic deployment of the plurality of image
instances of the software applications on the virtual
machines by causing the plurality of image instances of
the software applications to be copied from the
software image repository to the application nodes.



PO’s arguments are inconsistent with the '138 patent specification

138 patent: software application images are created and “bootable on the virtual machines”
before deployment

'138 patent:

PO’s expert:

After the first capture is complete, an administrator may
mstall one or more virtual machines 404 to virtual machine
manager 402. After the user installs and configures guest
operating systems and any necessary applications 406 on the
virtual machines 404, control node 12 may capture software
images for storage as virtual disk image files 408. Specifi-
cally, control node 12 may utilize the captured images as a
golden images for the particular operating systems. applica-
tions and specific configuration of the virtual machine. The
golden image may then be used to produce image instances,
1.e., virtual disk images in this case, that are bootable on the

virtual machines. The image instances may likewise be stored
in application matrix 350 for avtonomic deployment.

After generation of image instances for virtual machine
manager 402 and virtual disk image files 408, control node 12
may deploy the image instance of virtual machine manager
402 to one or more nodes in free pool 13.

Q. So then in this description, spanning columns 33 and
34, the two-phase capture process generates the image
instances of the virtual machine managers and image
instances of software applications, correct?

A. Yes.

Q. The images are then stored in a software image
repository, correct?

A. Yes.

Q. And then the control node deploys images after the
image instances of virtual machine managers and
image instances of software applications are generated
and stored on the control node, correct?

A. As described at the top of column 34, yes, that's the way
that happens.

Ex-1001, 33:55-34:
Reply, 14-15




Each independent claim defines autonomic deployment as being provided

by copying the image to an application node

Claim 19:

Claim 26:

19. A method comprising:

storing a plurality of image instances
of a virtual machine manager that is
executable on a plurality of
application nodes in a distributed
computing system, wherein the
image instances of the virtual
machine manager provide a plurality
of virtual machines, each virtual
machine operable to provide an
environment that emulates a
computer platform;

storing a plurality of image instances
of a plurality of software applications
that are executable on the plurality of
virtual machines;

executing a rules engine to perform
operations to autonomically deploy
the image instances of the virtual
machine manager on the application
nodes by causing the image
instances of the virtual machine
manager to be copied to the
application nodes; and

executing the rules engine to perform
operations to autonomically deploy
the image instances of the software
applications on the virtual machines
by causing the image instances of
the software applications to be
copied to the application nodes.

26. A non-transitory, computer-readable
medium comprising instructions stored
thereon, that when executed by a
programmable processor:

store a plurality of image instances of a
virtual machine manager that is
executable on a plurality of application
nodes in a distributed computing system,
wherein the image instances of the virtual
machine manager provide a plurality of
virtual machines, each virtual machine
operable to provide an environment that
emulates a computer platform;

store a plurality of image instances of a
plurality of software applications that are
executable on the plurality of virtual
machines;

perform operations to autonomically
deploy the image instances of the virtual
machine manager on the application nodes
by causing the image instances of the
virtual machine manager to be copied to
the application nodes; and

perform operations to autonomically
deploy the image instances of the software
applications on the virtual machines by
causing the image instances of the
software applications to be copied to the
application nodes.




Claim 19 recites steps performed at the control node

19. A method comprising:

storing a plurality of image instances of a virtual machine
manager that is executable on a plurality of application nodes in a
distributed computing system, wherein the image instances of the
virtual machine manager provide a plurality of virtual machines,
each virtual machine operable to provide an environment that
emulates a computer platform;

storing a plurality of image instances of a plurality of software
applications that are executable on the plurality of virtual
machines;

executing a rules engine to perform operations to autonomically
deploy the image instances of the virtual machine manager on the
application nodes by causing the image instances of the virtual
machine manager to be copied to the application nodes; and

executing the rules engine to perform operations to
autonomically deploy the image instances of the software
applications on the virtual machines by causing the image
instances of the software applications to be copied to the
application nodes.

Claim 19 does not recite any actions taken by the application nodes.




PO’s construction lacks written description

19. A method comprising:

storing a plurality of image instances of a virtual
machine manager that is executable on a plurality of
application nodes in a distributed computing system,
wherein the image instances of the virtual machine
manager provide a plurality of virtual machines,
each virtual machine operable to provide an
environment that emulates a computer platform;

storing a plurality of image instances of a plurality
of software applications that are executable on the
plurality of virtual machines;

executing a rules engine to perform operations to
autonomically deploy the image instances of the
virtual machine manager on the application nodes
by causing the image instances of the virtual

machine manager to be copied to the application PO would require the rules engine to
nodes; and > | execute VMM images at application

executing the rules engine to perform operations to nodes
autonomically deploy the image instances of the
software applications on the virtual machines by
causing the image instances of the software
applications to be copied to the application nodes.




The specification does not mention the rules engine executing any images at

application nodes

Ex-1001 (’138 Patent):

Fabric administration service 304 implements a set of
methods for managing all aspects of the fabric. Example
methods include methods for adding, viewing, updating and
removing domains, tiers, nodes, notifications, assets, appli-
cations, software images, connectors, and monitors. Other
example methods include controlling power at a node, and
cloning. capturing. importing, exporting or upgrading soft-
ware 1mages. Rule engines 246 of SLAI 204 may, for

example, invoke these methods by issuing action requests
212.

x No mention of executing images

x No mention of rules engines in the portions of the
specification that describe VMs or VMMs



Even if Adopted, PO’s Construction Is Satisfied

by Grounds 1 and 2

1. Claim Construction

2. Virtual Machines
3. Image Instances of Virtual Machine Manager



It was obvious to use Le’s disk imaging teachings

to provide VMMs to host computers

Claim 1:

1[a]. A distributed computing system comprising:

[1b] a software image repository comprising non-
transitory, computer-readable media operable to store:

[1c] (i) a plurality of image instances of a virtual
machine manager that is executable on a plurality of
application nodes,

[ﬁd] wherein when executed on the applications nodes,
the 1mage instances of the virtual machine manager
provide a plurality of virtual machines, each of the
plurality of virtual machine operable to }frowde an
environment that emulates a computer platform, and

[le] (i1) a plurality of image instances of a plurality of
software a}f)phcatlons that are executable on the

plurality of virtual machines; and

[1f] a control node that comprises an
automation infrastructure to provide
autonomic deployment of the plurality
of image instances of the virtual machine
manager on the aP lication nodes by
causing the plurality of image instances
of the virtual machine manager to be
copied from the software image repository
to the application nodes and

[lfg] to provide autonomic deployment of the plurality
of image instances of the software applications on the
virtual machines b%/ causing the plurality of image
instances of the software applications to be copied from
the software image repository to the application nodes.

Petition:

Ground 2: Khandekar in View of Le Further Renders [1f] Obvious

Khandekar teaches autonomic deployment of VM and VMM images, as
explained above for Ground 1. Le provides additional desk imaging teachings that
complement and elaborate on Khandekar’s teachings with techniques for copying
images from a repository to remote computers, further rendering this limitation
obvious. Ex. 1003 q9148-154.

As explained previously, a POSITA would have found it obvious to use Le’s
disk imaging teachings to provide VMMs from the provisioning server to hosts.

See §VI.A 2, §VI.A 3| 1c]. Disk images include the operating system and software

applications, which would include Type 1 and 2 VMMs, respectively. See, e.g., Ex.

1005, 8:10-23, 10:55-62, 22:32-44; Ex. 1003 9149.




The last step of Le’s imaging process reboots the computer to load the newly-

deployed operating system

y [11] a control node that comprises an automation infrastructure to provide
Dr. Shenoy S autonomic deployment of the plurality of image instances of the
Ori g| nal Decla ration . virtual machine manager on the application nodes by causing the

plurality of image instances of the virtual machine manager to be
copied from the software image repository to the application nodes

and
k ok ok
Fig. 5 (Emphasis Added)
Ex-1005 (Le): =
o1t Finally, the imaging server copies files and directories =
from the source file system to the destination file system, ‘““”|

dismounts the two simulated disks 2210, 2230, and reboots
the destination computer 1500 to allow it to load the new See Ex. 1005, 26:52-27:9 (... The invention’s image deployment process is
operating system deployed from the image 2015.

illustrated in FIG. 5 and is synunetrical to the novel image capture process

described above. ... The adapters 2310, 2314 and the file system drivers 2212 will
perform the same functions as for image capture. but in the reverse direction. ...
Finally, the imaging server copies files and directories from the source file

system to the destination file system. dismounts the two simulated disks 2210.

operating system deployed from the image 2015.”) (emphasis added): see also id..

k 2230. and reboots the destination computer 1500 to allow it to load the new




PO’s expert admits that execution of VMware ESX software

on the application node creates a virtual machine

PO’s expert:

Q. The execution of VMware ESX software on the application node
creates a virtual machine which is an emulated computer platform,
correct?

A. Yes.

Q. Does the 138 patent explain how exactly a virtual machine is created
by a virtual machine manager?

A. Only to the extent that it says that the virtual machines are created
when the virtual machine manager is executed.




PO’s expert: once an image instance of the VMM (VMware ESX) is executed

on the node, it creates the VM

PO’s expert: PO’s expert:

69. Inote that Dr. Shenoy characterizes the specification of the '138 Patent Q. For the virtual machines in the
embodiment of the 138

_ , _ _ , patent, what is the specific
recognizes that the image instance of the virtual machine manager deploys before S0 f tware that is used to

as describing the three-step deployment process. For example. Dr. Shenoy

the image instance of the software applications. See Ex. 2002 at 63:10-64:6: 68:12- emulate a computer platfo rm?
A. It's the software capability, the
software that's provided by the
virtual machine manager so
See id. at 68:12-69:2. 73:2-74:3. Dr. Shenoy also acknowledges that the image that when you execute the
virtual machine manager, the
functionality of the virtual

machine manager is to create
machine (by execution of the deployed virtual machine manager), because the image these virtual machines.

69:2: and 73:2-74:3. Dr. Shenoy also recognizes that, once the image instance of

the virtual machine manager is deployed on the node. it creates the virtual machine.

instance of the software application (e.g.. virtual disk image) 1s deployed after the

deployment of the virtual machine manager and after the creation of the virtual

mstance of the software application 1s deployed onto the virtual machine (i.e.. the
unallocated node that is executing the virtual machine manager). See id. at 63:10-

64:6: 73:2-74:3.




Virtual machine images are deployed as a subsequent step because physical

VMM imaging overwrites the entire hard drive

Dr. Shenoy’s Original Declaration:
f

Ex-1005 (Le):

Operating systen 22000 Next, the imaging server leverages
the server operating system’s APIs and utilities to partition,
then format, the destination disk 2230, destroying whatever
— partitions, file systems, data, etc., that was previously present
| on it. Finally, the imaging server copies files and directories

.

WAGE
FlLES)
s

9 ... The invention’s image deployment process is

illustrated in FIG. 5 and is symmetrical to the novel image capture process
Netfix.Inc. - Ex. 1003, Page.
|PRAD20-01562 (Netfi, Inc. v. Avago Technologies Intematoni Sales FTE. Limi

described above. ... The adapters 2310, 2314 and the file system drivers 2212 will

perform the same functions as for image capture, but in the reverse direction. ...
Finally, the imaging server copies files and directories from the source file
system to the destination file sysiem, dismouats the two simulated disks 2210,
2230, and reboots the destination computer 1500 to allow it to load the new
operating system deployed from the image 2015.") (emphasis added): see alsa id..
72:14-22 (".... It then copies all files and folders from the source to the
destination "), 20:25-37 (“A virtual disk can also be used as a regular disk image
for physical computers, i.c.. it can be archived, cataloged. then later deployed to
one or multiple physical computers for backup/restore or cloning purposes.”), FIG.
9, infra VLA 3[1g].

152 Le teaches an “exemplifying embodiment.” the “Universal Computer
‘Management System (UCMS).” (Ex. 1005, 59:21-27), which s similar to
Khandekar's provisioning server. See supra §VLA 2. The UCMS manages and
deploys images to virtual machines and physical computers. See, e.g., Ex. 1005,
65:20-33, 59:20-36. To guide deployment to physical computers, the UCMS
includes functionality that analyzes the hardware configuration of new computers

‘when they are registered. See Ex_ 1005, 70:12-35:

Netfix, Inc. - Ex. 1003, Page 000101
IPR2020-01582 (Netfix, Inc. v. Avage Technalogies Intemational Sales PTE. Limited)




Le teaches that VMMs are running and managing virtual machines at hosts

Le includes numerous teachings where VMs are powered on

Ex-1005 (Le):

Fig. 8 When a virtual machine is powered on, a virtual machine
monitor program 6300 controls it and manages the interac-
< NETWORK > tions between the software—commonly called “guest” soft-
N-3000 ware—running inside of the virtual machine and the host’s
physical resources, such as hardware devices. Some virtual
| POWERED-ON | |  POWERED-OFF 1 n.Jachine products, such as VMware GS,X Server and Connec-
| VIRTUALMACHINE | | VIRTUAL MACHINE H tix Virtual Server, access the host’s physical resources
: | . : through the services of an industry-standard host operating
I . . .
VIRTUAL MACHINE : VIRTUAL I | VIRTUAL ! | system 6400 such as Linux or Windows; other products, like
MONITOR ~ fe— | MACHINE 1 b PMAGINES i VMware ESX Server, include a virtual machine monitor 6300
8300 l “ne b | R0 ! ! and system-level kernel capable of managing physical
£ N S . . .
| / \ D ! resources directly without the need for a host operating sys-
VIRTUAL MACHINE | Lo H tem
MANAGER | b [ ’
6200 || ACTIVE | VM CONFIG|| | | ACTIVE ||VM CONFIG| !
'|IMAGE 1| | FILES1 |1 | |IMAGE2|| FILES2 ||
|| e012 6011 || 8022 6021 :
|
LOCAL VM Rt I B e — '
DATABASE
6210 OPTIONAL HOST OPERATING SYSTEM
6400
VIRTUAL MACHINE HOST
~ 6000




PO’s expert admitted that for a VM to be resumed on a node, a VMM

must be executing on that node

PO’s expert:

Q. And after a virtual machine disk image file is copied to an application node,

the virtual machine manager software allows that virtual machine disk image

file to be resumed on a virtual machine at that node, correct?

Yes.

. And in order for a virtual machine to be resumed on a node, that means virtual
machine manager software must be executing on that node, correct?

A. Correct.

o F

Q. And as a general matter, if a virtual machine is running on a computer, then a

virtual machine manager must also be running to provide and manage that

virtual machine, correct?

Yes.

. And if a virtual machine exists on a node, then a virtual machine manager must
be running on that node, correct?

A. Yes.

o F




Ground 1: Khandekar teaches deploying and executing VMM images

at host computers

Dr. Shenoy’s Original Declaration (Ex-1003):

VMs.” Ex. 1004, 5:51-58 (emphasis added). The image instances of the VMM are
executed on the host computer, allowing it to run a plurality of VMs. See Ex. 1004,
13:17-35 (emphasis added):

As 1s mentioned above, a VMM is typically included for each VM in
order to act as its software interface with the underlying host system.
... Several products are available from VMware, Inc. of Palo Alto,
Calif., that configure conventional computers, both stand-alone
desktop computers and multi-user servers, to load and run multiple

VMs. ...

Ex. 1004, 7:7-27 (“A VMM is usually a thin piece of software that runs directly on
top of the host and virtualizes all, or at least some of the resources of the machine,

or at least of some machine.”).




Khandekar's VMMs manage the execution of the virtual machines

Ex-1004 (Khandekar):

('
Dr. Shen oy: Some interface is usually required between a VM and the
underlying host platform, in particular, between the VM and
92.  Furth . Khandekar 1s a VM ha hes th f .- . . e - .

SEESR SEBETE KPSt NS T the host OS 220, which is the “real” OS in the sense of being
VMM that run directly on the underlying system hardware or altematively on a either the native OS of the unde‘rlymg physical computer, or
the OS or other system-level sofiware that handles actual I/O
Host OS. but in either case. the VMMSs manage the execution of the VMs. See id.. operations. takes faults and intemlpts, ete. As is mentioned
6:62-7:27 JVMM:s had long been known in the art: Khandekar teaches that “[t]he aI,:)ovc_a. the h.OSt platform e esp0n51bl_e foractually executing
VM-issued instructions and transferring data to and from the
general features of VMM:s are known in the art and are therefore not discussed in actual, physical memory 112 and storage devices 114. This
interface is often referred to as a “virtual machine monitor”

detail here.” Id. Given Khandekar’s teachings and the fact that it is a VMware (VMM).
patent, a POSITA would have found it obvious to use known VMM software. | A VMM 1s u§ually a thin plece' of software that runs
directly on top of the host and virtualizes all, or at least some
including VMware ESX software. See id. of, the resources of the machine, or at least of some machine.
In some systems, the VMM may even be included in the

system software itself, or operate alongside it at system level.
In some conventional systems, VMMs run directly on the
underlying system hardware 100, and will thus act as the
“real” operating system for its associated VM. In other sys-
tems, such as the one shown in FIG. 1, the HOS 220 is
interposed as a software layer between VMMs and the hard-
ware. Still other arrangements are possible. all of which may
be used in the invention. Regardless of which level the VMM
is implemented on, the interface exported to the respective
VM is the same as the hardware interface of the machine, or
at least of some predefined hardware platform, so that the
guest OS 320 usually cannot determine the presence of the
VMM. The VMM also usually tracks and either forwards (to
the HOS 220) or itself schedules and handles all requests by
its VM for machine resources as well as various faults and
interrupts. The general features of VMMs are known in the art
and are therefore not discussed in detail here.




Khandekar teaches deploying VMM images to hosts to allow them to run VMs

Ex-1004 (Khandekar):

In the following description of the invention, merely for the
sake of simplicity, only one VM/VMM pair is discussed. The
discussion applies equally, however, to all such VM/VMM
pairs that may be included in any given implementation ofthe
invention. Moreover, it will be assumed below that when a
VM is installed on a host. then a corresponding VMM is either
already installed on the host, or is included and installed
together with the VM.

According to another embodiment of the invention, a vir-
tual machine-to-hardware interface, such as a virtual machine
monitor (VMM), is installed on each of a plurality of hard-
ware hosts. Deployment of the VM is thereby made substan-
tially independent of the overall physical hardware configu-
ration. At least one of the hosts is then selected as the host for
actual VM deployment. Because each host plus interface
forms a separate physical host platform, the actual host may
be selected substantially arbitrarily. according to any given
criterion.




For images of pre-built and custom-built VMs, Khandekar teaches copying the

virtual disk image file to the host and booting the VM with the image

Ex-1004 (Khandekar):

Once a VM is deployed on a host, it may be started (“pow-
ered on”) in any conventional manner, either by the provi-
sioning server remotely, or by the user himself. Note that
powering ona VM does not normally involve a manual action,
but rather can be carried out through a software procedure.

Provisioning Engine 810

The provisioning engine is the component that ties together
the various components described above. The provisioning
engine preferably takes each user request and runs the corre-
sponding provisioning operation as a separate process. An
algorithm used in a prototype of the invention for provision-
ing a fully configurable (custom-built) VM is as follows:

1) Get a new task ID from the task manager 820.

2) Call the heuristics engine 880, to determine the VM’s
hardware configuration and the host to deploy on.

3) If the heuristics engine returns an error, call the task
manager 1o abort this task and inform the user about the error,
or invoke and implement some other rule base to suggest
action.

4) Create a new temporary usage area 860 for this task on
the host server.

5) Store the user input in the user input (choices) file 863 in
the temporary usage area.

6) Create the VM config floppy image 861 from the tem-
plate floppy image 834 for the VM, as described above in the

&

“Temy Usage Area” section.
/ 7) For each application selected by the user, create thi
custom answer file 864 and the application installation soft-

ware 862 using the process described above in the “Applica-
tion Library” section.
8) Copy the VM’s config file and the disk files to the host.
9) Call the AP1in the host 1o register this new VM.

10)Call the AP in the host to connect the VM config floppy (

image to the VM.
11) Call the API in the host to power on the VM. This
causes the configuration script in the VM to configure the

operating system parameters using the data in the config
oppy image: it also causes installation of the applications
CIC Is any error quring siep 11, call (e (ask man-

ager to abort the task.

13) When the configuration step successfully completes.
call the API in the host to power the VM down.

14) Clean up the temporary usage area and inform the user
of the successful completion of the task.

7) For each application selected by the user, create the
custom answer file 864 and the application installation soft-
ware 862 using the process described above in the “Applica-
tion Library™ section.

8) Copy the VM’s config file and the disk files to the host.

9) Call the API in the host to register this new VM.

10) Call the API in the host to connect the VM config floppy
image to the VM.

11) Call the API in the host to power on the VM. This
causes the configuration script in the VM to configure the
operating system parameters using the data in the config
floppy image: it also causes installation of the applications




For Instantly-Deployable VMs, Khandekar teaches deploying images by coping

the images and resuming them on the host

Ex-1004 (Khandekar):

According to an alternative “instant-deployment™ embodi-
ment of the invention. the user selects one of a plurality of
fully configured VMs, which are stored in a library 840 of
instant deployment VMs and are kept in a suspended state
until deployed. The provisioning server then selects an appro-
priate host 1000, 1001 on which to provision the VM, copies
the necessary data on that host, and resumes the execution of
the VM on the new host.

For provisioning an instantly-deployable VM, the algo-
rithm followed in the prototype of the invention was as fol-
lows:

1) Get a task ID from the task manager 820.

2) Call the heuristics engine to determine the host to deploy
on.

3) Create a temporary usage area 860 and store the user
input in it.

4) Copy the VM’s config file 842, REDO logs 843 for the
disks 841 and suspend-to-disk image file 844 to the host.

5) Modify the config file for the VM to access the disk
remotely on the server.

6) Call the API on the host to register the VM.

7) Call the API in the host to resume the VM.

8) Clean up the temporary usage area and inform the user of
successful completion of the task.




Khandekar and Le Teach “Virtual Machines”

1. Claim Construction

2. Virtual Machines

3. Image Instances of Virtual Machine Manager



The '138 patent mentions virtual machines as an afterthought

The specification’s first 31 columns describe non-virtualized applications:

T
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Only the last 6 figures and 5 columns
mention virtual machines




PO’s expert admits that virtual machines were known in the art

PO’s expert:

Q. You'd agree that virtual machines were known and used before the 138

patent, correct?

A. Yes.

Q. Why were virtual machines used in the art before the 138 patent?

THE WITNESS: The primary reason for using virtual machines is to provide a
layer of - or to provide a measure of independence from underlying
hardware.




PO’s argument

POR:

One of the primary shortcomings of the prior art cited by Petitioner 1s that the
term virtual machine (or "VM"), as used in Petitioner's prior art, has a very different
meaning than the term "virtual machine," as used in the '138 Patent — an 1ssue that

Petitioner ignores, but which permeates throughout its invalidity analysis.




PO’s expert admits: the '138 patent does not disclose a new kind of VMM

PO’s expert:

Q. Does the 138 patent disclose how a POSITA would go about creating new
virtual machine manager software?

A. It discloses how image instances of virtual machine managers could be
created. It doesn't - doesn't disclose how to, for example, design and
implement a new kind of virtual machine manager.

Q. Is there a part of the 138 patent that describes the specific software
components that are used to emulate a computer platform?

THE WITNESS: I'm not aware. | don’t recall any part of the 138 patent that
describes, as | would put it, the internal workings, let's say, of a virtual
machine.




The '138 patent relied on existing VMware software

PO’s expert:

Q. VMware software included the functionality to execute image instances of software
applications on virtual machines, correct?

A. Itincluded the functionality to provide - or includes the functionality to provide the
virtual machines on which software applications could be executed.

Q. And VMware software also has the functionality to load and execute those software
applications on its virtual machines, correct?

THE WITNESS: Yes.




The '138 patent only discloses using commercial VMware software

to provide virtual machines

Ex-1001 (138 Patent): PO’s expert:

As illustrated in FIG. 24, a virtual machine manager 402 1s

executing on node 400. As used herein, a virtual machine Q. The only example of a virtual

manager is a software program that is capable of managing machine manager disclosed in the
one or more virtual machines. For example, virtual machine embodiments of the 138 patent is
manager 402 may be an instance of VM Ware ESX software VMware ESX software. correct?

produced by VM Ware, Inc. of Palo Alto, Calif.
A. Yes. That appears to be the case,

yes.

machine 404A. For instance, if virtual machine manager 402
1s an instance of VMWare ESX, virtual machine disk image
files 408 may be specially captured .vindk files.

Q. ...inthose embodiments of the 138
patent, the virtual machines that are
emulating bare metal hardware,
those are provided by, in some
embodiments, VMware ESX software,
correct?

A. Yes.




Khandekar and Le are VMware patents
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Khandekar and Le teach VMs provided by VMware software

Ex-1004:

Ex-1005:

As is mentioned above, a VMM is typically included for
each VM in order to act as its sofiware interface with the
underlying host system. In the preferred embodiment of the
invention, a VMM is already pre-installed on each host 1000,
1001 so as to ensure compatibility and proper configuration.
Several products are available from VMware. Inc. of Palo
Alto, Calif., that configure conventional computers, both
stand-alone desktop computers and multi-user servers, to
load and run multiple VMs. It would also be possible, how-
ever, for a corresponding VMM to be included along with
each staged VM, as long as the characteristics of the host on
which the VM is to be installed are known. An advantage of
pre-installing a VMM, without a VM, on a plurality of hosts,
such as hosts 1000, 1001, 1003, is that it will then be possible
to deploy a given VM on any arbitrary one (or more) of these
hosts. Moreover, as long as the VMM on each host exports a
known hardware interface to the VM deployed on it, then VM
deployment will be substantially independent of the actual
physical hardware configuration.

When a virtual machine is powered on, a virtual machine
monitor program 6300 controls it and manages the interac-
tions between the software—commonly called “guest” soft-
ware—running inside of the virtual machine and the host’s
physical resources, such as hardware devices. Some virtual
machine products, such as VMware GSX Server and Connec-
tix Virtual Server, access the host’s physical resources
through the services of an industry-standard host operating
system 6400 such as Linux or Windows; other products, like
VMware ESX Server. include a virtual machine monitor 6300
and system-level kernel capable of managing physical
resources directly without the need for a host operating sys-
tem.

Compared with the hosted deployment, a kernel may offer
greater performance because it can be co-developed with the
VMM and be optimized for the characteristics of a workload
consisting of VMMs. The ESX Server product of VMware,
Inc.. has such a configuration. A kernel-based virtualization
system of the type illustrated in FIG. 2 is described in U.S.
patent application Ser. No. 09/877.378 (“Computer Configu-
ration for Resource Management in Systems Including a Vir-
tual Machine™), which is also incorporated here by reference.




It was obvious to use VMware software including ESX

Dr. Shenoy (Ex-1003): PO’s Expert:

These synergies

would have motivated a POSITA to combine Khandekar and Le by using Le’s Q' DO you agree that a POSITA’ in 20067 WOUId have
imagin teachings to deliver virtualization inffustueture o hosts, ncluding had the knowledge and skills to use virtualized
VMware software such as ESX and GSX software, and Le’s teaching of virtual Computing Systems including the use Of

machine monitors/managers to the extent Patent Owner attempts to distinguish

between these terms—both were components of VMware software that would have CO m m e rC I a I Iy ava I I a b I e SOftwa re fro m VM Wa re S u C h
obviously been included in the disk imaging techniques described above. a S ESX a n d G SX SOftwa re?
A. Yes.

A

POSITA would have been motivated to use VMware ESX software to implement

Khandekar’s teachings because Khandekar is a VMware patent, and its VMM

teachings would obviously have applied to ESX and other VMware software. .

Q. So for the virtual machine manager, a POSITA

Morcover.a reading the 138 patent would use software that was
POSITA would have been motivated to apply known features of VMware software . f)
and systems, including ESX server and Le’s teachings of virtual machine monitors k n OW n I n th e a rt S FI C h aS VM Wa re SOftwa re Z CO rreCt )
and managers, to Khandekar’s VMM teachings. See Ex. 1005, 13:22-30. A- YeS- And I belleve the Sundar, the 138 patent
Additionally, Khandekar teaches that VM images are created (see, e.g,, Fx. 1004, baS|Ca I Iy encou rageS th at V| eW’ encoura ges th at
9:10-25, FIG. 7) and a POSITA would have naturally looked to Le for additional
approach.

details on how to create images and how to use them to deploy software. including

VMware software such as ESX, GSX, and related components. to remote hosts.

By 2006, VMM
systems that were known in the art supported multiple VMs per instance. including
commercially available software such as VMware GSX and ESX Server (see
Ex. 1005, 65:65-66:10) and the Xen hypervisor, an x86 virtual machine monitor,

(see Ex. 1011 at 1. 5, FIG. 1).




Khandekar uses VMM software to provide virtual machines containing the

same components identified by PO’s expert

PO’s Expert: Ex-1004 (Khandekar):
FIG. 1
Q.A newly-created virtual machine would contain a (Prior Art)
i ?

virtual processor, correct? . B0
A.Yes. 360 ! VDEVICES
Q.It would also contain a virtual memory, correct? al
A.Yes. s, 314 “
Q.And a newly-created virtual machine would include GUEST _(rovs] |ela] voISK PN

virtual devices, correct? = i
A.Yes. 310~ y 312~
Q.And a newly-created virtual machine would include a ikl |

blank virtual disk; is that right? =
A.Possibly. | EMULATC :

700




The '138 patent relies on VMware software to create virtual machine images

PO’s expert:

Q. VMware ESX software captures virtual machine disk image files as .vmdk files, correct?

THE WITNESS: Yes.

Q. Sothen to take a snapshot of the virtual disk of the virtual machine in step 430, a POSITA would have used
VMware ESX software to capture a .vmdk file, correct?

THE WITNESS: They could have, yes.

Q. That's one of the ways that's disclosed by the 138 patent, right?

A. Yes, it's taught as an example in passing in the discussion of this image capture process described in Figure
26.

Q. Right. And does the 138 patent disclose any other specific ways to capture a snapshot other than using
VMware software?

A. Does it mention - | don't remember exactly, but | believe it mentions, is it the GSX product as well, perhaps
not in this particular place in the patent specification, but possibly elsewhere where it discusses virtual
machine manager products in general.

Q. Okay. Can you - do you know where - can you point to any specific places where the 138 patent discusses?

A. | could have a look here. Okay. Well, | see two instances of the specific mention of Vmware ESX. | don't see
mentions of other VMware products. It could be that I'm mixing this up with one of the other patents where
other products were mentioned.




Khandekar teaches virtual machine disk image files

Ex-1004 (Khandekar):
FIG. 3
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Khandekar and Le (Ground 2) Teach Image

Instances of a Virtual Machine Manager

1. Claim Construction
2. Virtual Machines

3. Image Instances of Virtual Machine Manager




The POR does not address the combination of Khandekar and Le

The POR attacks Khandekar alone (pp. 45-64):




PO attacks Le alone without addressing the combination with Khandekar

POR: 2. Ground 2: Khandekar and Le

Petitioner further alleges that the combination of Khandekar and Le renders
independent Claims 1, 19, and 26, and dependent Claims 2-5, 9, 20, and 21, obvious
under 35 U.S.C. § 103. See Pet. at 9. As noted above, Khandekar fails to disclose
or suggest each limitation of any independent claim of the '138 Patent. Le fails to
remedy these deficiencies of Khandekar, and the Challenged Claims are equally
valid over the combination of Khandekar and Le. See Ex. 2001, 99 148-152.

With regard to the installation of a VMM 1mage instance, Le teaches only that,
"[tJo power on and run the cloned virtual machine, all that the host computer needs
1s to have the appropriate VMM software installed." Ex. 1005 at 14:28-30; see also
Ex. 2001, 9 149. Thus, Le, like Khandekar, presumes that a VMM has already been
installed when discussing deployment, and provides no enabling disclosure of how
the pre-existing installation of a VMM might have occurred. See Ex. 2001, 9 150.
Le also appears to teach that the "cloned virtual machine," which would correspond
to the software application 1mage instance, 1s copied to the host before the VMM

image instance 1s executed. See id. Certainly, the Petitioner fails to identity, and a




Obviousness cannot be overcome by attacking references individually

“Non-obviousness cannot be established by attacking references
individually where the rejection is based upon the teachings of a
combination of references. Thus, Petersen must be read, not in
isolation, but for what it fairly teaches in combination with the prior art
as a whole.”

In re Merck & Co., 800 F.2d 1091, 1097 (Fed. Cir. 1986) (citations
omitted).

“The remainder of Bradium's arguments concerning this claim
limitation lack merit because they attack the disclosures of the two
references individually. A finding of obviousness, however, cannot be
overcome ‘by attacking references individually where the rejection is
based upon the teachings of a combination of references.””

Bradium Techs. LLC v. lancu, 923 F.3d 1032, 1050 (Fed. Cir. 2019).




Le reinforces Khandekar’s teachings with implementation details

for disk imaging techniques
Dr. Shenoy’s Opening Declaration (Ex-1003):

A. Grounds 1 and 2: Claims 1-5, 9, 19-21, and 26 are Rendered
Obvious by Khandekar Alone (Ground 1), and Khandekar in
View of Le (Ground 2)

* ko ok

42.  Itis my opinion that a POSITA would have found Claims 1-5, 9. 19-
21, and 26 obvious based on the teachings of Khandekar by itself. Le. another
reference by the same inventors and assignee VMware, reinforces Khandekar’s
teachings with implementation details regarding, for example. VMware software.
the ratio of VMMs to VMs, and disk imaging techniques.

43. For example. Khandekar teaches that each VMM may support a single
VM. or each VMM may support multiple VMs. See, e.g.. 1004, 7:28-38.
Khandekar therefore teaches a VMM providing a plurality of VMs. To the extent it
1s argued otherwise. Le teaches that VMM providing a plurality of VMs. Le further
teaches implementation details regarding VMware software and techniques for

creating and deploying images to physical and virtual computers. Le’s teachings

complement Khandekar's teachings. and the combination further renders the

challenged claims obvious.




Le reinforces Khandekar’s teachings with implementation details

for disk imaging techniques

Petition:

2. Motivation to Combine Khandekar and Le

Khandekar teaches a provisioning server with a repository of VM 1mages
that automatically deploys those 1mages to hosts using a heuristics/rules engine.
See, e.g., Ex. 1004, 4:30-35, 4:58-65, 10:27-43, Abstract. Khandekar teaches
deploying a VMM along with the VM 1mage. See, e.g., id., 8:36-44, 13:17-35 (“a
VMM is typically included for each VM 1n order to act as its software interface
with the underlying host system”). Le reinforces Khandekar’s teachings with
implementation details regarding, for example, the ratio of VMMs to VMs,

VMware software, and disk imaging techniques. Ex. 1003 952.




The Motivation to Combine Khandekar and Le

Dr. Shenoy’s Opening Declaration (Ex-1003):

58.  For example. Khandekar teaches that the provisioning server may
provide a VMM along with a VM to a host computer. See, e.g.. Ex. 1004, 13:17-
35. Le teaches imaging techniques that a POSITA would have been motivated to

use for this purpose. A VMM is a program running on a physical computer, either

as the operating system (Type 1 hypervisor OS) or an application running on top of
a separate operating system (Type 2 hypervisor). See, e.g.. Ex. 1004, 7:7-27: Ex.

1005. 66:2-10. Le teaches techniques for physically imaging the hard disk of a

remote computer. to deploy a cloned image with an operating system (which would
include a Type 1 VMM) and applications (which would include a Type 2 VMM)
installed. See, e.g.. Ex. 1005, 2:19-21. 15:63-65. 16:29-30. 54:14-21, 1:64-3:13:
infra §VL.A.3[1c]. [1£]. Le therefore teaches a mechanism for deploying VMMs to
remote computers, which is useful in a variety of common scenarios in distributed
computing including (a) installing a VMM onto a computer that does not currently
support virtual machines. (b) initializing a new host that is connected to the
network. and (c) reimaging a host that is not functioning properly. Le teaches the

use of imaging clients to handle the imaging process at the remote computer (see

Ex. 1005, Figs. 3-5). and the use of the PXE standard to automatically initialize
new computers by installing and then executing the imaging client. See, e.g.. Ex.
1005, 37:36-49 (“For example. the PXE (pre-boot execution environment) standard
specifies a mechanism for automatically initializing a new, bare-metal
computer when it first appears on the network. ... the server can download an
arbitrary program over the network into the computer’s memory. The computer
executes the program once it is downloaded.™) (emphasis added). Therefore. Le
teaches techniques for implementing Khandekar’s teachings of providing a VMM
to host computers. and a POSITA would have found it obvious and been motivated

to apply those teachings to Khandekar.




Ground 2 provides an additional basis for the plurality of image instances of a

virtual machine manager

Dr. Shenoy’s Opening Declaration (Ex-1003):

[1c] (i) a plurality of image instances of a virtual machine manager that is
executable on a plurality of application nodes,

% ok sk

Ground 2 (Khandekar in View of Le) Provides an Additional Basis for the
Plurality of Image Instances of a Virtual Machine Manager

99. Le provides additional disk image teachings that complement and

elaborate on Khandekar’s teachings, further rendering it obvious for a plurality of
VMM images to be stored in the provisioning server. See supra §VI.A.2
(explaining how and why Le’s disk image teachings would have been combined
with Khandekar). As explained above, Khandekar teaches the provisioning server

providing VMMs to hosts. Le further teaches various disk-imaging techniques that

tacilitate the remote deployment of software onto host machines, techniques which

a POSITA would have found obvious to use for deploying VMM images.




It was obvious to use Le’s disk imaging teachings

to provide VMMs to host computers

Petition:

Ground 2: Khandekar in View of Le Further Renders [1f] Obvious

Khandekar teaches autonomic deployment of VM and VMM images, as
explained above for Ground 1. Le provides additional desk imaging teachings that
complement and elaborate on Khandekar’s teachings with techniques for copying
images from a repository to remote computers, further rendering this limitation
obvious. Ex. 1003 99148-154.

As explained previously, a POSITA would have found it obvious to use Le’s
disk imaging teachings to provide VMMs from the provisioning server to hosts.
See §VI.A .2, §VI.A 3[1c]. Disk images include the operating system and software
applications, which would include Type 1 and 2 VMMs, respectively. See, e.g., EX.

1005, 8:10-23, 10:55-62, 22:32-44; Ex. 1003 q149.




Ground 2 uses Le’s teachings to image physical host computers

Le teaches techniques for writing a physical image onto the host’s hard drive

Ex-1005 (Le):

Fig. 5 (Emphasis Added)

Disk imaging is often used as a cloning technology for
rapid computer deployment.

I I I Image
capture is the process of creating an image file from a com-
puter’s disk.

1510
DESTINATION
DISK
During capture, disk data is transferred from the
client to the server over a network or a cable. p—
The reverse of the capture process is called deployment. by




It would have been obvious to use Le’s disk imaging techniques

to install a VMM onto a host computer
Ex-1005 (Le): Dr. Shenoy:

An image 1s often used to make multiple clones of a base
computer. The approach is to capture an image from the base

102. Type 1 VMMs, also referred to as the hypervisor OS, acted as the

com_puta?r s disk, and then deploy th.e bame Jmagtﬂ{ to multiple operating system. See Ex. 1004, 7:7-14; Ex. 1005, 13:12-21. Type 2 VMM s ran as
destination computers. Before the initial image is captured.

the base computer is configur '?d “’:lth anoperating system and software application on top of a separate OS, such as Windows or Linux. See Ex.
common set of software applications that are required on all

clones. Any computer deployed from this image would 1004, 7:14-27; Ex. 1005, 13:5-11. Le teaches the use of VMware ESX software,

inherit the same set of sofiware,

which is a Type 1 VMM, and VMware GSX software, which is a Type 2 VMM.
See, e.g., 1005, 66:2-10. Thus, a POSITA would have found it obvious and been
motivated to use disk imaging techniques to install a VMM onto a host computer
because disk imaging techniques allowed rapid deployment of disk images—
including the operating system and software applications such as Type 1 and Type
2 VMMs, respectively—onto remote computers over a network. See, e.g.. Ex.
1005, 15:63-65, 16:29-30. As an example, a POSITA would have found it obvious
to use images of VMware ESX and GSX software, as explained above, to initialize
a host if it does not already have a VMM so that the host can support VMs. As
another example, disk imaging techniques can also be used to re-initialize a host

that is no longer functioning properly.

There is no dispute that the VMM is the OS for Type 1 hypervisors (VMware ESX)
or that the VMM is an application for Type 2 hypervisors (VMware GSX)




The Level of Ordinary Skill

Petition: PO’s expert:

Q. Do you agree that a POSITA,

A POSITA 1n 2006 with the above .
in 2006, would have had the

level of skill would have had the knowledge and skills necessary to: knowled ge and skills to

e Create a distributed computing system with a network of computing create ima ges of thsical

o _ and virtual machines
evices/servers; ) i _ i
including images that include

e Use virtualized computing systems, including the use of commercially virtual machine mana g ers,
available software from VMware such as ESX and GSX software; ope ratin g systems a nad

¢ (Create images of physical and virtual machines, including images that ap pl ications?

A. Yes.

include VMMs, operating systems, and applications;




The prior art includes express teaching, suggestion, and motivation

Ex. 1014:

to use a VMM image

Ex. 1016:

[0062] Turning to the concept of a boot sequence. as can
be readily understood, the first partition does not need a
virtual machine manager 202. Instead the vinual machine
manager 202 may be loaded at the time of concurrency need
along with the Joading the general purpose operating system,
for example. However. 1o assist in the transition. since late
binding of a virtual machine manager below an existing
partition may be complex. the specialty partition may antici-
pate a concurrent general purpose operating system and
associate with a virtual machine manager, which may be on
disk or non-volatile memory, such that the boot occurs with
this thin virtual machine manager working. For late binding,
the virtual machine manager may describe or construct a
partition that describes the pre-existing OS and then subju-
gate or hoist it onto the virtval machine manager. The
hypervisor also may be loaded first or part of an OS-virtual
machine manager image. It may be essentially part of a
firmware image.

[0043] The subsequent steps in the installation procedure of a fixed system remain essentially the
same regardless of how the system is actually managed. Utilities (running on that machine or on
another system) are required for formatting and partitioning the bootable hard drive. The boot
ROM on the target hardware must be reprogrammed with an appropriate boot environment (note
that it is also possible to save the original ROM as an image for use by guest systems). The

bootable core and the virtual machine manager image must be installed in a secure partition.




PO mischaracterized Dr. Shenoy’s testimony

Sur-Reply:

7 When questioned extensively where this argument appeared in his original
declaration, Dr. Shenoy could identify only his "reply dec." EX-2007, 133:15-140:5

(emphasis added).

Dr. Shenoy pointed to 458 of his opening declaration:

Q. Is there any discussion in Paragraph 149 through 153 of your declaration that talks about physical images?

A. In Paragraph 149, | said: "As explained previously, a POSITA would have found it obvious to use Le's disk

imaging techniques to install a VMM, including the operating system and software applications as Type 1

and Type 2 VMM respectively on the remote computers, and it talks about the previous section, 6831C.[sic]

Are you going to that section?

I'm looking at that section right now.

Okay.

So if you look at Paragraph 58 of the declaration, it talks about Le using imaging techniques that a POSITA

would have used. It talks about a VMM is a program running on a physical computer and talks about Type 1

hypervisor, OS and talks about Type 2. It says Le teaches techniques for physically imaging the hard disk of

the remote computer to deploy a cloned image with an operating system which would include a Type 1

VMM.

Q. Itsays a cloned image with an operating system and applications, correct?

A. Well, when it says "applications," that’s referring to the Type 2 VM, because a Type 2 VMM is an application
from an operating system'’s perspective.

>0 >0




PO ignores the fact that the VMM image is physical

while the virtual machine image is virtual

PO’s expert:

139. Not only does Khandekar lack an explicit teaching that images of a
VMM would be stored separately from images of VMs (see supra § 43-44, 53-54,
138), I believe that Khandekar teaches that including a VMM with a VM requures
mcluding the VMM within the same image as the VM. As stated in Khandekar, "[1]t
would also be possible, however, for a corresponding VMM to be included along
with each staged VM, as long as the characteristics of the host on which the VM
is to be installed are known." Ex. 1004 at 13:25-28 (emphasis added). The
highlighted phrase teaches an understanding whereby the included VMM depends
directly on the VM with which 1t 1s to be associated. and that dependence thereby
constrains the choice of VMM to include with the VM. If the VMM were umaged
and stored separately from the VM, then there would be no dependence between the
VMM and the VM and therefore no need to know a priori the characteristics of the

host on which the VM 1s to be nstalled.

PO’s expert offers no explanation of how the VMM (an OS or application on the physical host)
could be included in the virtual disk image




Khandekar Alone (Ground 1) Teaches Image

Instances of a Virtual Machine Manager

1. Claim Construction
2. Virtual Machines

3. Image Instances of Virtual Machine Manager




Khandekar teaches separate images for VMMs and virtual machines

Ex-1004 As 1s mentioned above, a VMM is typically included for
(Khandekar): | each VM in order to act as its software interface with the
underlying host system. In the preferred embodiment ol the
mvention, a VMM is already pre-installed on each host 1000,
1001 so as to ensure compatibility and proper configuration.
Several products are available from VMware, Inc. of Palo
Alto, Calill, that configure conventional computers, both
stand-alone desktop computers and multi-user servers, to
load and run multiple VMs. It would also be possible, how-
ever, for a corresponding VMM to be included along with
cach staged VM, as long as the characteristics of the host on
which the VM is to be installed are known. An advantage of
pre-installing a VMM, without a VM, on a plurality of hosts.
such as hosts 1000, 1001, 1003, is that it will then be possible
to deploy a given VM on any arbitrary one (or more) of these
hosts. Morcover, as long as the VMM on cach host exports a
known hardware interface to the VM deployed on it, then VM
deployment will be substantially independent of the actual
physical hardware configuration.

That there is a choice to install these either together or separately

indicates that they are separate images

Reply, 25; Ex-1029 933; Ex-1004 13:17-35




Khandekar uses virtualization to allow the same virtual machine image to be

deployed independent of underlying physical hardware

Ex-1004 (Khandekar):

According to another embodiment of the invention. a vir-
tual machine-to-hardware interface. such as a virtual machine
monitor (VMM). is installed on each of a plurality of hard-
ware hosts. Deployment of the VM is thereby made substan-
tially independent of the overall physical hardware configu-
ration. At least one of the hosts is then selected as the host for
actual VM deployment. Because each host plus interface
forms a separate physical host platform, the actual host may
be selected substantially arbitrarily, according to any given
criterion.




Using separate images is consistent with Khandekar’s goals of virtualization

Dr. Shenoy:

32. Therefore. using separate images for the VMM and VM is consistent
with Khandekar’s goals and teachings because it facilitates independence between
the VM and underlying physical hardware. while a monolithic image (with both a
VMM and VM) undermines Khandekar’s goals by creating dependencies to
physical hardware that otherwise would not exist. Having a combined image with

both a VMM and VM would undermine the independence created by virtualization

because the VMM image is a physical image for a physical host computer.
Khandekar does not teach or require a merged image. since merging them would

tie the VM image to a physical computer, defeating the purpose of virtualization.




PO’s expert admits: primary reason for using virtual machines was to provide

independence from underlying physical hardware

PO’s expert:

Q. You'd agree that virtual machines were known and used before the 138 patent,
correct?

A. Yes.

Q. Why were virtual machines used in the art before the 138 patent?

THE WITNESS: The primary reason for using virtual machines is to provide a layer of - or
to provide a measure of independence from underlying hardware.

Q. Why was it beneficial for virtual machines to provide a measure of independence
from underlying physical hardware?

A. Basically otherwise it complicates the development of software systems. It provides
portability, for example. If | have a software application that | want to be able to run
on, let's say, three different hardware platforms, if | can - if | can provide virtual
machines that can run on top of those three different platforms, the development of
the virtual machines would be much simpler than the development of three different
versions of the presumably larger software application.

Q. |see. So the use of virtual machines allows the same software application to run on
different underlying physical hardware platforms; is that right?

A. Yes.




PO Mischaracterization #1

PO’s expert: Ex-1004 (Khandekar):

139. Not only does Khandekar lack an explicit teaching that umages of a load and run mulliple VMs. It would also be pOSblble. how-
ever, for a corresponding VMM to be included along with
each staged VM, as long as the characteristics of the host on
138), I believe that Khandekar teaches that including a VMM with a VM requires which the VM is 10 be installed are known

VMM would be stored separately from 1images of VMs (see supra 99 43-44, 53-54,

including the VMM within the same image as the VM. As stated in Khandekar, "[1]t
would also be possible, however, for a corresponding VMM to be included along

with each staged VM, as long as the characteristics of the host on which the VM

is to be installed are known." | Ex. 1004 at 13:25-28)(emphasis added). The

highlighted phrase teaches an understanding whereby the included VMM depends
directly on the VM with which it is to be associated, and that dependence thereby
constrains the choice of VMM to include with the VM. If the VMM were imaged
and stored separately from the VM, then there would be no dependence between the
VMM and the VM and therefore no need to know a priori the characteristics of the

host on which the VM 1s to be mstalled.

The VMM image must match the physical hardware of the host, not the VM.




PO Mischaracterization #2

PO’s expert: Ex-1004 (Khandekar):

140. T believe that this teaching of Khandekar is further reinforced by the In the following description of'the invention, merely for the
sake of simplicity, only one VM/VMM pair is discussed. The
discussion applies equally, however, to all such VM/VMM
pairs: pairs that may be included in any given implementation of the
invention. Moreover, it will be assumed below that when a
VM is installed on a host, then a corresponding VMM is either

fact that Khandekar teaches that VMMs and VMs are always to be considered in

In the following description of the invention, merely for

the sake of simplicity, only one VM/VMM pair is already installed on the host, or is included and installed
discussed. The discussion applies equally. however, to all together with the VM.

such VM/VMM pairs that may be included 1n any given

unplementation of the invention. Moreover, 1t will be

In FIG. 1, VMMs 500-1, . . ., 500-, are shown, acting as

assumed below that when a VM 1s installed on a host, then

) o ) interfaces for their respective attached VMs 300-1, . . . |
a corresponding VMM is cither already installed on 300-12. It would also be possible 1o use a single VMM 10 act
the host, or is included and installed together with the as the interface to all VMs, although it will in many cases be
VM. more difficult to switch between the different contexts of the

various VMs (for example, if different VMs use different
guest operating systems) than it is simply to include a separate
VMM for each VM. The important point is simply that some
well-defined. known interface should be provided between
each VM and the underlying system hardware 100 and sofi-
ware 200.

Id. at 8:36-43 (emphasis added). |

Khandekar teaches that one VMM may support multiple VMs, which the POR did not address or
dispute




PO Mischaracterization #3

POR:

Ex-1004 (Khandekar):

teaching from Khandekar. See Ex. 2001, ¢ 141. Indeed, given Khandekar's teaching
that VMMs and VMs are paired (and in fact "form a single cooperating system,") a
POSITA would find no reason to store a VMM separately from a VM, except by
using hindsight in light of the disclosure of the '138 Patent. /d., {9 140-41 (quoting

Ex. 1004 at 7:40-42).

Because operation of the VM requires some form of inter-
face with the host platform. from the perspective of the sys-
tem designer the VM and VMM can be considered (o form a
single cooperating system. although. as is mentioned above
the VMM is typically transparent to the VM. The important
point to keep in mind when it comes to this invention is that
the VM s structured and performs as a complete “real” com-
puter system, even though it is a soltware construct and
assumes an interface such as the VMM,

This refers to the execution of a VM on a VMM,; it has nothing to do with images
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A VMM manages the execution of virtual machines

Ex-1004 (Khandekar):

Virtual Machine Monitors

Some interface is usually required between a VM and the
underlying host platform, in particular, between the VM and
the host OS 220, which is the “real” OS in the sense of being
either the native OS of the underlying physical computer, or
the OS or other system-level software that handles actual I/O

operations, takes faults and interrupts, etc. As is mentioned
above, the host platform is responsible for actually executing
VM-issued instructions and transferring data to and from the
actual, physical memory 112 and storage devices 114. This
interface is often referred to as a “virtual machine monitor”
(VMM).

A VMM 1s uvsuvally a thin piece of software that runs
directly on top of the host and virtualizes all, or at least some
of, the resources of the machine, or at least of some machine.
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PO’s expert admitted that VM images cannot execute unless a VMM

image Is already running and providing the VMs

PO’s expert:

Q. A virtual machine manager is required for a virtual machine to run; is that right?

A. Yes.

Q. And for the 138 patent, the virtual machine managers are executed on application nodes; is
that right?

A. Yes.

Q. The virtual machine manager runs and manages the virtual machine; is that correct?

A. Yes.

Q. A virtual machine cannot exist without a virtual machine manager that is running and
managing it; is that right?

A. That's right.-| would say at least in the - you know, in the context of the Sundar patent. If you

look in the Khandekar patent, Khandekar calls the captured images virtual machines. So
Khandekar might argue that virtual machines can exist without the virtual machine
manager.
Q. And is it your view that Khandekar uses the term "virtual machine" to refer to what the 138
patent describes as the virtual disk image?
Yes.
So for a virtual machine, as that term is used in the 138 patent, then a virtual machine
cannot exist without a virtual machine manager that is running and managing it, correct?
A. Yes, that's correct. | think the 138 patent clearly spells out every time there's a discussion of
a virtual machine, that virtual machine is created or provided as a result of executing a
virtual machine manager.
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The image instances of software applications can be snapshots of

already- or previously-running VMs

PO’s expert:

Q. And then after this snapshot of a previously-running virtual machine is deployed to a node with
a virtual machine manager, then the snapshot can be resumed on that different node,
correct?

THE WITNESS:- So the snapshot of the virtual disk can be deployed on some virtual machine on
the new node.- And if memory serves, the 138 patent talks about persistent and nonpersistent
virtual disks where the persistent ones would be a resumption essentially.




A reference must be considered for everything that it teaches

PO’s expert:

Q Okay. So you'd agree, then, that when analyzing
Khandekar for obviousness, Khandekar must be
considered for everything it teaches, not simply the
described invention or preferred embodiments?

THE WITNESS: | agree with that. And maybe to give an
example to convey a sense of what my thinking is, it
might discuss things in there that are background IP to
the disclosed invention. And one could take that
description of background IP as part of the teachings of
the patent.
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