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1 
INTRODUCTION 

Each of the past three centuries has been dominated by a single technology. 
The 18th Century was the time of the great mechanical systems accompanying the 
Industrial Revolution. The 19th Century was the age of the steam engine. During 
the 20th Century, the key technology has been information gathering, processing, 
and distribution. Among other developments, we have seen the installation of 
worldwide telephone networks, the invention of radio and television, the birth and 
unprecedented growth of the computer industry, and the launching of communica­
tion satellites. 

Due to rapid technological progress, these areas are rapidly converging, and 
the differences between collecting, transporting, storing, and processing informa­
tion are quickly disappearing . Organizations with hundreds of offices spread over 
a wide geographical area routinely expect to be able to examine the current status 
of even their most remote outpost at the push of a button. As our ability to gather, 
process, and distribute information grows, the demand for even more sophisti­
cated information processing grows even faster. 

Although the computer industry is young compared to other industries (e.g., 
automobiles and air transportation), computers have made spectacular progress in 
a short time. During the first two decades of their existence, computer systems 
were highly centralized, usually within a single large room. Not infrequently, this 
room had glass walls, through which visitors could gawk at the great electronic 
wonder inside. A medium-size company or university might have had one or two 
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2 INTRODUCTION CHAP . 1 

computers, while large institutions had at most a few dozen. The idea that within 
20 years equally powerful computers smaller than postage stamps would be mass 
produced by the millions was pure science fiction. 

The merging of computers and communications has had a profound influence 
on the way computer systems are organized. The concept of the "computer 
center" as a room with a large computer to which users bring their work for pro­
cessing is now totally obsolete. The old model of a single computer serving all of 
the organization's computational needs has been replaced by one in which a large 
number of separate but interconnected computers do the job. These systems are 
called computer networks. The design and organization of these networks are 
the subjects of this book. 

Throughout the book we will use the term "computer network" to mean an 
interconnected collection of autonomous computers. Two computers are said to 
be interconnected if they are able to exchange information . The connection need 
not be via a copper wire; fiber optics, microwaves, and communication satellites 
can also be used. By requiring the computers to be autonomous, we wish to 
exclude from our definition systems in which there is a clear master/slave rela­
tion. If one computer can forcibly start, stop, or control another one, the comput­
ers are not autonomous . A system with one control unit and many slaves is not a 
network; nor is a large computer with remote printers and terminals. 

There is considerable confusion in the literature between a computer network 
and a distributed system. The key distinction is that in a distributed system, the 
existence of multiple autonomous computers is transparent (i.e., not visible) to the 
user. He t can type a command to run a program, and it runs. It is up to the 
operating system to select the best processor, find and transport all the input files 
to that processor, and put the results in the appropriate place. 

In other words, the user of a distributed system is not aware that there are 
multiple processors; it looks like a virtual uniprocessor. Allocation of jobs to pro­
cessors and files to disks, movement of files between where they are stored and 
where they are needed, and all other system functions must be automatic. 

With a network, users must explicitl y log onto one machine, explicitly submit 
jobs remotely, explicitly move files around and generally handle all the network 
management personally. With a distributed system, nothing has to be done expli­
citly ; it is all automatically done by the system without the users' knowledge . 

In effect, a distributed system is a software system built on top of a network. 
The software gives it a high degree of cohesiveness and transparency. Thus the 
distinction between a network and a distributed system lies with the software 
(especially the operating system), rather than with the hardware. 

Nevertheless, there is considerable overlap between the two subjects. For 
example, both distributed systems and computer networks need to move files 
around . The difference lies in who invokes the movement, the system or the user. 
t "He" should be read as "he or she" throughout this book. 

1.1.1. -
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SEC. 1.1 USES OF COMPUTER NETWORKS 3 

Although this book primarily focuses on networks, many of the topics are also 
important in distributed systems . For more information about distributed systems, 
see (Coulouris et al., 1994; Mullender, 1993; and Tanenbaum, 1995). 

1.1. USES OF COMPUTER NETWORKS 

Before we start to examine the technical issues in detail, it is worth devoting 
some time to pointing out why people are interested in computer networks and 
what they can be used for. 

1.1.1. Networks for Companies 

Many organization s have a substantial number of computers in operation, 
often located far apart. For example , a company with many factories may have a 
computer at each location to keep track of inventories, monitor productivity, and 
do the local payroll. Initially, each of these computers may have worked in isola­
tion from the others, but at some point, management may have decided to connect 
them to be able to extract and correlate information about the entire company. 

Put in slightly more general form , the issue here is resource sharing, and the 
goal is to make all programs, equipment, and especially data available to anyone 
on the network without regard to the physical location of the resource and the 
user. In other words, the mere fact that a user happens to be 1000 km away from 
his data should not prevent him from using the data as though they were local. 
This goal may be summarized by saying that it is an attempt to end the "tyranny 
of geography." 

A second goal is to provide high reliability by having alternative sources of 
supply. For example, all files could be replicated on two or three machines , so if 
one of them is unavailable (due to a hardware failure), the other copies could be 
used. In addition, the presence of multiple CPUs means that if one goes down, the 
others may be able to take over its work, although at reduced performance . For 
military , banking, air traffic control, nuclear reactor safety, and many other appli­
cations, the ability to continue operating in the face of hardware problems is of 
utmost importance. 

Another goal is saving money. Small computers have a much better 
price/performance ratio than large ones. Mainframes (room-size computers) are 
roughly a factor of ten faster than personal computers, but they cost a thousand 
times more. This imbalance has caused many systems designers to build systems 
consis ting of personal computers, one per user , with data kept on one or more 
hared file server machines. In this model, the users are called clients, and the 

whole arrangement is called the client-server model. It is illustrated in Fig. 1-1. 
In the client-server model, communication generally takes the form of a 

request message from the client to the server asking for some work to be done. 
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130 THE PHYSICAL LA YER CHAP . 2 

repeaters, which just amplify and regenerate the bits, but do not change or process 
them in any way. 

The line sublayer is concerned with multiplexing multiple tributaries onto a 
single line and demultiplexing them at the other end. To the line sublayer, the 
repeaters are transparent. When a multiplexer puts out bits on a fiber, it expects 
them to arrive at the next multiplexer unchanged, no matter how many repeaters 
are used in between. The protocol in the line sublayer is thus between two multi­
plexers and deals with issues such as how many inputs are being multiplexed 
together and how . In contrast, the path sublayer and protocol deal with end-to­
end issues. 

2.4.5. Switching 

From the point of view of the average telephone engineer, the phone system is 
divided into two parts: outside plant (the local loops and trunks, since they are 
outside the switching offices), and inside plant (the switches). We have just 
looked at outside plant. Now it is time to examine inside plant. 

Two different switching techniques are used inside the telephone system: cir­
cuit switching and packet switching. We will give a brief introduction to each of 
them below. Then we will go into circuit switching in detail, because that is how 
the current telephone system works . Later in the chapter we will go into packet 
switching in detail in the context of the next generation telephone system, broad­
band ISDN. 

Circuit Switching 

When you or your computer places a telephone call, the switching equipment 
within the telephone system seeks out a physical "copper" (including fiber and 
radio) path all the way from your telephone to the receiver's telephone. This tech­
nique is called circuit switching and is shown schematically in Fig. 2-34(a). 
Each of the six rectangles represents a carrier switching office (end office, toll 
office, etc.). In this example, each office has three incoming lines and three out­
going lines. When a call passes through a switching office, a physical connection 
is (conceptually) established between the line on which the call came in and one 
of the output lines, as shown by the dotted lines . 

In the early days of the telephone, the connection was made by having the 
operator plug a jumper cable into the input and output sockets. In fact, there is a 
surprising little story associated with the invention of automatic circuit switching 
equipment. It was invented by a 19th Century undertaker named Almon B. 
Strowger. Shortly after the telephone was invented, when someone died, one of 
the survivors would call the town operator and say: "Please connect me to an 
undertaker." Unfortunately for Mr. Strowger, there were two undertakers in his 
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SEC. 2.4 THE TELEPHONE SYSTEM 131 

town, and the other one's wife was the town telephone operator. He quickly saw 
that either he was going to have to invent automatic telephone switching equip­
ment or he was going to go out of business. He chose the first option. For nearly 
100 years, the circuit switching equipment used worldwide was known as 
Strowger gear. (History does not record whether the now-unemployed switch­
board operator got a job as an information operator, answering questions such as: 
What is the phone number of an undertaker? 

The model shown in Fig. 2-34(a) is highly simplified of course, because parts 
of the "copper" path between the two telephones may, in fact, be microwave 
links onto which thousands of calls are multiplexed. Nevertheless, the basic idea 
is valid: once a call has been set up, a dedicated path between both ends exists and 
will continue to exist until the call is finished. 

Computer 

(a) \ 
I 

(b) 

Physical copper 
connection set up 
when call is made 

Switching office 

Packets queued up 
for subsequent 
transmission 

Fig. 2-34. (a) Circuit switching. (b) Packet switching. 

An important property of circuit switching is the need to set up an end-to-end 
path before any data can be sent. The elapsed time between the end of dialing and 
the start of ringing can easily be 10 sec, more on long-distance or international 
calls. During this time interval, the telephone system is hunting for a copper path, 
as shown in Fig. 2-35(a). Note that before data transmission can even begin, the 
call request signal must propagate all the way to the destination, and be 
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132 THE PHYSICAL LA YER CHAP. 2 

acknowledged. For many computer applications (e.g., point-of-sale credit verifi­
cation), long setup times are undesirable. 
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Fig. 2-35. Timing of events in (a) circuit switching, (b) message switching, 
(c) packet switching. 

Pkt 3 

C D 

As a consequence of the copper path between the calling parties, once the 
setup has been completed, the only delay for data is the propagation time for the 
electromagnetic signal, about 5 msec per 1000 km. Also as a consequence of the 
established path, there is no danger of congestion-that is, once the call has been 
put through, you never get busy signals, although you might get one before the 
connection has been established due to lack of switching or trunk capacity. 

An alternative switching strategy is message switching, shown in Fig. 2-
35(b ). When this form of switching is used, no physical copper path is established 
in advance between sender and receiver. Instead, when the sender has a block of 
data to be sent, it is stored in the first switching office (i.e., router) and then for­
warded later, one hop at a time. Each block is received in its entirety, inspected 
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SEC. 2.4 THE TELEPHONE SYSTEM 133 

for errors, and then retransmitted. A network using this technique is called a 
store-and-forward network, as mentioned in Chap. 1. 

The first electromechanical telecommunication systems used message switch­
ing, namely for telegrams. The message was punched on paper tape off-line at the 
sending office, and then read in and transmitted over a communication line to the 
next office along the way, where it was punched out on paper tape. An operator 
there tore the tape off and read it in on one of the many tape readers, one per out­
going trunk. Such a switching office was called a torn tape office. 

With message switching, there is no limit on block size, which means that 
routers (in a modem system) must have disks to buffer long blocks. It also means 
that a single block may tie up a router-router line for minutes, rendering message 
switching useless for interactive traffic. To get around these problems, packet 
switching was invented. Packet-switching networks place a tight upper limit on 
~lock size, allowing packets to be buffered in router main memory instead of on 
disk. By making sure that no user can monopolize any transmission line very long 
(milliseconds), packet-switching networks are well suited to handling interactive 
traffic. A further advantage of packet switching over message switching is shown 
in Fig. 2-35(b) and (c): the first packet of a multipacket message can be forwarded 
before the second one has fully arrived, reducing delay and improving throughput. 
For these reasons, computer networks are usually packet switched, occasionally 
circuit switched, but never message switched . 

Circuit switching and packet switching differ in many respects. The key 
difference is that circuit switching statically reserves the required bandwidth in 
advance, whereas p~cket switching acquires and releases it as it is needed. With 
circuit switching, any unused bandwidth on an allocated circuit is just wasted. 
With packet switching it may be utilized by other packets from unrelated sources 
going to unrelated destinations, because circuits are never dedicated. However, 
just because no circuits are dedicated, a sudden surge of input traffic may 
overwhelm a router, exceeding its storage capacity and causing it to lose packets. 

In contrast, with circuit switching, when packet switching is used, it is 
straightforward for the routers to provide speed and code conversion. Als~, they 
can provide error correction to some extent. In some packet-switched networks, 
however, packets may be delivered in the wrong order to the destination. Reor­
dering of packets can never happen with circuit switching. 

Another difference is that circuit switching is completely transparent. The 
sender and receiver can use qny bit rate, format, or framing method they want to. 
The carrier does not know or care. With packet switching, the carrier determines 
the basic parameters. A rough analogy is a road versus a railroad. In the former, 
the user determines the size, speed, and nature of the vehicle; in the latter, the car­
rier does. It is this transparency that allows voice, data, and fax to coexist within 
the phone system. 

A final difference between circuit and packet switching is the charging algo­
rithm. Packet carriers usually base their charge on both the number of bytes ( or 
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134 THE PHYSICAL LA YER CHAP . 2 

packets) carried and the connect time. Furthermore, transmission distance usually 
does not matter, except perhaps internationally. With circuit switching, the 
charge is based on the distance and time only, not the traffic. The differences are 
summarized in Fig. 2-36. 

Item Circuit-switched Packet-switched 

Dedicated "copper" path Yes No 

Bandwidth available Fixed Dynamic 

Potentially wasted bandwidth Yes No 

Store-and-forward transmission No Yes 

Each packet follows the same route Yes No 

Call setup Required Not needed 

When can congestion occur At setup time On every packet 

Charging Per minute Per packet 

Fig. 2-36. A comparison of circuit-switched and packet-switched networks. 

Both circuit switching and packet switching are so important, we will come 
back to them shortly and describe the various technologies used in detail. 

The Switch Hierarchy 

It is worth saying a few words about how the routing between switches is 
done within the current circuit-switched telephone system. We will describe the 
AT&T system here, but other companies and countries use the same general prin­
ciples. The telephone system has five classes of switching offices, as illustrated 
in Fig. 2-37. There are 10 regional switching offices, and these are fully intercon­
nected by 45 high-bandwidth fiber optic trunks. Below the regional offices are 67 
sectional offices, 230 primary offices, 1300 toll offices, and 19,000 end offices. 
The lower four levels were originally connected as a tree. 

Calls are generally connected at the lowest possible level. Thus if a sub­
scriber connected to end office 1 calls another subscriber connected to end office 
1, the call will be completed in that office. However , a call from a customer 
attached to end office 1 in Fig. 2-37 to a customer attached to end office 2 will 
have to go toll office 1. However , a call from end office 1 to end office 4 will 
hav'e to go up to primary office 1, and so on. With a pure tree, there is only one 
minimal route , and that would normally be taken. 

During years of operation, the telephone companies noticed that some routes 
were busier than others. For example, there were many calls from New York to 
Los Angeles. Rather than go all the way up the hierarchy, they simply installed 
direct trunks for the busy routes. A few of these are shown in Fig. 2-37 as 
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