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(57) ABSTRACT 

Embodiments disclosed herein provide systems and methods 
reduce the resolution of video before transference to a display 
system. In a particular embodiment, a video processing sys 
tem receives viewing parameters for a viewing area on a 
display System. The processing system also receives video of 
a scene comprising a quantity of pixels in each of a plurality 
of images of the scene. The processing system then modifies 
the video based on the viewing parameters to produce modi 
fied video having a reduced quantity of pixels in each of the 
plurality of images. The modified video is transferred for 
display of at least a portion of the scene in the viewing area by 
the display system. 

18 Claims, 10 Drawing Sheets 
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MODIFYING THE RESOLUTION OF VIDEO 
BEFORE TRANSFERRING TO A DISPLAY 

SYSTEM 

RELATED APPLICATIONS 

This application hereby claims the benefit of and priority to 
U.S. Provisional Patent Application 61/174.267, titled 
“SERVER-SIDE SCALING AND ZOOMING”, filed on Apr. 
30, 2009, and U.S. Provisional Patent Application 61/256, 
117, titled “METHOD ANDAPPARATUSTOSCALE AND 
CROP LIVE VIDEO IMAGES, filed on Oct. 29, 2009, 
which are hereby incorporated by reference in their entirety. 

TECHNICAL BACKGROUND 

Video capture systems, such as video camera Surveillance 
systems, capture video of various scenes. Video captured by a 
Video capture system is captured at a resolution that may 
correspond to the video capture sensor in a video camera. The 
resolution of the video refers to the number of columns and 
rows of pixels that make up the image of the video. The higher 
the resolution of a video, the more pixels are in each image of 
the video. Consequently, more data is needed in a computer 
system to represent more pixels. 
Many modern Video cameras can capture video at resolu 

tions greater than that which can be displayed by many mod 
ern display systems, such as computer monitors. The display 
system may be connected to a video capture system via a 
communication network, Such as an Ethernet or Internet. The 
Video capture system may transfer the captured video to a 
lower resolution display system. Since more data is needed to 
represent higher resolution video, it follows that more band 
width is used to transmit the data of higher resolution video. 
Likewise, more processing is needed in the display system to 
allow the higher resolution video to be displayed on a lower 
resolution display. 
Overview 

Embodiments disclosed herein provide systems and meth 
ods to reduce the resolution of video before transference to a 
display system. In a particular embodiment, a method 
includes receiving viewing parameters for a viewing area on 
a display system and receiving video of a scene comprising a 
quantity of pixels in each of a plurality of images of the scene. 
The method further includes, modifying the video based on 
the viewing parameters to produce modified video having a 
reduced quantity of pixels in each of the plurality of images 
and transferring the modified video for display of at least a 
portion of the scene in the viewing area by the display system. 

In some embodiments modifying the video based on the 
viewing parameters to produce the modified video comprises 
Scaling a resolution of the video to a new resolution compat 
ible with the viewing area on the display system. 

In some embodiments Scaling the resolution of the video to 
the new resolution comprises reducing the resolution of the 
video. 

In some embodiments modifying the video based on the 
viewing parameters to produce the modified video comprises 
cutting pixels from the video. 

In some embodiments modifying the video based on the 
viewing parameters to produce the modified video comprises 
Zooming in on the portion of the scene in the video. 

In some embodiments modifying the video based on the 
viewing parameters to produce the modified video comprises 
Scaling a resolution of the video and cropping the video. 

In some embodiments the video processing system seg 
ments each of the plurality of images into segments and 
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2 
wherein modifying the video comprises modifying each of 
the segments in each of the plurality of images and then 
reassembling the modified segments into the modified video. 

In some embodiments the video processing system deter 
mines whether a second video processing system has excess 
processing capacity and transferring the video of the scene to 
the second video processing system to modify the video. 

In some embodiments the video processing system 
receives the same viewing parameters for a second viewing 
area on a second display system and transferring the modified 
video for display of at least a portion of the scene in the second 
viewing area by the second display System. 

In another embodiment, a video processing system 
receives viewing parameters for a viewing area on a display 
system. The processing system also receives video of a scene 
comprising a quantity of pixels in each of a plurality of 
images of the scene. The processing system then modifies the 
Video based on the viewing parameters to produce modified 
Video having a reduced quantity of pixels in each of the 
plurality of images. The modified video is transferred for 
display of at least a portion of the scene in the viewing area by 
the display system. 

In a further embodiment, a video capture device is config 
ured to capture video of a scene comprising a quantity of 
pixels in each of a plurality of images of the scene and transfer 
the video. A video processing system is configured to receive 
the video transferred by the video capture device and receive 
viewing parameters for a viewing area on a display system. 
The video processing system is further configured to modify 
the video based on the viewing parameters to produce modi 
fied video having a reduced quantity of pixels in each of the 
plurality of images and transfer over a network the modified 
video for display of at least a portion of the scene in the 
viewing area by the display system. The display system in 
communication with the video processing system over the 
network is configured to transfer the viewing parameters and 
receive the modified video. The display system is further 
configured to display the modified video. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates a video capture and processing system. 
FIG. 2 illustrates the operation of a video capture and 

processing System. 
FIG. 3 illustrates a video capture and processing system. 
FIG. 4 illustrates the operation of a video capture and 

processing System. 
FIG. 5 illustrates scaling in an exemplary embodiment. 
FIG. 6 illustrates Zooming in an exemplary embodiment. 
FIG. 7 illustrates cutting in an exemplary embodiment. 
FIG. 8 illustrates segmenting in an exemplary embodi 

ment. 

FIG. 9 illustrates a video processing system. 
FIG. 10 illustrates a display system. 

DETAILED DESCRIPTION 

The following description and associated figures teach the 
best mode of the invention. For the purpose of teaching inven 
tive principles, some conventional aspects of the best mode 
may be simplified or omitted. The following claims specify 
the scope of the invention. Note that some aspects of the best 
mode may not fall within the scope of the invention as speci 
fied by the claims. Thus, those skilled in the art will appreciate 
variations from the best mode that fall within the scope of the 
invention. Those skilled in the art will appreciate that the 
features described below can be combined in various ways to 
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form multiple variations of the invention. As a result, the 
invention is not limited to the specific examples described 
below, but only by the claims and their equivalents. 

FIG. 1 illustrates video capture and processing system 100. 
Video capture and processing system 100 includes video 
source 101, video processing system 102, display system 103. 
and viewing area 104. Video source 101 and processing sys 
tem 102 communicate over link 110. Processing system 102 
and display system 103 communicate over link 111. 

Link 111 between processing system 102 and display sys 
tem 103 may have limited bandwidth available for transfer 
ring video from processing system 102 to display system 103. 
Video transferred on link 111 will take up a certain amount of 
the available bandwidth. The higher the resolution of a video, 
the more bandwidth will be needed on link 111 to transfer the 
Video because more data is needed to represent more pixels in 
higher resolution video. Additionally, viewing area 104 may 
be a lower resolution than a transferred video from processing 
system 102. Thus, display system may need to modify the 
transferred video to the resolution of viewing area 104 in 
order to allow the entire video image to fit within the resolu 
tion of viewing area 104. Therefore, the original video that is 
transferred uses more bandwidth than would the lower reso 
lution video that is actually displayed in viewing area 104 and 
requires more processing power in display system 103 to be 
displayed in viewing area 104. 

FIG. 2 illustrates the operation of wireless communication 
system 100. The process begins with receiving viewing 
parameters (step 200). Processing system 102 may receive 
the viewing parameters for viewing area 104 on display sys 
tem 103. Viewing area 104 may be the entirety of a display or 
it may be some smaller portion of the display, such as a 
segment of the display or a window in a graphical user inter 
face. The viewing parameters may include a video source 
designation, a resolution of viewing area 104, a Zoom level 
and location, any areas of the video image that should be cut 
from the video, or any other information pertinent to display 
ing video in viewing area 104. The viewing parameters may 
be a set constant for viewing area 104 of display system 103. 
For example, processing system 103 may be programmed to 
always modify video destined for viewing area 104 using the 
same preset viewing parameters or display system 103 always 
transfers the same viewing parameters for viewing area 104 to 
processing system 102. Alternatively, the viewing parameters 
may be dynamic or received from display system 103 in 
response to a user input. For example, a user may select a 
Video scene from a presentation of multiple video scenes that 
opens a window for viewing area 104, which is then resized 
by the user to a desired resolution of the user. 

The next step receives video of a scene comprising a quan 
tity of pixels in each of a plurality of images of the scene (step 
202). The scene may be received in processing system 102 
from video source 103. The scene consists of whatever 
images the video source captures. The scene images may be 
of a location and whatever activities are occurring in that 
location. Processing system 102 may already be receiving 
Video before receiving the viewing parameters or may start 
receiving video in response to receiving the viewing param 
eters. Additionally, processing system 102 may store the 
Video in a storage system. Hence, the viewing parameters 
may either indicate a live video scene or a scene stored in the 
storage system to be transferred to display system 103. 

After receiving the viewing parameters, the process modi 
fies the video based on the viewing parameters to produce 
modified video having a reduced quantity of pixels in each of 
the plurality of images (step 204). Processing system 102 may 
modify the video by scaling the resolution down to the reso 
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4 
lution indicated by the viewing parameters, by Zooming into 
an area of the video scene indicated by the viewing param 
eters, or by cutting out areas of the video scene indicated by 
the viewing parameters. Each of these methods of pixel 
reduction is discussed further below regarding FIGS. 5-8. 
Additionally, processing system 102 may reduce other 
aspects of the video, Such as color depth, to reduce the band 
width needed to transfer the video. 

After modifying the video, the modified video is trans 
ferred for display of at least a portion of the scene (step 206). 
Therefore, display system 103 receives the video from pro 
cessing system 102 in a resolution corresponding to, or at 
least closer to, that of viewing area 104 so that the modified 
video can be displayed in viewing area 104. The modified 
video at a lower resolution uses less bandwidth on link 111 
than the video at its original resolution. Additionally, it is no 
longer necessary for display system 103 to use as much pro 
cessing power to modify the received video in order to display 
the received video in viewing area 104. 

In some embodiments, processing system 102 may com 
press the modified video before transferring the modified 
video to display system 103 and, thereby, use even less band 
width on link 111. Compression algorithms may include vari 
ous algorithms, such as MPEG-2 and H.264, but may include 
any other form of video or data compression. Consequently, 
display system 103 may need to decode the compressed 
modified video in order to display the modified video in 
viewing area 104. 

Referring back to FIG. 1, video source 101 comprises 
components capable of capturing video images of a scene. 
The components typically include a lens, image sensor, and a 
processor for interpreting the information received by the 
image sensor. Video source 101 may also include a user 
interface, memory device, Software, processing circuitry, or 
Some other components necessary for video source 101 to 
operate as described herein. Video source 101 may be a video 
camera, a computer web cam, a digital camera, or some other 
device capable of capturing video images—including com 
binations thereof. 

Video processing system 102 comprises a computer sys 
tem, a video interface, and a communication interface. Pro 
cessing system 102 may also include other components such 
a router, server, data storage system, and power Supply. Pro 
cessing system 103 may reside in a single device or may be 
distributed across multiple devices. Processing system 103 is 
shown externally to video source 101, but system 102 could 
be integrated within the components of video source 101. 
Processing system 102 could be a multipurpose workstation, 
dedicated computer system, application server, or any other 
type of processing system—including combinations thereof. 

Display system 103 comprises a processor based system 
that is capable of displaying video images in a viewing area 
on a display screen. Display system 103 may also include 
other components such a router, server, data storage system, 
and power Supply. Display system 103 may be an liquid 
crystal display, cathode ray tube Screen, multipurpose work 
station, dedicated computer system, or any other type of 
system for viewing video images—including combinations 
thereof. 

Communication links 110-111 use metal, glass, air, space, 
or some other material as the transport media. Communica 
tion links 110-111 could use various communication proto 
cols, such as Time Division Multiplex (TDM), Internet Pro 
tocol (IP), Ethernet, communication signaling, Universal 
Serial Bus (USB), Firewire, Code Division Multiple Access 
(CDMA), Evolution DataOnly (EVDO), Worldwide Interop 
erability for Microwave Access (WIMAX), Global System 
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for Mobile Communication (GSM), Long Term Evolution 
(LTE), Wireless Fidelity (WIFI), High Speed Packet Access 
(HSPA), or some other communication format—including 
combinations thereof. Communication links 110-111 could 
be a direct link or may include intermediate networks, sys- 5 
tems, or devices. 

FIG.3 illustrates video capture and processing system 300. 
Video capture and processing system 300 includes video 
cameras 301, video server 302, viewing station 303, viewing 
station 304, display system 305, viewing area 306, and com 
munication network 307. Video camera 301A and processing 
system 302 communicate over communication link 310. 
Video camera 301 Band processing system 302 communicate 
over communication link 311. Video camera 301C and pro 
cessing system 302 communicate over communication link 
312. Processing system 302 and communication network307 
communicate over link 313. Communication network 307 
and display system 303 communicate over link314. Commu 
nication network 307 and display system 305 communicate 20 
over link 315. 

Video cameras 301 are part of an enterprise installation. An 
enterprise installation may be a customer premises, such as a 
store location. Alternatively, the enterprise installation may 
include video cameras 301 being installed across multiple 25 
customer premises. Video server 302 may be part of the 
enterprise installation by being located at a customer pre 
mises along with one or more of video cameras 301. 

Viewing stations 303 and 305 communicate with video 
server 302 over communication network 307. Communica- 30 
tion network 307 may be any type of communication net 
work, such as a local area network, wide area network, the 
Internet, or any other type of wired or wireless network. 
Consequently, viewing station 303 may be located in a dif 
ferent part of a customer premises or in a different geographic 35 
location than video server 302 or viewing station 305. Like 
wise, viewing stations 303 and 305 may execute application 
software that allows viewing stations 303 and 305 to receive 
viewing parameters from a user, communicate with video 
server 302, and display modified video from video server 302. 40 

FIG. 4 is a sequence diagram illustrating the operation of 
Video capture and processing system 300. In this example, 
Video cameras 301 are Surveillance cameras capturing video 
scenes comprising a quantity of pixels in each of the plurality 
of images of each scene. Video cameras 301 transfer the 45 
captured video to video server 302. Video server 302 may 
save the video from each of video cameras 301 in a storage 
system for future reference. Then, video server 302 receives 
viewing parameters from viewing stations 303 and 305 via 
communication network 307. The viewing parameters may 50 
include a designation of video from which of video cameras 
301 should be transferred, whether the video should be live 
video or recorded video from an indicated time in the past, a 
resolution of viewing areas 304 and 306, a Zoom level and 
location, any areas of the video image that should be cut out, 55 
or any other information pertinent to displaying video in 
viewing areas 304 and 306. The viewing parameters may be a 
set constant for either of viewing areas 304 and 306 or view 
ing stations 303 and 305 may receive user inputs indicating 
the viewing parameters for viewing. 60 

In response to receiving the viewing parameters, video 
server 302 modifies the video based on the viewing param 
eters from viewing stations 303 and 305 to produce modified 
Video having a reduced quantity of pixels in each of the 
plurality of images. Video server 302 may modify the video 65 
by Scaling the video, Zooming the video, or cutting pixels out 
of the video. 
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The viewing parameters may differ for viewing areas 304 

and 306 of viewing stations 303 and 305. For example, the 
viewing parameters for viewing area 304 may designate a 
scene captured by camera 301A at one resolution, while 
viewing parameters for viewing area 306 designate a scene 
captured by camera 301B at another resolution with an 
amount of Zooming. In that situation, video server 302 modi 
fies video separately based on the viewing parameters 
received from each of viewing stations 303 and 305. Thus, 
video server 302 scales the video from camera 301A to be 
transferred to viewing station 303 and Zooms the video from 
camera 301B to be transferred to viewing station 305. Video 
server 302 then transfers each modified video over commu 
nication network 307 to viewing stations 303 and 305 respec 
tively for display of at least a portion of the respective scenes 
in viewings areas 304 and 306. 

Alternatively, the viewing parameters may be the same for 
viewing area 304 and 306. For example, both viewing param 
eters designate video from camera 301B and indicate the 
same resolution for viewing areas 304 and 306. In that situ 
ation, video server 302 may need to only scale the video 
stream once rather than separately for each set of viewing 
parameters, thus, saving the processing capacity of modify 
ing the video twice. The modified video is then sent over 
communication network307 to both viewing stations 303 and 
305 for display of at least a portion of the scene in viewing 
areas 304 and 306. Similarly, the video server 302 may 
modify the video based on a compromise that video server 
302 determines between the viewing parameters for viewing 
areas 304 and 306 that are not identical. Thus, the processing 
load on video server 302 is reduced while also reducing the 
processing load for viewing stations 303 and 305. 

In some embodiments, video server 302 may receive addi 
tional viewing parameters each time viewing areas 304 and 
306 change while video server 302 has yet to complete the 
transfer of the selected video. For example, while displaying 
the video, either of viewing areas 304 and 306 may change 
resolution. This may be the case if viewing areas 304 and 306 
are windows in a graphical user interface, and a user changes 
the size of viewing areas 304 and 306. Video server 302 then 
modifies the video based on the new viewing parameters and 
continues to transfer the modified video to viewing stations 
303 and 305. 

In some embodiments, video server 302 may be accompa 
nied by other video servers. The other video servers may beat 
the same location as video server 302 but may be located 
elsewhere. Such as another customer premises, and commu 
nicate with video server 302 over communication network 
307. Likewise, if the functionality of video server 302 is 
incorporated into one of video cameras 301, then the other 
video servers may be located in the other video cameras of 
video cameras 301. If video server 302 determines that video 
server 302 does not have the processing capacity to modify 
video for either viewing station 303 or 305, then video server 
302 may distribute the video modification to one or more 
other video servers. To do so, video server 302 may first 
determine whether at least one of the other video servers has 
processing capacity available to perform video modification. 
Then video server 302 transfers the video to the available 
video server to modify and transfer the modified video to 
viewing stations 303 and 305. 

In some embodiments, video server 302 may store, or 
receive from video cameras 301, multiple copies of the cap 
tured video at multiple resolutions. Video server 302 may 
then select the copy at the resolution that most matches the 
viewing parameters. 
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FIG. 5 illustrates scaling in an example of video modifica 
tion to reduce the number of pixels in a video. A video 
processing system receives captured video 501 from a video 
source. For the purposes of this example the captured video 
501 has a resolution of 3200 pixels wide by 2400 pixels in 
height, but may have any other resolution. Viewing area 502 
has a resolution of 800 pixels wide by 600 pixels in height, but 
may have any other resolution. Captured video 501 contains 
images of a scene. Even though the captured scene is repre 
sented by the word “scene' in captured video 501, the scene 
may be images of a location along with any activities and 
things in that location. The processing system also receives 
viewing parameters for viewing area 502 from a display sys 
tem. The viewing parameters indicate that the scene from 
captured video 501 is to be displayed in viewing area 502 and 
that the video should be scaled down to 800 pixels wide by 
600 pixels in height. 

In response to receiving the viewing parameters, the pro 
cessing system modifies captured video 501 by scaling the 
resolution of the scene in captured video 501 down to the 
resolution of viewing area 502. Thus, the processing system 
may combine multiple pixels into a single pixel to produce 
lower resolution images of the captured video 501. The single 
pixel may be an average color of the multiple pixels from the 
higher resolution video or may use some other Scaling algo 
rithm. 

Additionally, it may be necessary to modify the aspect ratio 
of the captured video 501 so that the full scene images can still 
be displayed in viewing area 502 if viewing area 502 has a 
different aspect ratio. For example, captured video 502 may 
be in a standard 4:3 aspect ratio while viewing area 502 may 
be a 16:10 aspect ratio computer monitor or 16:9 aspect ratio 
television monitor. Furthermore, if viewing area 502 is a 
window within a graphical user interface, then a user may be 
able to modify viewing area 502 to be an infinite number of 
aspect ratios. Therefore, the processing system may need to 
stretch the scaled video in either width or height in order to fit 
the aspect ratio of viewing area 502. Otherwise, the modified 
Video may be displayed with the original aspect ratio in let 
terbox format within viewing area 502. 

FIG. 6 illustrates Zooming in an example of video modifi 
cation to reduce the number of pixels in a video. A video 
processing system receives captured video 601 from a video 
source. For the purposes of this example the captured video 
601 has a resolution of 3200 pixels wide by 2400 pixels in 
height, but may have any other resolution. Viewing area 602 
has a resolution of 800 pixels wide by 600 pixels in height, but 
may have any other resolution. Captured video 601 contains 
images of a scene. Even though the captured scene is repre 
sented by the word “scene' in captured video 601, the scene 
may be images of a location along with any activities and 
things in that location. The processing system also receives 
viewing parameters for viewing area 602 from a display sys 
tem. The viewing parameters indicate that the scene from 
captured video 601 is to be displayed in viewing area 602, that 
the video should be Zoomed into a location of capture video 
601 indicated by the dashed rectangle, and that viewing area 
602 is 800 pixels wide by 600 pixels in height. A user of the 
display system may indicate the area encompassed by the 
dashed rectangle for inclusion with the viewing parameters. 
For example, viewing area 502 may first display a scaled 
version of the full video scene. The user may then indicate a 
part of the scene for Zooming on viewing area 502. 

In response to receiving the viewing parameters, the pro 
cessing system modifies captured video 601 by Zooming in on 
captured video 601. The processing system may use a process 
called digital Zooming. Digital Zooming crops a section of 
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8 
pixels out of out of the images of captured video 601. For 
example, digital Zooming crops the pixels within the dashed 
rectangle out of captured video 601. Thus, the amount of 
pixels within the dashed rectangle stays the same while all the 
pixels outside the dashed rectangle are removed for the modi 
fied video. 

In some examples, the dashed rectangle may encompass 
the number of pixels of captured video 601 that correspond to 
the resolution of viewing area 602. Thus, the processing sys 
tem need only crop the enclosed pixels out of captured video 
601 then transfer the modified video for display in viewing 
area 602. In other examples, the dashed rectangle may 
encompass a number of pixels of captured video 601 that does 
not correspond to the resolution of viewing area 602. Thus, 
the processing system may crop the enclosed pixels then scale 
the remaining pixels to the resolution of viewing area 602. 
Additionally, the processing system may need to modify the 
Zoomed video in order to correct differences in aspect ratio 
between the enclosed pixels and viewing area 602. 

In some embodiments, the viewing parameters may indi 
cate some event or item in a scene for which the processing 
system should monitor. For example, the processing system 
may be instructed to monitor for faces. Upon detecting the 
event or item, the processing system may automatically crop 
and scale the area of the video scene where the event or item 
was detected. 

FIG. 7 illustrates cutting out pixels in an example of video 
modification to reduce the number of pixels in a video. A 
video processing system receives captured video 701 from a 
video source. For the purposes of this example the captured 
video 701 has a resolution of 3200 pixels wide by 2400 pixels 
in height, but may have any other resolution. Viewing area 
702 has a resolution of 800 pixels wide by 600 pixels in 
height, but may have any other resolution. Captured video 
701 contains images of a scene. Even though the captured 
scene is represented by the word "scene” in captured video 
701, the scene may be images of a location along with any 
activities and things in that location. In this example, viewing 
area 702 is partially obscured by viewing area 703, but may 
also be obscured for any other reason. Viewing area 703 may 
be another viewing window for viewing other captured video 
but may also be any other window in a graphical user inter 
face. Additionally, a user may indicate a portion of captured 
video 501 that should be cut. The processing system receives 
viewing parameters for viewing area 702 from a display sys 
tem. The viewing parameters indicate that the scene from 
captured video 701 is to be displayed in viewing area 702, that 
captured video 602 should be scaled to viewing area 602 that 
is 800 pixels wide by 600 pixels in height, and that a 600 pixel 
wide by 350 pixel in height section of viewing area 702 
should be cut. 

In response to receiving the viewing parameters, the pro 
cessing system modifies captured video 701 by Scaling cap 
tured video 701 to the size of viewing area 702. The process 
ing system further cuts the 600 by 350 pixel section of the 
scaled video that is obscured by viewing area 703. The pro 
cessing system then transfers the modified video for display 
on viewing area 702. 

FIG. 8 illustrates segmentation of video images in an 
example of modifying video to reduce the number of pixels. 
In this example, a processing system segments the captured 
video 801 into multiple pieces as indicated by the dashed lines 
crossing captured video 801. The video may be segmented to 
aid in processing the video to a set of viewing parameters, 
Such as resolution and compression requirements. While this 
example shows captured video 801 segmented into nine 
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pieces of about equal size, the processing system may seg 
ment captured video 801 into any number of pieces at any 
size. 

After segmenting the video, the processing system modi 
fies each individual segment with respect to received viewing 
parameters for viewing area 802. After modifying the indi 
vidual segments, the processing system reassembles the seg 
ments into a full video image and transfers the video for 
display in viewing area 802. 

In some embodiments multiple video processing systems 
may be present. In those embodiments one video processing 
system may transfer one or more of the video image segments 
to other video processing systems for processing. The pro 
cessing system may do this because the processing system 
does not have the spare processing capacity to perform the 
modification itself and determined that other processing sys 
tems have the spare processing capacity to perform the video 
modifications. 

FIG. 9 illustrates video processing system 900. Video pro 
cessing system 900 is an example of video processing system 
102 and video server 302, although video processing system 
102 and video server 302 may use alternative configurations. 
Video processing system 900 comprises network interface 
901, video interface 902, user interface 903, and processing 
system 904. Processing system 904 is linked to network inter 
face 901, video interface 902 and user interface 903. Process 
ing system 904 includes processing circuitry 905 and 
memory device 906 that stores operating software 907. 

Network interface 901 comprises components that com 
municate over communication links, such as network cards, 
ports, RF transceivers, processing circuitry and software, or 
some other communication devices. Network interface 901 
may be configured to communicate over metallic, wireless, or 
optical links. Network interface 901 may be configured to use 
TDM, IP, Ethernet, optical networking, wireless protocols, 
communication signaling, or some other communication for 
mat—including combinations thereof. 

Video interface 902 comprises components that communi 
cate with video sources, such as USB, Firewire, computer 
data bus, or some other interface capable of communicating 
with a video source. Alternatively, if video processing system 
900 is integrated into a video source, then video interface 902 
may connect processing system 904 with a video capture 
apparatus, such as a image capture sensor. 

User interface 903 comprises components that interact 
with a user. User interface 903 may include a keyboard, 
display Screen, mouse, touch pad, or some other user input/ 
output apparatus. User interface 903 may be omitted in some 
examples. 

Processing circuitry 905 comprises microprocessor and 
other circuitry that retrieves and executes operating Software 
907 from memory device 906. Memory device 906 comprises 
a disk drive, flash drive, data storage circuitry, or some other 
memory apparatus. Operating software 907 comprises com 
puter programs, firmware, or some other form of machine 
readable processing instructions. Operating software 907 
may include an operating system, utilities, drivers, network 
interfaces, applications, or some other type of software. When 
executed by circuitry 905, operating software 907 directs 
processing system 903 to operate video processing system 
900 as described herein. 

In particular, operating software 907 directs processing 
system 904 to receive viewing parameters through network 
interface 901 for a viewing area on a display system. Addi 
tionally, processing system 904 is directed to receive video of 
a scene comprising a quantity of pixels in each of a plurality 
of images of the scene through video interface 902. Alterna 
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10 
tively, video may be received over a network through network 
interface 901. After receiving the viewing parameters, pro 
cessing system 904 is directed to modify the video based on 
the viewing parameters to produce modified video having a 
reduced quantity of pixels in each of the plurality of images. 
Processing system 904 then uses network interface 901 to 
transfer the modified video for display of at least a portion of 
the scene in the viewing area by the display system. 

FIG. 10 illustrates viewing station 1000. Communication 
control system 1000 is an example of viewing stations 303 
and 305, although viewing stations 303 and 305 may use 
alternative configurations. Communication control system 
1000 comprises network interface 1001, display system 
1002, user interface 1003, and processing system 1004. Dis 
play system 1002 displays viewing area 1008. Processing 
system 1004 is linked to network interface 1001, display 
system 1002, and user interface 1003. Processing system 
1004 includes processing circuitry 1005 and memory device 
1006 that stores operating software 1007. 
Network interface 1001 comprises components that com 

municate over communication links, such as network cards, 
ports, RF transceivers, processing circuitry and software, or 
some other communication devices. Network interface 1001 
may be configured to communicate over metallic, wireless, or 
optical links. Network interface 1001 may be configured to 
use TDM, IP. Ethernet, optical networking, wireless proto 
cols, communication signaling, or some other communica 
tion format—including combinations thereof. 

Display system 1002 comprises components that are 
capable of displaying video in viewing area 1008. Display 
system 1002 may be a liquid crystal display, an organic light 
emitting diode display, a cathode ray tube monitor, or any 
other type of display monitor. Display system 1002 may be 
built into viewing station 1000 but may also be connected to 
viewing station 1000 by interfaces such as VGA, DVI, 
HDMI, Display Port, or any other type of display connection 
format. Viewing area may be the entirety of the screen area of 
display system 1002, but may also be a smaller fraction of the 
screen area, Such as a window in a graphical user interface 
displayed on display system 1002. 

User interface 1003 comprises components that interact 
with a user. User interface 1003 may include a keyboard, 
touch screen, mouse, touch pad, or some other user input/ 
output apparatus. User interface 1003 may be omitted in some 
examples. 

Processing circuitry 1005 comprises microprocessor and 
other circuitry that retrieves and executes operating Software 
1007 from memory device 1006. Memory device 1006 com 
prises a disk drive, flash drive, data storage circuitry, or some 
other memory apparatus. Operating software 1007 comprises 
computer programs, firmware, or some other form of 
machine-readable processing instructions. Operating soft 
ware 1007 may include an operating system, utilities, drivers, 
network interfaces, applications, or some other type of Soft 
ware. When executed by circuitry 1005, operating software 
1007 directs processing system 1003 to operate viewing sta 
tion 1000 as described herein. 

In particular, operating software 1007 directs processing 
system 1004 to receive viewing parameters from a user via 
user interface 1003 for viewing area 1008 on video display 
1002. Network interface 1001 is instructed by processing 
system 1004 to transfer the viewing parameters to a video 
processing system. Network interface 1001 then receives 
video modified based on the viewing parameters from the 
Video processing system. Display system 1002 displays at 
least a portion of the scene in viewing area 1008 described by 
the viewing parameters. 
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Although, not depicted in drawings, further aspects of the 
invention may relate to the following discussion. 

Recently as IP cameras have replaced traditional analog 
cameras for video Surveillance, camera manufacturers have 
begun offering cameras in a wide variety of resolutions rang 
ing up to several megapixels. The amount of CPU resources 
required to decompress images is directly proportional to the 
image resolution, so as image resolution has increased, so 
have the processing requirements to decompress images. 
Similarly, the network bandwidth required to transmit images 
increases as the resolution increases. 

During live monitoring, it is not unusual for an observer to 
display several live camera views simultaneously. Common 
window layouts include 2x2, 3x3, and 4x4 arrangements 
(where 4x4 means 4 rows and 4 columns of windows for a 
total of 16 camera views displayed simultaneously. 
When viewing multiple windows in a tiled window layout, 

as more windows are displayed simultaneously each indi 
vidual window must be reduced in size. In a 4x4 window 
layout, each window is exactly /4 of the size of the windows 
in a 2x2 window layout. 

Instead of displaying multiple windows in a tiled layout, it 
is also possible for users to open multiple overlapping video 
windows. In that case, portions of some windows will be 
hidden by overlapping windows. No matter how windows are 
arranged, the total number of live video pixels visible to the 
user can never exceed the total number of pixels in the current 
screen resolution. 

Scale and Crop Images to Match the Visible Client Win 
dow: 

In order to reduce the client workstation CPU utilization 
required to decompress high resolution images, megapixel 
Surveillance cameras should scale and crop live images to 
match the window in which the image will be displayed. 
Examples: 

If a user is displaying a 4x4 tiled window layout and the 
screen resolution is 1920x1200 pixels, then each window can 
be approximately 400x300 to maintain the 4:3 aspect ratio. If 
the original images from a camera are 8 megapixel images 
(3200x2400) but the client is currently displaying images in a 
window whose size is 400x300 pixels, the camera should 
scale the images down to 400x300 before compression. Scal 
ing the images before compression will dramatically reduce 
the bandwidth required to transmit the compressed images, 
and it will reduce the CPU power required to decompress the 
images on the workstation. 

Ifa user is displaying multiple overlapping video windows, 
the client application should request scaled and cropped 
images that match the visible region of the window. For 
example, a video window might be 400x300 pixels in size, 
but the window might also be mostly hidden by another 
window, so that only 3 rows of pixels are visible. After scaling 
images to 400x300, the camera should mask off (clear) or 
discard all but the 3 visible rows of pixels. Instead of com 
pressing and transmitting a 400x300 image, the camera 
would instead compress and transmit a 400x3 image. 

For example, the original image is an 8 megapixel pan 
oramic image 6400 pixels wide and 1200 pixels in height and 
the user wants to display a single full image on screen. To 
display the entire image when the screen resolution is 1920x 
1200, the image would be scaled to 1920x360. The camera 
should scale the images to 1920x360 before compressing the 
images and transmitting them to the client. 

Starting with the previous example, let's say the user 
Zooms in on a portion of the image so that the height of the 
displayed image expands to the full 1200 pixel screen height. 
Now the displayed image height exactly matches the original 
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12 
captured image resolution. However, the screen resolution 
only allows the displayed width to reach 1920 pixels. The 
camera should crop the images to 1920x1200 before com 
pressing and transmitting the images. 

Starting with the previous example, if the user Zooms in 
any further the displayed image will be pixellated, which 
means each single pixel from the original image will be 
displayed as a block of pixels on the screen where all of the 
displayed pixels will be the same color as the pixel from the 
original image. In this case, the camera should crop the 
images so that only pixels visible to the user will be com 
pressed and transmitted. The Small transmitted image will be 
stretched to larger display size when displayed by the client 
application. That is, in this case the transmitted resolution will 
be lower than the displayed resolution. 

Multi-streaming and Resource Limits: 
In order to Support this idea of tailoring live video images 

for each client, the first requirement is that the IP camera must 
Support multi-streaming. One set of images will be com 
pressed and stored in files on disk in order to be available for 
playback of recorded video. If images are scaled and cropped 
for live video, that means the live images won't exactly match 
the recorded images—the live images must be processed 
separately from the recorded images. The ability to generate 
and transmit more than one set of compressed images from 
the original uncompressed images is called multi-streaming. 

Each camera can Support a finite number of simultaneous 
live video requests because of two finite resources: 

Bandwidth. Each camera has a finite total network band 
width available to transmit live images to clients via unicast 
transmission. When a large number of clients need to be able 
to receive live video simultaneously, multicast transmission 
can be used if the network routers support it. When multicast 
is used, each client receives exactly the same images so Scal 
ing and cropping for individual clients would not be possible. 
CPU. If the camera scales, crops, and compresses images 

separately for each individual client, then CPU utilization 
will increase as more clients simultaneously request live 
Video. If the camera tries to compress each image too many 
times in order to tailor images to several different clients with 
different window sizes, eventually the time required to com 
press images for all clients may exceed the available time 
between images. As more clients request images, the camera 
may be forced to reduce the image refresh rate, and video 
latency may increase to an unacceptable level (where latency 
is a delay between when the image is captured and when the 
image is displayed on a client workstation). 

Solutions for Resource Limits: 
Solution 1: Group client requirements. If two or more 

clients are requesting video images scaled to a size that is 
similar but not exactly the same, the camera could produce a 
single stream of compressed images that can be transmitted to 
all clients in the group. Each client may need to perform 
additional scaling or cropping before displaying the images, 
because the images will not be tailored exactly to the require 
ments of each client. If the camera has sufficient CPU 
resources to compress two sets of images for live video cli 
ents, then the camera would group simultaneous requests into 
no more than two client groups. The client grouping concept 
could also be applied to multicast streaming. A camera could 
stream live video images to two or more multicast addresses 
where each address is intended to satisfy the requirements of 
one group of clients. 

Solution 2: Collaborate with one or more servers or other 
cameras. While several clients are requesting live video from 
one camera, there may be other cameras in the same system 
that currently do not have any live video requests. In that case, 
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cameras could collaborate to share processing power and 
network bandwidth. For example, an overloaded camera 
could stream one set of images to another camera. The other 
camera would decompress the incoming images and then 
scale, crop, and recompress the images to meet the needs of 5 
one or more clients or groups of clients. Instead of using other 
IP cameras for this purpose, another approach would be for 
cameras to collaborate with one or more servers (or NVRs) on 
the network that provide bandwidth and CPU resources for 
Scaling, cropping, and compression of live video images. 

In some cases, this type of collaboration might be needed 
for bandwidth only—the other camera or server might only 
need to forward images to multiple destination addresses. For 
example, the original camera has enough network bandwidth 
available for unicast transmission to 5 clients. Camera 6 can 
transmit images to 6 clients in various ways. One way would 
be to transmit images to 4 clients and to one other camera or 
server. The other camera or server would forward the images 
to two clients for a total of 6 recipients. 

For PTZ cameras, it is important to minimize live video 
latency when a user is manually controlling the camera. The 
IP camera should be aware when a live video request corre 
sponds to the user that is currently controlling the camera. The 
IP camera should make choices that will minimize live video 
latency to that particular user. 

Leverage Knowledge of Network Connections: 
In order to intelligently manage network bandwidth utili 

Zation, Video system components must take into account the 
bandwidth available between different nodes of the network. 
For example, if five different workstations on the same LAN 
as the camera are requesting live video, then the camera can 
use unicast transmission to stream images to each individual 
client. However, if four workstations that are requesting live 
Video are located at a remote site separated from the camera 
by a low bandwidth WAN connection, then unicast to each 
client would not be the best strategy to optimize bandwidth 
utilization. If the camera knows that four clients are on the 
same LAN but that LAN is separated from the camera by a 
slow WAN connection, then the camera should place those 
clients into a single group for the purpose of Scaling and 
cropping images. The camera should select an image scaling 
and cropping strategy that will meet the needs of all clients in 
the group. The camera should stream images to a single node 
on the remote LAN, and then that node should arrange for 
images to be forwarded to the other nodes that have requested 
them. Only one set of images will need to traverse the slow 
WAN connection. 
One approach would be to stream the images to one client 

on the remote LAN and then have that client forward the 
images to the other clients. To forward images to a large 
number of destination addresses on the remote LAN, clients 
could be organized into a tree structure where the first recipi 
ent forwards images to 4 other recipients, each of those for 
wards the images to 4 more, etc. 

Another approach would be to stream the images to a 
server at the remote site, and then the server would stream the 
images to the recipients on that LAN. When a server is used, 
it would be possible for the server to decompress the images 
and then scale, crop, and recompress the images to tailor the 
images to exactly meet the requirements of individual 
requesters. For example, one client on the remote LAN might 
be displaying live video in a single full-screenwindow, while 
other clients on the same LAN are displaying live video in a 
4x4 tiled window layout. 
A server on the same LAN with the camera may be respon 

sible for managing video streaming to remote sites that 
require the use of a WAN connection. In that case, the camera 
will send a single stream of images to the server, and then the 
server will stream images to remote sites (either directly to a 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

14 
client workstation or to a server at the remote site, as 
described above). Using a single server to manage a WAN 
connection allows the server to coordinate and prioritize 
simultaneous video traffic from multiple cameras. 
The above description and associated figures teach the best 

mode of the invention. The following claims specify the scope 
of the invention. Note that some aspects of the best mode may 
not fall within the scope of the invention as specified by the 
claims. Those skilled in the art will appreciate that the fea 
tures described above can be combined in various ways to 
form multiple variations of the invention. As a result, the 
invention is not limited to the specific embodiments described 
above, but only by the following claims and their equivalents. 

What is claimed is: 
1. A method of operating a video processing system, the 

method comprising: 
receiving viewing parameters for plural viewing areas, 

each viewing area being associated with a respective one 
of plural display systems; 

receiving video of a scene comprising a quantity of pixels 
in each of a plurality of images of the scene; 

grouping the plural display systems in accordance with the 
viewing parameters into groups of display systems hav 
ing similar viewing parameters; 

modifying the video based on the viewing parameters of 
the groups of display systems to produce modified video 
for each group of display systems, the modified video 
having a reduced quantity of pixels in each of the plu 
rality of images; and 

transferring the modified video to each group of display 
systems for display of at least a portion of the scene in 
the viewing area by members of each group of display 
systems. 

2. The method of claim 1 wherein modifying the video 
based on the viewing parameters to produce the modified 
Video comprises Scaling a resolution of the video to a new 
resolution compatible with the viewing area on the display 
system. 

3. The method of claim 2 wherein scaling the resolution of 
the video to the new resolution comprises reducing the reso 
lution of the video. 

4. The method of claim 1 wherein modifying the video 
based on the viewing parameters to produce the modified 
Video comprises cutting pixels from the video. 

5. The method of claim 1 wherein modifying the video 
based on the viewing parameters to produce the modified 
Video comprises Zooming in on the portion of the scene in the 
video. 

6. The method of claim 1 wherein modifying the video 
based on the viewing parameters to produce the modified 
Video comprises Scaling a resolution of the video and crop 
ping the video. 

7. The method of claim 1 further comprising segmenting 
each of the plurality of images into segments and wherein 
modifying the video comprises modifying each of the seg 
ments in each of the plurality of images and then reassem 
bling the modified segments into the modified video. 

8. The method of claim 1 further comprising determining 
whether a second video processing system has excess pro 
cessing capacity and transferring the video of the scene to the 
second video processing system to modify the video. 

9. A video processing system comprising: 
a network interface configured to receive viewing param 

eters for plural viewing areas, each viewing area being 
associated with a respective one of plural display sys 
tems; 
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a video interface configured to receive video of a scene 
comprising a quantity of pixels in each of a plurality of 
images of the scene; 

a processor configured to group the plural display systems 
in accordance with the viewing parameters into groups 
of display systems having similar viewing parameters, 
and to modify the video based on the viewing parameters 
of the groups of display systems to produce modified 
Video for each group of display systems, the modified 
Video having a reduced quantity of pixels in each of the 
plurality of images; and 

the network interface configured to transfer the modified 
Video to each group of display systems for display of at 
least a portion of the scene in the viewing area by mem 
bers of each group of display systems. 

10. The video processing system of claim 9 wherein the 
processing system is configured to modify the video based on 
the viewing parameters to produce the modified video by 
Scaling a resolution of the video to a new resolution compat 
ible with the viewing area on the display system. 

11. The video processing system of claim 10 wherein scal 
ing the resolution of the video to the new resolution comprises 
reducing the resolution of the video. 

12. The video processing system of claim 9 wherein the 
processing system is configured to modify the video based on 
the viewing parameters to produce the modified video by 
cutting pixels from the video. 

13. The video processing system of claim 9 wherein the 
processing system is configured to modify the video based on 
the viewing parameters to produce the modified video by 
Zooming in on the portion of the scene in the video. 

14. The video processing system of claim 9 wherein the 
processing system is configured to modify the video based on 
the viewing parameters to produce the modified video by 
Scaling a resolution of the video and cropping the video. 

15. The video processing system of claim 9 wherein the 
processing system is further configured to segment each of 
the plurality of images into segments and modify the video by 
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modifying each of the segments in each of the plurality of 
images and then reassemble the modified segments into the 
modified video. 

16. The video processing system of claim 9 wherein the 
processing system is further configured to determine whether 
a second video processing system has excess processing 
capacity and the network interface is further configured to 
transfer the video of the scene to the second video processing 
system to modify the video. 

17. A video capture and processing system comprising: 
a video capture device configured to capture video of a 

Scene comprising a quantity of pixels in each of a plu 
rality of images of the scene and transfer the video; 

a video processing system configured to receive the video 
transferred by the video capture device, receive viewing 
parameters for plural viewing areas, each viewing area 
being associated with a respective one of plural display 
systems, group the plural display systems in accordance 
with the viewing parameters into groups of display sys 
tems having similar viewing parameters, modify the 
video based on the viewing parameters of the groups of 
display systems to produce modified video for each 
group of display systems, the modified video having a 
reduced quantity of pixels in each of the plurality of 
images, and transfer over a network the modified video 
to each group of display systems for display of at least a 
portion of the scene in the viewing area by members of 
each group of display systems; and 

the plural display systems in communication with the 
video processing system over the network and config 
ured to transfer the viewing parameters, receive the 
modified video, and display the modified video. 

18. The video capture and processing system of claim 17 
wherein the video processing system is further configured to 
determine whether a second video processing system has 
excess processing capacity and transfer the video of the scene 
to the second video processing system to modify the video if 
the video processing system does not have enough processing 
capacity to modify the video. 

k k k k k 
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