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INCREASING IMAGE FIELD OF VIEW AND 
FRAME RATE IN AN IMAGING APPARATUS 

BACKGROUND 

This invention is generally related to electronic imaging, 
and more particularly to changing an image field of view and 
image frame rate in an imaging apparatus. 
Modern electronic imaging Systems have become an 

important part of every household and business, from tra 
ditional applications Such as Video cameras and copiers to 
more modern ones Such as the facsimile machine, Scanner, 
medical imaging devices, and more recently, the digital 
camera. The digital camera has been developed as a portable 
System that acquires and Stores detailed Still images in 
electronic form. The images may be used in a number of 
different ways Such as being displayed in an electronic 
photo-album or used to embellish graphical computer appli 
cations Such as letters and greeting cards. The Still images 
may also be shared with friends via modem anywhere in the 
World within minutes of being taken. 

Most purchasers of digital cameras have access to a 
desktop computer for viewing the Still images. Therefore, 
Such purchaserS might also enjoy using the digital camera to 
communicate with another perSon Via Videoconferencing or 
to view images of motion in a Scene. Using a digital camera 
as a video camera or Videoconferencing tool, however, 
presents requirements that may conflict with those for cap 
turing Still images. For instance, due to the limited trans 
mission bandwidth between the camera and a host computer 
used for viewing video images, the transmitted frames of 
Video images must be of a typically lower resolution than 
Still images. 

To meet a given image frame rate over a limited trans 
mission bandwidth, one Solution is to simply electronically 
Scale the detailed Still image frames into lower resolution 
image frames prior to transmitting them. Alternatively, the 
detailed image can be “cropped' to a Smaller size, and 
therefore lower resolution image. In this way, the amount of 
Spatial data per image frame is reduced, So that a greater 
frame rate can be achieved between the digital camera and 
the host computer. 

Electronic Scaling and/or cropping of the detailed image, 
however, does not address another problem posed by 
Videoconferencing, namely that due to close proximity of 
the object (a person's face or body) to the digital camera 
during the Video phone or Videoconferencing Session, a 
wider field of view is required of the images. The field of 
View can loosely be thought of as relating to the fraction of 
the Scene included in the transmitted image frame. 

Digital cameras typically use an optical System with a 
fixed effective focal length. Although a detailed Still image 
using Such a camera could have an acceptable field of view 
for distant Scenes, electronically Scaling the image for Video 
operation does not increase the field of View, while cropping 
actually decreases the field of view. Therefore, what is 
needed is a mechanism that allows a digital camera to 
capture images of close-up Scenes having a wider field of 
view but with lower resolution, in order to increase frame 
rate for rapid frame rate applications Such as Video phones 
and Videoconferencing. 

SUMMARY 

The invention in one embodiment is directed at a circuit 
for processing first Sensor Signals to yield first digital image 
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2 
data, where the first signals are generated by an image Sensor 
in response to a first image of a Scene projected on the 
Sensor. The circuit is further configured to proceSS Second 
Sensor Signals to yield Second digital image data having a 
lower resolution than the first data. The Second Signals are 
also generated by the image Sensor but this time in response 
to a Second image projected on the Sensor, where the Second 
image has a greater angular field of View but is Smaller than 
the first image. 
The circuit may be incorporated into an imaging appara 

tuS Such as a digital camera as a different embodiment of the 
invention. The imaging apparatus includes the image Sensor 
coupled to an optical System, where the optical System has 
an adjustable effective focal length, Such as in a Zoom lens, 
in order to focus light from a Scene onto the Sensor to create 
the first and Second images. The Second image data is 
obtained through a combination of (1) the optical System 
being adjusted to project the Second image having a wider 
field of View than the first image on the image Sensor, and 
(2) the circuit processing the Second sensor Signals which 
are generated in response to the Second image. The first 
image data is generated while the camera operates in “still” 
mode to capture detailed images of distant Scenes, whereas 
the Second image data results while operating in “video' 
mode to capture leSS detailed but wider angle images of near 
Scenes typically encountered during, for example, Videocon 
ferencing. 

BRIEF DESCRIPTION OF THE DRAWINGS 

These and other features as well as advantages of the 
different embodiments of the invention will be apparent by 
referring to the drawings, detailed description, and claims 
below, where: 

FIG. 1 illustrates a digital image capture apparatus pro 
Viding images in dual mode according to a first embodiment 
of the invention. 

FIG. 2 illustrates the detail in an embodiment of the 
optical System used in the imaging apparatus to generate a 
near image. 

FIG. 3 illustrates detail in the optical system that gener 
ates a Smaller field of View but larger image, according to 
another embodiment of the invention. 

FIG. 4 is a diagram of an image Sensor with a projected 
near image and the associated Sensor Signals to be processed 
by a circuit embodiment of the invention. 

FIG. 5 shows a data flow diagram of the path taken by 
image data for Video and Still modes of operation. 

FIG. 6 illustrates a flow diagram of imaging operations 
that can be performed by the embodiment of FIG. 5. 

DETAILED DESCRIPTION 

AS briefly summarized above, the embodiments of the 
invention are directed at an apparatus and associated method 
for capturing images having increased angular field of view 
and at the same allowing an increased frame rate due to their 
lower resolution. The techniques are particularly Suitable for 
an imaging System Such as a digital camera that operates in 
at least two modes to provide Still and Video imageS. The 
Video images have lower resolution but a greater angular 
field of View than the Still imageS. The greater angular field 
allows the Video images to capture close-up Scenes that are 
typically found in Videoconferencing Sessions, while their 
lower resolution permits the transmission of images at a 
higher frame rate to a host processor over a limited trans 
mission bandwidth. The method and apparatus embodiments 
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of the invention achieve Such a result by a combination of 
optical Scaling to obtain a Smaller image size for Video 
mode, and Selectively reading only those Sensor Signals 
which are generated in response to the Smaller image. 

For purposes of explanation, Specific embodiments are Set 
forth below to provide a thorough understanding of the 
invention. However, as understood by one skilled in the art, 
from reading this disclosure, the invention may be practiced 
without Such details. Furthermore, well-known elements, 
devices, proceSS Steps, and the like, are not set forth in detail 
in order to avoid obscuring the invention. 

FIG. 1 shows a digital image capture apparatus 100 
according to a first embodiment of the invention. The 
apparatus 100 has an optical system 108, including a lens 
system 106 and aperture 104, for being exposed to incident 
light reflected from a Scene whose image is to be captured. 
For this embodiment, two Scenes in particular are identified, 
a near Scene 102 and a distant Scene 103. The near Scene 
may be, for instance, a Videoconferencing Session where a 
user is Sitting at a desk with the apparatus 100 positioned 
approximately 2 feet in front of the user. The distant Scene 
103 includes the presence of objects that are located farther 
away from the apparatus 100, e.g., 8-10 feet, such as when 
taking Still images. 

The apparatus 100 may also include a strobe 112 or 
electronic flash for generating Supplemental light to further 
illuminate the Scenes when the apparatus 100 is operating 
under low light conditions. 

The optical system 108 channels the incident light rays 
onto an electronic image Sensor 114. The image Sensor 114 
has a number of pixels or photocells (not shown) which are 
electrically responsive to incident light intensity, and, 
optionally, to color. Each of the pixels in the sensor 114 
generates a Sensor Signal that together represent a captured 
image with Sufficient resolution to be acceptable as a still 
image. Contemplated resolutions include 640x480 and 
higher for acceptable quality Still images. 

The Sensor 114 generates Sensor Signals in response to an 
image of a Scene formed on the Sensor. The Signal processing 
block 110 then processes the Sensor Signals into captured 
digital image data representing the image projected on the 
Sensor 114. An analog-to-digital (A/D) converter (not 
shown) may be included in the sensor 114, as part of the 
Same Single integrated circuit die, to generate digital Sensor 
Signals (one per pixel) that define a digital image of the 
exposed Scene. 

The captured image data include near image data 170 and 
distant image data 172. These are obtained in part by 
adjusting the optical System 108 to change its focal length 
and, more generally, its modulation transfer function (MTF), 
to focus images of either the near Scene 102 or distant Scene 
103 onto the sensor 114 at the focal plane of the optical 
System. The Signal processing unit 110 processes the Sensor 
Signals according to image processing methodologies to 
yield the near image data 170 or the distant image data 172. 
The near image data may be provided as Video imageS which 
are Streamed to an image processing System Such as a host 
computer (not shown) via the communication interface 154. 
The larger and greater resolution distant image data may also 
be transferred to the host via the interface 154, but at a lower 
frame rate. The image data is then decompressed (if 
necessary), rendered, and/or displayed in the host computer. 

The image data, particularly the distant (or still mode) 
image data, may optionally be Stored in a local Storage 122 
aboard the apparatus 100. The local storage 122 may include 
a FLASH Semiconductor memory and/or a rotating media 
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4 
device such as a hard disk. The FLASH memory may be 
removable, such as the Intel(R) Miniature Card. The rotating 
media may also be removable or fixed, and may be of the 
magnetic disk or other type Suitable for Storing image data 
files. 

The apparatus 100 can be configured to operate in at least 
two modes. A first mode generates near image data 170, 
Suitable for Video operation. A Second mode generates 
distant image data 172, Suitable for Still image capture. 
Mode Selection can be made by the user via mechanical 
control (not shown) on the apparatus 100. Mechanical knob 
Settings can be received and translated by a local user 
interface 158 into control signals and control data that is 
processed by a system controller 160. Alternatively, the 
apparatus 100 can be tethered to the host computer (not 
shown) Such as a personal computer (PC) via the commu 
nication interface 154. The user can then make the mode 
Selection through Software running on the host which in turn 
communicates the proper control Signals and data to the 
system controller 160. 
The system controller 160 orchestrates the capture of 

images in both modes of operation in response to the mode 
Selection made by the user. In particular, the System con 
troller configures the Signal processing block 110 to provide 
the near or distant image data as described in greater detail 
below. 

In the first embodiment of the invention, the effective 
focal length of the optical system 108 must be altered 
between the different modes. FIGS. 2 and 3 illustrate two 
different settings of the optical system 108 corresponding to 
the two different modes of operation for the apparatus 100. 
The optical system 108 as shown includes a lens system 106 
consisting of four lens elements 106a-d that are positioned 
in front of the sensor 114. An adjustable or movable lens and 
aperture combination 105, Such as a Zoom lens, is also 
included. The Zoom lens or combination 105 can be moved 
by the user actuating a lever, ring, or by an electromechani 
cal mechanism Such as a Solenoid or motor. The lens 
combination 105 includes lens elements 106b, 106c as well 
as the aperture 104. For clarity, only the light rays from the 
lower half of the Scenes are shown in the figures. Although 
optical system 108 is shown as a lens system having four 
Separate lenses and a fixed aperture 104, one skilled in the 
art will recognize that other variations are possible which 
yield a Smaller near image with greater angular field of view. 
By simply adjusting the position of combination 105 from 

a near position in FIG. 2 to a distant position in FIG. 3, the 
Size of the image projected onto Sensor 114 can be increased. 
This optical Scaling feature results in a larger imageSize for 
the still image (distant image data) mode of operation. 
The other significant characteristic of the optical Scaling 

is the change in angular field of View. The angular field of 
View can loosely be thought of as relating to the fraction of 
the Scene included in the image projected onto the Sensor 
114. Thus, although the projected image in FIG. 2 is smaller 
than that of FIG. 3, a greater fraction of the scene is included 
in the near image of FIG. 2 as shown by the additional light 
rays that enter the optical system 108 through the first lens 
106a. 

In order to obtain the smaller near image data 170 and 
greater frame rate when the apparatus 100 is configured with 
the optical System 108 in the near position, the Signal 
processing block 110 and the sensor 114 are configured (by 
control Signals and data received from the System controller 
160, see FIG. 1) to process only the pixel signals originating 
from those rows and columns of the sensor 114 that define 

Meta's Exhibit No. 1006 
Page 009



US 6,512,541 B2 
S 

the region on which the Smaller image is formed. This can 
be seen in FIG. 4 which shows a near image being formed 
on an array of pixels in the Sensor 114 and using fewer 
bitlines than the maximum resolution of the array. Instead of 
reading all of the Sensor signals (which can be read for 
obtaining the maximum resolution of the image Sensor 
array) shown in FIG. 4, only those Sensor Signals coming 
from the pixels in those rows and columns which define the 
region of the near image are read. The fewer Sensor Signals 
result in both lower processing times in the Signal processing 
block 110, and greater image frame rate through a limited 
bandwidth interface between the sensor 114 and signal 
processing block 110. This in turn results in greater image 
frame rate through the host communication interface 154 
(see FIG. 1). 

The image data can be further compressed and/or Scaled 
by the Signal processing unit 110 as discussed below in 
connection with FIGS. 5 and 6 in order to increase the frame 
rate while transmitting the images through a bandwidth 
limited communication interface 154. 
To further reduce the cost of manufacturing an apparatus 

100 that operates in both still capture and video modes, 
optical System 108 can be fixed to project images on the 
sensor 114 having approximately 55 of angular field of 
View. Such a field of view may be an acceptable compromise 
for both the near and distant Scenes. The distant Scene would 
be captured as a detailed Still image, while the near Scene 
(e.g., videoconferencing Session) would be handled by digi 
tally Scaling (using the signal processing unit 110) the 
detailed Still image to reduce its resolution. This gives 
greater frame rate for the Video images, but no increase in 
the field of View as compared to Still imageS. Embodiments 
of the signal processing unit 110 are shown in FIGS. 5 and 
6 and described below. 
To Summarize, the above-described embodiments of the 

invention are an imaging apparatus (Such as a digital 
camera), a method performed using the imaging apparatus, 
and a circuit that provides analog and digital processing, for 
increasing image field of view while at the Same time 
increasing the image frame rate. The embodiments of the 
invention are, of course, Subject to Some variations in 
Structure and implementation. For instance, the embodiment 
of the invention as Signal processing block 110 can be 
implemented entirely in analog and hardwired logic cir 
cuitry. Alternatively, the digital Scaling and compression 
functions of the Signal processing block 110 can be per 
formed by a programmed processor. Therefore, the Scope of 
the invention should be determined not by the embodiments 
illustrated but by the appended claims and their legal equiva 
lents. 
Signal Processing Architecture 

The image capture apparatus 100 can be electronically 
configured for dual mode operation by configuring the Signal 
processing block 110 to provide either Still image data or a 
Sequence of Video images using the logical block diagram 
and architecture of FIG. 5. In one embodiment, the block 
110 implements digital Signal and image processing func 
tions as logic circuitry and/or a programmed data processor 
to generate compressed image data having a predefined 
resolution and compression ratio from detailed, original 
image data received from the Sensor 114. 

FIG. 5 shows a data flow diagram for an embodiment of 
the invention of the path taken by image data for both video 
and still modes of operation. The processing block 110 
includes a chain of imaging functions which may begin with 
a correction block 210. The correction block 210 is used 
whenever the quality of the original image data received 
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6 
from the Sensor 114 warrants. Some Sort of pre-processing 
before the image is Scaled and compressed. In certain cases, 
the correction block 210 performs pixel Substitution, 
companding, and gamma correction on the original image 
data received from the image Sensor. The original image data 
should be of sufficient detail (e.g., 768x576 spatial resolu 
tion or higher is preferred) to yield still images of acceptable 
quality. 

Pixel Substitution may be performed in block 210 to 
replace invalid pixel data with valid data to provide a more 
deterministic input to Subsequent imaging functions. Com 
panding may be performed to lower the resolution of each 
pixel (the number of bits per pixel). For example, the 
original image data can arrive as 10 bits per pixel, whereas 
a preferred pixel resolution for the logic circuitry may be 8 
bits (1 byte). Conventional gamma correction may also be 
performed to conform the information content of the image 
to that expected by the host computer where the image will 
be ultimately displayed. 

Other functions that may be performed in block 210 on 
each received original image frame include fixed pattern 
noise reduction which is often needed before compressing 
an image. Once again, whether or not any correction func 
tions are performed by block 210 in general depends on the 
quality of the original image data received from the Sensor 
114 and any Subsequent image processing Such as Scaling or 
compression to be performed before the image data is ready 
for Storage or transmission to the host computer. 
Once the original image data has been corrected or 

otherwise processed into the desired size or format by 
correction block 510, the corrected data may be scaled and 
compressed if needed to meet the transmission and Storage 
requirements of the communication interface 154 and the 
optional local storage 122 (see FIG. 1). To meet Such 
requirements, the processing block 110 can include Scaling 
and compression logic 514 to perform any necessary image 
Scaling and compression prior to transmission and Storage. 

For instance, the Scaling and compression logic 214 may 
be configured to reduce image size and resolution to yield 
Smaller, leSS detailed Video images, as compared to larger 
and more detailed Still images. Smaller and leSS detailed 
image data may be required in order to transmit a rapid 
Sequence of Video images that are to be decompressed and 
viewed in a host/PC. However, if the transmission link 
between the apparatus 100 and the host/PC has sufficient 
bandwidth to transmit a Sequence of detailed original image 
data at the needed rate to the host/PC, then the Scaling and 
compression logic 514 can be simplified or even eliminated 
for both still or video operation. 
A number of digital image processing functions are con 

templated for the logic 514. These or others similar in 
function may be configured as described below by one 
skilled in the art depending on the performance (Speed of 
rendering the compressed image data) and image quality 
desired. The imaging functions have been implemented in 
one embodiment as Separate units of logic circuitry as Seen 
in FIG. 5. The functions are described as follows in con 
junction with the flow diagram of FIG. 6. 

The logic 514 can perform a 2-D spatial scaling of the 
corrected image data in order to yield Smaller images that 
may be easier to Store or transmit. The Scaling is done 
according to a Selected Scaling ratio using conventional 
known techniques. The Scaling ratio may be integer or 
fractional. The Scaling can be performed in a 2-dimensional 
fashion by, for instance, utilizing two separate 
1-dimensional Scaling processes. 
The logic 514 can be used for both video and still image 

capture Simply by Selecting the appropriate Scaling ratio, as 
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indicated in Step 614. For instance, a 4:1. Sub-Sampling of the 
corrected image may be performed in Video mode So that 16 
pixels from the corrected image data are averaged together 
to produce 1 pixel in the Scaled image data. Based on 
Standard Sampling theory, and assuming uncorrelated noise 
Sources, the Sub-Sampling may also improve the Signal to 
noise ratio by V16, or a factor of 4. Lower Scaling ratioS Such 
as 2:1 may also be used, where 4 pixels are averaged to 
generate a single pixel in the Scaled image data, resulting in 
a signal to noise ratio (SNR) improvement of 2. By Scaling 
the more detailed corrected image data in this way during 
operation in Video mode, the imaging System compensates 
for the increased noise due to lower light levels that are 
typically encountered with Video operation, Such as during 
Videoconferencing. The Scaling Step, if needed, appears as 
step 618 in FIG. 6. 

Next in the chain of imaging function blocks in FIG. 5 is 
the decorrelation and encoding logic 522. The Scaled image 
data received from the logic 514 is decorrelated by logic 522 
in preparation for entropy encoding as indicated in Step 622, 
according to a Selected one of a number of decorrelation 
methodologies. Once again, the user may Select a particular 
decorrelation methodology that is Suitable for obtaining the 
normally Smaller Size Video images, as indicated in Step 614. 

The decorrelation function can generate error image data 
as differences between neighboring pixels. One particular 
method that can be used for image decorrelation is digital 
pulse code modulation (DPCM). To obtain more compres 
Sion of the image data, if needed, for example, in transmit 
ting a large number of Video image frames, “loss' may be 
introduced in the form of "quantization' (mapping a first set 
of data to a smaller set of values) errors using DPCM. 

The next stage in the chain of imaging function blocks is 
entropy encoding, also performed by logic 522. The tech 
nique uses a variable length encoding technique to compress 
the decorrelated image data, if needed, in Step 626. For 
instance, a commonly known entropy encoding methodol 
ogy that may be used is Huffman encoding. Entropy encod 
ing involves replacing Symbols in the decorrelated image 
data by bit Strings in Such a way that different Symbols are 
represented by binary Strings of different variable lengths, 
with the most commonly occurring Symbols being repre 
sented by the shortest binary strings. The logic 522 thus 
provides compressed image data having variable size, for 
instance as seen in FIG. 5 where the scaled 8-bit data is 
encoded into compressed data having variable size of 3-16 
bits. 

Once again, the encoding methodologies for obtaining 
Video and Still imageS can be different and may be selected, 
as indicated in Step 614, depending on the mode of operation 
identified earlier in step 610. For instance, a larger set of 
Symbols (having variable binary String lengths) may be used 
for encoding Still image data as compared to Video image 
data. This is because there may be more time allocated in the 
host/PC to decompress Still images than to decompress 
Video imageS. In contrast, for encoding Video images, a more 
limited Set of Symbols having uniform binary String lengths 
should be employed to obtain faster decompression of a 
Series of Video image frames. In addition, having a uniform 
binary String length allows usage of a fixed amount of 
bandwidth to transmit the image data that is specifically 
Suitable for a host/PC interface Such as the Universal Serial 
Bus (USB). 
The image processing System shown in FIG. 5 includes 

additional logic that facilitates the dual mode operation 
described above. In particular, the logic circuitry in blockS 
510, 514, and 522 use programmable look-up tables (LUTs) 
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8 
533, 534, and 535 and random access memories (RAMs) 
535 for flexibility in performing their respective imaging 
functions. Each LUT or RAM provides information to its 
respective imaging function logic as Specified by the 
Selected methodology for the particular mode of operation. 
For instance, the scaling logic 514 uses a RAM 235 as a 
Storage area to Store intermediate Scaling computations. 
Also, the LUT534 for the decorrelation and encoding logic 
522 can be loaded with different rules and data required for 
performing decorrelation and encoding as known in the art, 
depending on whether a Still or a Video image is desired. In 
a particular embodiment, two look-up tables (LUTs) are 
used for LUT534, one for listing the characters (a so-called 
“code book”) and one for listing the String lengths. 

Different techniques may be used to determine the proper 
values to be loaded into the RAM and LUTs. For instance, 
image metering may be performed by the controller 160 to 
determine lighting and other factors which impact decorre 
lation and entropy encoding. Also, as mentioned earlier, 
transmission and Storage constraints may dictate greater 
compression, especially during video operation where a 
large number of image frames are generated, So that the 
LUTS for decorrelation and entropy encoding will include a 
Smaller code book for compression of the image data. 

Although the different LUTs and RAM described above 
may be implemented as part of a single, physical RAM unit 
or alternatively may be combined in different combinations 
as one or more RAM units, each LUT and RAM is prefer 
ably implemented in a physically Separate unit to obtain 
faster performance of the imaging functions. 

After the image data has been compressed according to 
the desired mode by the compression logic 512, the now 
variable size data is then passed to the data packing unit 526 
where the data is packed into constant size, and therefore 
more manageable, data Segments for more efficient Storage 
and transmission over a computer bus. Once again, if the 
image data from the Sensor 114 is Sufficiently acceptable as 
is, and there are no further transmission or Storage con 
Straints on Such data, then the data packing unit becomes 
Superfluous, Since the Sensor image data has a constant size 
and can be easily Stored or transferred outside the imaging 
apparatus with minimal processing. 

In the data packing unit 526, received data blocks of 
different Size are packed into blocks having a predefined, 
constant size, as indicated in step 630. For example, in FIG. 
5, the data packing unit packs the variable size compressed 
image data into 16-bit blocks. The 16-bit blocks are then 
forwarded to a data flow controller 538 Such as a Direct 
Memory Access (DMA) controller, which then adds address 
information to each data block before accessing a buS 542 in 
order to forward the 16-bit blocks onto the bus. The memory 
controller 546 accepts the 16-bit blocks over the bus 542 and 
Stores them temporarily in memory Such as dynamic RAM 
(DRAM) (not shown) aboard the apparatus 100. 

After being packed, the Still image data may then be 
transferred over the bus 542 to the optional local storage 122 
(see FIG. 1) via a local storage interface 550 coupled to the 
buS. For instance, the local Storage device 122 may be a 
removable FLASH memory card which receives the image 
data prepared as a “file', including compression tables, file 
headers, time and date Stamps, and metering information 
attached to the image data. The card may then be removed 
from the apparatus 100 and inserted into a PC to transfer the 
Still image data for decompression, Viewing and/or further 
processing in the PC. 
AS an alternative to using a removable Storage device, the 

communication interface 154 may be used to transfer both 
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the still and video images outside the apparatus 100. This 
may be accomplished by preparing the Still image data as a 
disk file appropriate for transmission using the particular bus 
standard used in the communication interface 154, to be 
transferred to a host computer for Storage and acceSS by a 
host processor (not shown). The Video image data can be 
Streamed according to known techniques to the host com 
puter via the controller interface according to a peripheral 
bus standard Such as USB or IEEE 1394-1995. 

The dual mode operation of the image capture apparatus 
100 has been described in the context of a bus-based image 
processing architecture shown in FIG. 5. To further facilitate 
Software control of the different modes of operation in this 
architecture, a number of memory-mapped control registers 
(not shown) may be coupled to the bus 542 to allow the 
controller 160 to configure the apparatus 100 with the 
desired mode of operation. Instructions can be provided for 
execution by the system controller 160 to access the LUTs, 
RAM, and control registers via the bus 542 in order to 
program the parameters needed for the proper image pro 
cessing methodologies of the Selected mode of operation. 
For instance, the different rules and parameters for Scaling, 
decorrelation, and entropy encoding methodologies for all 
modes of operation may be Stored as controller instructions 
aboard the apparatus 100 during manufacture, where each 
mode of operation is assigned a different Set of methodolo 
gies. The appropriate Set can be loaded into the processing 
block 110 in response to a mode selection by the user, made 
through either the local user interface 158 or the host/PC 
communication interface 154. 

Although the embodiment of the processing block 110 
described above in connection with FIG. 5 is implemented 
as logic circuitry, the image processing System of FIG. 5 
may alternatively be equipped with a programmed high 
performance processor executing instructions to perform the 
digital imaging functions of the block 110. Exemplary Steps 
that may be performed by Such a processor are illustrated in 
FIG. 6, and were described above simultaneously with the 
logic circuitry embodiment in FIG. 5. The sequence of steps 
in FIG.6 may be performed by the system controller 160, or 
by a separate, dedicated processor (not shown) that is also 
coupled to the bus 542. 
To Summarize, the above described embodiments of the 

invention in FIGS. 5 and 6 may be used in an apparatus such 
as a digital camera that operates in both still mode (for 
capturing still images as a portable camera) and in Video 
mode (where the digital camera is tethered via a computer 
peripheral bus interface to a host computer or other image 
viewing System). The camera has an image Sensor and a 
video and still processing block 110 that is configured to 
capture detailed images in Still mode, in both outdoor and 
indoor Scenes. In Video mode, the camera may be configured 
to compress a sequence of the detailed images (if needed for 
transmission and Storage) using the same processing block 
110 in order to capture a Video Sequence that can be 
transmitted to the host computer for viewing via a computer 
peripheral bus interface. 

The embodiments of the invention described above in 
FIGS. 5 and 6 are, of course, also subject to some variations 
in Structure and implementation. For instance, although the 
image data path in the processing block 110 is shown as 
being 8 bits wide initially and up to 16 bits when 
compressed, one skilled in the art will recognize that the 
invention can be implemented using other data path widths. 
Also, the system controller 160 may be combined with the 
data flow controller 538 into one physical, integrated circuit 
unit Such as a microcontroller. 
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10 
Therefore, the scope of the invention should be deter 

mined not by the embodiments illustrated but by the 
appended claims and their legal equivalents. 
What is claimed is: 
1. A circuit for use in a digital camera to capture digital 

images of near and far Scenes, comprising: 
a signal processing circuit that can be configured to 

operate in a still capture mode and a Video capture 
node, in the Still capture mode the circuit is to process 
first pixel Signals that define an electronic Still image of 
a far Scene, the first pixel Signals to be generated by a 
first pixel area of a Sensor area of a Sensor array in 
response to the pixel area being illuminated by an 
optical image of the far Scene, and 

in the Video capture mode, the Signal processing circuit is 
to proceSS Second pixel Signals that define each of a 
plurality of electronic images of a near Scene, the 
plurality of electronic images of the near Scene to be 
prepared for transmission to a display device via a 
computer peripheral bus, the Second pixel Signals to be 
generated by a Second pixel area of the Sensor array in 
response to the Second area being illuminated by a 
plurality of optical images of the near Scene, the optical 
images of the near Scene being Smaller than the optical 
image of the far Scene So that the Second area is Smaller 
than the first area and the Second Signals are a Subset of 
the first Signals, the circuit is to process the Second 
Signals and not others of the first Signals in the Video 
capture mode. 

2. The circuit of claim 1 wherein 
the first Signals are digital Signals, and 
the Signal processing circuit includes digital Signal and 

image processing circuitry to form the digital images. 
3. The circuit of claim 1 wherein the first signals are 

analog signals, and the signal processing circuit includes an 
analog to digital converter to convert the analog signals into 
digital Signals, and the processing of the first and Second 
Signals includes converting them from analog into digital 
form. 

4. The circuit of claim 3, wherein the Signal processing 
circuit is to read the Second pixel Signals but not others of the 
first pixel Signals and then digitally process the Second pixel 
Signals but not others of the first pixel Signals. 

5. The circuit of claim 1 wherein the first signals represent 
the maximum resolution of the Sensor array. 

6. A method comprising: 
Selecting a Still capture mode of operation in a digital 

camera; and then 
processing first pixel Signals that define an electronic Still 

image of a far Scene, the first pixel Signals being 
generated by a first pixel area of an image Sensor array 
in response to the pixel area being illuminated by an 
optical image of the far Scene; and then 

Selecting a Video capture mode of operation in the digital 
Camera, 

adjusting an optical System coupled to the image Sensor 
array, to form an optical image of a near Scene on a 
Second pixel area of the image Sensor array that is 
Smaller than the first area, the optical near image being 
Smaller than and having a greater angular field of view 
than the optical far image; and then 

processing Second pixel Signals that define each of a 
plurality of electronic images of the near Scene, the 
Second Signals being a Subset of the first signals and 
being generated by the Second pixel area in response to 
that pixel area being illuminated by the optical near 
image; and 
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further transmitting the plurality of images of the near 
Scene to a display device via a computer peripheral bus, 
to display motion in the near Scene. 

7. The method of claim 6 wherein the first signals are 
digital signals. 

8. The method of claim 6 wherein the first signals are 
analog signals. 

9. The method of claim 8, wherein processing second 
pixel Signals comprises: 

reading the Second pixel Signals but not others of the first 
pixel Signals, and then 

digitally processing the Second pixel Signals but not others 
of the first pixel Signals. 

10. The method of claim 6 wherein the first signals 
represent the maximum resolution of the Sensor array. 

11. The method of claim 6 wherein the adjusting of the 
optical System includes moving a lens of the System to 
change the effective focal length of the optical System. 

12. An imaging System comprising: 
an image Sensor array having a first pixel area and a 

Smaller Second pixel area; 
an optical System to focus light from a Scene onto a focal 

plane at which the Sensor array is disposed, the optical 
System being adjustable to change its effective field of 
View of a near Scene and a far Scene; 

means for processing first pixel Signals that define an 
electronic Still image of the far Scene, the first pixel 
Signals to be generated by the first pixel area in 
response to the area illuminated by an optical image of 
a far Scene when the System is configured in a still 
capture mode of operation; 
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means for processing Second pixel Signals that define a 

plurality of images of the near Scene, the Second Signals 
to be generated by the Second pixel area in response to 
the Second area being illuminated by a plurality of 
optical images of the near Scene when the System is 
configured in a video capture mode of operation, the 
optical images of the near Scene being Smaller than the 
optical image of the far Scene, the Second Signals being 
a Subset of the first Signals and Said Second pixel 
processing means to process the Second Signals and not 
others of the first signals video) capture mode; and 

a computer peripheral bus interface to transmit the plu 
rality of electronic images of the near Scene to a Video 
display. 

13. The system of claim 12 wherein the first signals are 
digital signals. 

14. The system of claim 12 wherein the first signals are 
analog signals. 

15. The system of claim 14, wherein the means for 
processing Second signals is to read the Second pixel Signals 
but not others of the first pixel Signals and then digitally 
process the Second pixel Signals, but not others of the first 
pixel Signals. 

16. The System of claim 12 wherein the processing means 
includes a processor. 

17. The system of claim 12 further comprising: 
a System controller coupled to configure the processing 
means to capture near and far images. 

k k k k k 
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