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(57) ABSTRACT 
An imaging unit outputs a video signal at a frame rate higher 
than a standard frame rate. During a Zoom operation period or 
a period including the Zoom operation period and periods 
before and after the Zoom operation, a video signal from the 
imaging unit is recorded in a recording medium at a high 
recording frame rate. Other than this period, a video signal is 
recorded in the recording medium at the standard frame rate. 
The recording frame rate and Zoom operation information is 
recorded as metadata in the recording medium. During repro 
duction, based on a set reproduction mode, thinning process 
ing is carried out on a video signal recorded during a Zoom 
operation, and the processed signal is output at the standard 
frame rate. In this way, it is possible to change a frame rate in 
view of a photographers intention and assure compatibility 
with existing viewing and reproduction environments. 

7 Claims, 16 Drawing Sheets 
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IMAGINGAPPARATUS AND REPRODUCING 
APPARATUS WHICH CHANGES FRAME 
RATE BASED ONZOOM OPERATION 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to an imaging apparatus that 

records moving images, and to a reproducing apparatus that 
reproduces the moving images. Such as a video camera or a 
digital camera. 

2. Description of the Related Art 
In recent years, a recording and reproducing apparatus 

capable of recording/reproducing high-quality video signals 
Such as high definition (HD) video signals or HD signals, and 
a video display apparatus capable of displaying Such signals 
as images have been widely spread. Background techniques 
of an image processing system used in these apparatuses 
include techniques of miniaturizing the size of an image 
sensor, increasing the number of pixels, increasing the speed 
of transfer processing, and improving the efficiency of coding 
such as the H.264 standard. In addition, various types of video 
display apparatuses have been made available, such as those 
of a liquid crystal type, a plasma type, and an electro-lumi 
nous (EL) type. Further, video display apparatuses having a 
further decreased thickness, a higher definition, and/or a 
larger screen are being developed. Mobile-type video display 
apparatuses are also being developed. 

Since display apparatuses of such various types have been 
become available, users’ viewing styles have changed signifi 
cantly. Users handle images invarious manners depending on 
the purpose, for example, Some users prefer high-quality 
images while others wish to exchange short movies with ease. 

Techniques for storing large amounts of video data play an 
important role in addressing the needs of users. Particularly, 
remarkable progress has been made in the increase of the 
capacity of hard disks and in the decrease of costs thereof, 
followed by semiconductor memories. Additionally, large 
capacity removable media or servers on the order of terabytes 
have been made available at low cost. 

Under the background described above, while the frame 
rate of the national television system committee (NTSC) is 
29.97 frames/second in the field of imaging techniques, 
higher frame rates such as 120 frames/second and 240 
frames/second are proposed. Further, techniques for multi 
screen reproduction and reproduction with multi-audio chan 
nels are also being developed. Based on these techniques, 
more realistic and dynamic images can be displayed. 

While video signals are conventionally recorded at a fixed 
frame rate, Some techniques are proposed for appropriately 
changing the frame rate, efficiently suppressing the total 
amount of recording data, and recording high-quality videos 
when necessary. 

Japanese Patent Application Laid-Open No. 2003-274360 
(U.S. Pat. No. 7,456.875) discusses a technique for control 
ling the frame rate of captured video signals without requiring 
a photographer's control. More specifically, based on this 
technique, when an image is captured, a Surrounding audio 
Volume level is monitored, and if it is detected that the moni 
tored volume level exceeds a predetermined level, the frame 
rate is increased, so that important scenes are recorded with 
high quality. Further, based on this technique, when the avail 
able memory capacity of a recording medium reaches less 
than or equal to a predetermined level, the frame rate is 
decreased to suppress consumption of the recording medium. 
In addition, when the available power of a battery reaches less 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

2 
than or equal to a predetermined level, the frame rate is 
decreased to Suppress consumption of the battery. 

Japanese Patent Application Laid-Open No. 2007-134991 
(USPA 2007/0104.462) discusses a technique in which 
motion of a captured image is detected. Based on this tech 
nique, when the detected motion is more than or equal to a 
threshold, the captured image is recorded at a high frame rate, 
and when the detected motion is less than the threshold, the 
captured image is recorded at a low frame rate. 

However, based on the above techniques discussed in Japa 
nese Patent Application Laid-Open No. 2003-274360 (U.S. 
Pat. No. 7,456.875) and Japanese Patent Application Laid 
Open No. 2007-134991 (USPA 2007/0104.462), change of 
the frame rate does not reflect photographers intention. 
Namely, based on the technique discussed in Japanese Patent 
Application Laid-Open No. 2003-274360 (U.S. Pat. No. 
7,456.875), the frame rate is changed depending on condi 
tions surrounding an imaging apparatus, such as the Sur 
rounding audio volume level or the available power of a 
recording medium or a battery. Thus, the imaging condition is 
changed without photographers intention. 

In addition, the technique discussed in Japanese Patent 
Application Laid-Open No. 2007-134991 (USDA 2007/ 
0104.462) uses motion information acquired from an image 
signal as an index. For example, when the ratio of monoto 
nous scenes including the sky or night scenes is increased, it 
is determined that the amount of motion is less, and as a result, 
the image is recorded at a low frame rate. On the other hand, 
in a wide image whose focal length is short, the motion 
amount tends to be detected as being large because of camera 
shake, and consequently, the image is recorded at a high 
frame rate. In either case, the frame rate is determined irre 
spective of photographers intention. 

Normally, TV receivers or video monitors support only a 
fixed frame rate. Thus, when a video signal is input and the 
frame rate thereof is changed in the middle of processing, 
even if the change of the frame rate can be followed, the video 
may be displayed at an unnatural rendering speed misaligned 
with the actual time. For example, if a monitor receives an 
input video signal and displays the signal at a certain rate 
images captured at a framerate higher than the standard frame 
rate are rendered in slow motion, and images captured at a 
lower frame rate are rendered at high speed. 

Since compatibility between these viewing and reproduc 
tion environments is not taken into consideration, use of the 
technique of variable frame rate recording is limited. 

SUMMARY OF THE INVENTION 

The present invention is directed to an imaging apparatus 
capable of changing a frame rate in view of a photographer's 
intention and maintaining compatibility with existing view 
ing and reproduction environments. 

According to an aspect of the present invention, an imaging 
apparatus includes an imaging unit including an image sensor 
configured to convert an optical image to an image signal, and 
a Zoom unit configured to optically Zoom an optical image 
incident on the image sensor or electronically Zoom an image 
signal output from the image sensor, a recording unit config 
ured to record a video signal including an image signal cap 
tured by the imaging unit in a recording medium, and config 
ured to record a recording frame rate, at which the video 
signal is recorded in the recording medium, and Zoom opera 
tion information for the Zoom unit in the recording medium, 
a Zoom operation unit configured to operate the Zoom unit, a 
control unit configured to control the recording frame rate at 
which the video signal is recorded in the recording medium 
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based on an operation of the Zoom operation unit, and con 
figured to increase the recording frame rate to be higher than 
a normal frame rate during a period including a period when 
the Zoom operation unit is operated, and a reproducing unit 
configured to reproduce the video signal from the recording 
medium based on a set reproduction mode, and configured to 
carry out thinning processing on the video signal during the 
period including the period when the Zoom operation unit is 
operated based on the Zoom operation information and repro 
duce the processed video signal at the normal frame rate. 

Based on an imaging apparatus and a reproducing appara 
tus according to the present invention, videos including Zoom 
operations can be reproduced. Since videos are reproduced at 
a standard frame rate, compatibility with existing video dis 
play apparatuses can be ensured. During periods including 
Zoom operation periods, videos are recorded at a frame rate 
higher than a normal frame rate, and when the videos are 
reproduced, the frame rate is reduced to the standard frame 
rate. Thus, high-quality reproduction videos can be dis 
played. 

Further features and aspects of the present invention will 
become apparent from the following detailed description of 
exemplary embodiments with reference to the attached draw 
1ngS. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying drawings, which are incorporated in 
and constitute a part of the specification, illustrate exemplary 
embodiments, features, and aspects of the invention and, 
together with the description, serve to explain the principles 
of the invention. 

FIG. 1 is a block diagram illustrating a schematic configu 
ration of an exemplary embodiment of the present invention. 

FIGS. 2A to 2C illustrate a relationship among a Zoom 
operation, captured frames, and recorded frames of the exem 
plary embodiment. 

FIG. 3 is a flow chart illustrating a recording operation of 
the exemplary embodiment. 

FIG. 4 illustrates a relationship between a Zoom speed and 
a recording frame rate of the exemplary embodiment. 

FIG.5 illustrates a metadata structure and data examples of 
the present exemplary embodiment. 

FIG. 6 illustrates a relationship between Zoom magnifica 
tion and recorded frames of the exemplary embodiment. 

FIG. 7 illustrates recording areas each storing frames at 
different frame rates. 

FIG. 8 is a flow chart illustrating a reproduction operation 
of the exemplary embodiment. 

FIG. 9 is a table illustrating reproduction modes that 
involve Zoom operations. 

FIG. 10 illustrates frame interpolation in reproduction 
mode 1 of the exemplary embodiment. 

FIG. 11 illustrates frame interpolation in reproduction 
mode 2 of the exemplary embodiment. 

FIG. 12 illustrates frame interpolation in reproduction 
mode 3 of the exemplary embodiment. 

FIG. 13 illustrates frame interpolation in reproduction 
mode 5 of the exemplary embodiment. 

FIG. 14 is a block diagram illustrating functions of a sys 
tem control unit 50. 

FIGS. 15A to 15D illustrate a relationship among a Zoom 
operation, captured frames, and recorded frames of a second 
exemplary embodiment. 
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4 
FIG. 16 illustrates a relationship between Zoom magnifi 

cation and recorded frames of the second exemplary embodi 
ment. 

DESCRIPTION OF THE EMBODIMENTS 

Various exemplary embodiments, features, and aspects of 
the invention will be described in detail below with reference 
to the drawings. 

FIG. 1 is a block diagram illustrating a schematic configu 
ration of an exemplary embodiment of the present invention. 
A configuration and a basic operation of the present exem 
plary embodiment will be described with reference to FIG.1. 
An imaging unit 10 (camera unit) has the following con 

figuration and functions. The imaging optical system of the 
imaging unit 10 includes a front lens 12, a Zoom lens 14, a 
diaphragm 16, and a focus lens 18. The front lens 12 is fixed 
to a lens barrel, and the Zoom lens 14 and the focus lens 18 can 
move along the optical axis. The diaphragm 16 is arranged 
between the Zoom lens 14 and the focus lens 18. 
An exposure control unit 20 receives a control signal from 

a camera control unit 30 and controls the aperture of the 
diaphragm 16 based on the control signal. A Zoom position 
sensor 22 detects the position of the Zoom lens 14. Based on 
the position of the Zoom lens 14 detected by the Zoom position 
sensor 22, a lens control unit 24 carries out feedback control 
on the Zoom lens 14. The lens control unit 24 also controls the 
Zoom position of the Zoom lens 14 and the focus position of 
the focus lens 18, based on instruction signals from the cam 
era control unit 30 to be described later. 
An image sensor driving unit 28 drives an image sensor 26 

that converts an optical image formed by the imaging optical 
system into an electric image signal. The image sensor driv 
ing unit 28 drives the image sensor 26 based on a timing signal 
supplied from the camera control unit 30 and controls the 
image sensor 26 to output each pixel signal for the image 
signal. By increasing the driving signal frequency of the 
image sensor driving unit 28, a frame rate higher than a 
standard frame rate can be handled. 
A sample-and-hold (S/H) unit 32 amplifies the image sig 

nal output from the image sensor 26, and samples and holds 
the signal based on a timing signal Supplied from the camera 
control unit 30 (or the image sensor driving unit 28). An 
analog-to-digital (A/D) converter 34 converts the signal Sup 
plied from the S/H unit 32 into a digital signal, and supplies 
the digital signal to a camera signal processing unit 36. 

Based on parameters set by the camera control unit 30, the 
camera signal processing unit 36 carries out known camera 
signal processing. Such as color separation, gradation correc 
tion, and white balance adjustment, on the image data output 
from the A/D converter 34. The camera signal processing unit 
36 Supplies the processed image data to a compression/ex 
pansion unit 44 via a data bus 38 and a memory 40. 

While an audio input unit and a system for processing an 
audio signal Supplied from the audio input unit are not illus 
trated in FIG. 1, input audio data is Supplied to the compres 
sion/expansion unit 44 via the memory 40. The compression/ 
expansion unit 44 carries out compressing, coding, and 
multiplexing processing on the input image and audio data, 
based on a moving image compression method such as mov 
ing picture experts group (MPEG) 2 or H.264. The compres 
sion/expansion unit 44 outputs the data in a predetermined 
format. 
A recording medium control unit 46 writes the image and 

audio data compressed by the compression/expansion unit 44 
in a recording medium 48. Examples of the recording 
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medium 48 include a nonvolatile semiconductor memory 
Such as a flash memory, a hard disk apparatus, and a record 
able optical disk. 

Based on instructions from the system control unit 50, the 
camera control unit 30 controls operations of the lens control 
unit 24, the exposure control unit 20, the image sensor driving 
unit 28, and the camera signal processing unit 36. 

The system control unit 50 includes a central processing 
unit (CPU) and controls individual units according to instruc 
tions from an operation unit 52 operated by a user, setting 
values, or an operation status. For example, the system con 
trol unit 50 controls an imaging operation via the camera 
control unit 30 and controls recording/reproducing data in the 
recording medium 48 via the recording medium control unit 
46. Needless to say, the system control unit 50 comprehen 
sively controls the entire imaging apparatus by executing 
predetermined programs. 
An external interface (I/F) 54 sends and receives signals in 

a predetermined format to and from an external device con 
nected to an external terminal 56. Examples of the external 
terminal 56 include terminals that comply with standards 
Such as the institute of electrical and electronic engineers 
(IEEE) 1394, universal serial bus (USB) and/or the high 
definition multimedia interface (HDMI). Examples of the 
signal format include analog video signals (audio/video) and 
digital video signals of various resolutions and frame rates. 
The operation unit 52 is used as a user interface and 

includes a shutter button, a Zoom button, a power-source 
on/off button, and a record start/stop buttonused during imag 
ing or recording. The operation unit 52 also includes a select 
button, a determination button, and a cancel button used to 
make selection on the menu, set parameters, and the like. 
A display control unit 58 drives a display apparatus 60, 

which is used as a monitor displaying captured images and 
reproduced images and is used as a display unit displaying 
various types of management information to users. 
The memory 40 is shared by each function block via the 

data bus 38, and is formed by a read only memory (ROM) 
and/or a random-access memory (RAM). Each function 
block connected to the data bus 38 can write and read data in 
and from the memory 40 via a memory control unit 42. 

Image and audio data recorded in the recording medium 48 
is reproduced as follows. The recording medium control unit 
46 Supplies compressed data read from the recording medium 
48 to the compression/expansion unit 44. The compression/ 
expansion unit 44 decompresses the input compressed data to 
restore video data and audio data. 
The display control unit 58 supplies the restored video data 

to the display apparatus 60, which displays a reproduced 
image using the Supplied video data. Examples of the display 
apparatus 60 include a liquid crystal display panel and an 
organic light-emitting device. A speaker (not illustrated) out 
puts reproduced audio. When necessary, reproduced video 
data and audio data is output to the outside via the external I/F 
54 and the external terminal 56. 
An operation for controlling the frame rate at which video 

data is recorded in the recording medium 48 will be described 
below. FIG. 2 illustrates a relationship between captured 
frames temporarily stored in the memory 40 and recorded 
frames recorded in the recording medium 48. FIG. 2A illus 
trates a Zoom operation period during imaging carried out by 
the operation unit 52. FIG. 2B illustrates captured frames 
temporarily stored in the memory 40. FIG. 2C illustrates 
recorded frames recorded in the recording medium 48. 

FIG. 2A illustrates a Zoom-on period, which is when a 
Zoom operation is carried out by a photographer, and a Zoom 
off period, which is when no Zoom operation is carried out by 
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6 
a photographer. As illustrated in FIG. 2B, the camera control 
unit 30 drives the image sensor 26 at a rate of /240 second, 
irrespective of on/off of the Zoom operation. The image data 
of each frame is temporarily stored in the memory 40 at a 
frame rate of /240 second. 
The camera control unit 30 controls the recording medium 

control unit 46 to write frame images temporarily stored in the 
memory 40 in the recording medium 48, as illustrated in FIG. 
2C. More specifically, the number of the frame images cap 
tured during the Zoom-off period and temporarily stored in 
the memory 40 is thinned to 4, and the resultant frame 
images are written in the recording medium 48 at a normal 
frame rate of "/60 second. In the Zoom-on period, the frame 
images temporarily stored in the memory 40 at a framerate of 
/240 second are written in the recording medium 48 without 
change. 

FIG. 3 is a flow chart illustrating a control operation of a 
recording frame rate. The system control unit 50 monitors a 
Zoom operation carried out by the operation unit 52. In step 
S1, if the system control unit 50 detects a Zoom operation 
during a recording operation (YES in Step S1), the system 
control unit 50 carries out the processing in steps S2 to S5. If 
not (NO in step S1), the processing proceeds to step S6. 

If the system control unit 50 detects a Zoom operation (YES 
in step S1), in step S2, the system control unit 50 determines 
the Zoom speed. For example, the Zoom speed is determined 
based on the force applied by the user to the Zoom switch on 
the operation unit 52 or the length of time while the Zoom 
Switch is pushed. If a Zoom speed is previously or initially set 
on the menu screen or the like, the system control unit 50 
refers to the Zoom speed. In other words, the system control 
unit 50 also functions as a Zoom speed detection unit. 

In step S3, based on the Zoom speed determined in step S2, 
the system control unit 50 sets a recording frame rate. FIG. 4 
illustrates a relationship between the recording framerate and 
the Zoom speed. As illustrated in FIG. 4, a higher recording 
frame rate is set for a higher Zoom speed, and a lower record 
ing frame rate is set for a lower Zoom speed. 
As the relationship between the Zoom speed and the 

recording frame rate of FIG. 4 illustrates, the recording frame 
rate may be changed on a step-by-step basis depending on the 
Zoom speed. Alternatively, the recording frame rate may be 
changed linearly. Such a relationship between the Zoom speed 
and the recording frame rate is previously set in a form of a 
table and stored in the memory 40 (ROM therein). 

In step S4, the system control unit 50 carries out a thinning 
process on the image frame data in the memory 40 based on 
the recording frame rate set in step S3, and records the 
remaining frames in the recording medium 48. In step S5, the 
system control unit 50 records Zoom magnification informa 
tion and frame rate management information in the recording 
medium 48 as metadata, along with video data of each frame. 
In step S6, if instructions to stop recording are input, the 
processing ends. If not, steps S1 to S5 are repeated. 

Since the recording frame rate is changed based on the 
Zoom speed, when images are captured at a low Zoom speed, 
the images are recorded at a low frame rate. Thus, since 
unnecessary captured frames are not recorded, consumption 
of the available capacity of the recording medium 48 can be 
Suppressed. While an object moves rapidly during a Zoom-on 
period at a high Zoom speed, since the object is followed at a 
high frame rate, captured scenes in which the angle of view 
changes greatly can be recorded with good quality at a high 
sampling rate. 
FIG.5 illustrates a structure of metadata added to the video 

data of each frame, and data examples. The video data 
includes a header portion, a metadata portion, and a data 
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portion. The header portion stores basic information that does 
not change depending on time. Such as imaging apparatus 
information, format information, and thumbnail information. 
The metadata portion stores information that is updated 

depending on various imaging conditions, such as a date, 
time, a recording frame rate, and a shutter speed. The data 
portion stores image data and audio data encoded in a prede 
termined format. The metadata is embedded in the video data 
in the metadata format using a description language Such as 
extensible markup language (XML) or hypertext markup lan 
guage (HTML). The metadata may be added as binary data or 
a watermark. 

FIG. 6 schematically illustrates a relationship between the 
recording framerate and the Zoom magnification according to 
the present exemplary embodiment. In FIG. 6, the horizontal 
axis represents time, and the vertical axis represents Zoom 
magnification (angle of view of the image). Double circles 
represent frames captured at /240-second intervals, and single 
circles represent frames captured at /60-second intervals. 
According to the present exemplary embodiment, the frames 
represented by the single circles and captured at "/60-second 
intervals are recorded in the recording medium 48, irrespec 
tive of on/off of the Zoom operation. 

In the example illustrated in FIG. 6, during the Zoom opera 
tion, namely, during the period between time t3 and time t9 
when the Zoom magnification changes, frames captured at 
/240-second intervals, which is a rate higher than normal rate, 
are recorded in the recording medium 48. Namely, captured 
frames are recorded at /240-second intervals during the Zoom 
operation, and when the Zoom operation is not carried out, the 
captured frames are thinned and recorded at /60-second inter 
vals. 

To ensure compatibility for reproduction, according to the 
present exemplary embodiment, storage of the video data in 
the recording medium 48 is controlled as follows. FIG. 7 
illustrates an example of how image data illustrated in FIG. 6 
is allocated and recorded in the recording medium 48. 

Frames captured at til, t2, t3, and the like at a normal 
recording frame rate of/60 second are stored in a main storage 
area A of the recording medium 48. On the other hand, if a 
Zoom operation is carried out and the frame rate is changed, 
the frames captured at a higher framerate betweent3, t3a, t3b, 
t3c, ta. . . . . and t9 are stored in a sub-storage area Sub of the 
recording medium 48. 

Thus, by separating video data depending on the framerate 
and separately storing the data in different areas of the record 
ing medium 48, even when an apparatus without special 
reproduction functions is used, the video data stored in the 
main storage area A can be reproduced. Thus, compatibility 
for reproduction can be ensured. The main storage area A and 
the Sub-storage area Sub are distinguished logically in terms 
of file management, and thus physical recording locations of 
these areas may be identical. 

In FIG. 7, the frames captured at t3, tA, t5, and the like are 
recorded in the Sub-storage area Sub as well as in the main 
storage area A. This is for decryption processing carried out 
during reproduction. If the frames captured at t3, tak, t5, and 
the like in the main storage area can be used, these frames do 
not need to be stored in the sub-storage area Sub. 
A reproduction operation of the present exemplary 

embodiment will be described below. According to the 
present exemplary embodiment, before reproducing videos 
of different framerates, an interpolation orthinning process is 
carried out. In this way, Scenes captured during a Zoom opera 
tion can be provided with special reproduction effects. FIG. 8 
is a flow chart illustrating a reproduction operation. 
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8 
In step S11, based on reproduction instructions from the 

operation unit 52, the system control unit 50 reads metadata 
about a specified video file from the file management infor 
mation of the recording medium 48. In step S12, the system 
control unit 50 refers to the metadata and determines whether 
videos of different framerates are recorded in the video file to 
be reproduced. 

If images are not recorded at different recording frame 
rates (NO in step S12), the processing proceeds to step S16. In 
step S16, normal reproduction processing is carried out. 

If images are recorded at different recording frame rates 
(YES in step S12), in step S13, the system control unit 50 
reads special reproduction effects previously set by the user. 
In steps S14 and S15, the system control unit 50 controls 
displayed frames and voice output as described below. FIG.9 
is a table illustrating special reproduction effects (modes) that 
involve Zoom operations and the effects of the individual 
modes. 
A linear Smoothing mode (mode 1) is a reproduction inter 

polation mode in which, even when the speed of a Zoom 
operation carried out by the user is not constant, the Zoom 
speed is changed during reproduction processing and repro 
duced images are displayed (rendered) at a constant Zoom 
speed. In the linear Smoothing mode, among the frames 
recorded in the recording medium 48, the system control unit 
50 selects frames so that the Zoom magnification of the 
selected frames changes proportionally. Next, the selected 
frames are displayed on the display apparatus 60 at a normal 
frame rate. 

FIG. 10 schematically illustrates frames displayed in the 
linear Smoothing mode. The horizontal axis represents time 
and the vertical axis represents Zoom magnification (angle of 
view of the image). Double circles represent frames recorded 
at /240-second intervals during a Zoom operation, and single 
circles represent frames recorded at /60-second intervals. 
During the period between time t3 and time t9 when the Zoom 
magnification is changing, captured frames are recorded at 
/240-second intervals. 
When the Zoom operation is not carried out, the captured 

frames are thinned and recorded at a frame rate of/60-second 
intervals. As illustrated in FIG. 10, the Zoom speed is not 
constant during imaging, i.e., the Zoom speed fluctuates dur 
ing a Zoom operation from the wide end to the telephoto end. 
The linear smoothing mode will be described in detail with 

reference to FIG. 10. Actually recorded frames are shifted so 
that the Zoom magnification linearly changes as set in the 
linear Smoothing mode, and the frames used to be reproduced 
and displayed at a normal frame rate are selected and deter 
mined. In FIG. 10, the frames at timetSc, téc, tTc, t8a, and t8c 
are selected to be displayed. 
The frame at time t5c is shifted as a frame at timeta (frame 

70-1 represented as a black circle) to be displayed. The frame 
at time to c is shifted as a frame at time ts (frame 70-2 repre 
sented as a black circle) to be displayed. The frame at time t7c 
is shifted as a frame at time to (frame 70-3 represented as a 
black circle) to be displayed. The frame at time t3a is shifted 
as a frame at time t7 (frame 70-4 represented as a black circle) 
to be displayed. The frame at time t3c is shifted as a frame at 
time t3 (frame 70-5 represented as a black circle) to be dis 
played. 

Thus, in the linear Smoothing mode, captured frames (re 
corded frames) whose Zoom magnification changes linearly 
from the wide end to the telephoto end are re-arranged on the 
time axis so that the frames are displayed at a constant Zoom 
speed. 
A dynamic shooting mode (mode 2) is a reproduction 

interpolation mode in which an image is Zoomed rapidly as 
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the object comes closer, irrespective of the Zoom operation 
speed by the user. In other words, the linear Smoothing mode 
provides a Zoom effect of gradually increasing the Zoom 
speed. 
Among the recorded frames in the recording medium 48, 

the system control unit 50 selects frames so that the speed, at 
which the Zoom magnification changes, is gradually 
increased. The selected frames are displayed on the display 
apparatus 60 at a normal frame rate. 

FIG. 11 schematically illustrates frames displayed in the 
dynamic shooting mode. The horizontal axis represents time 
and the vertical axis represents Zoom magnification (angle of 
view of the image). Double circles represent frames recorded 
at /240-second intervals during a Zoom operation, and single 
circles represent frames recorded at /60-second intervals. 

During the period between time t3 and time t9 when the 
Zoom magnification changes, captured frames are recorded at 
/240-second intervals. When the Zoom operation is not carried 
out, the captured frames are thinned and recorded at a frame 
rate of/60-second intervals. In the example illustrated in FIG. 
11, the speed, at which the Zoom magnification changes, is 
constant during imaging. 
The dynamic shooting mode will be described in detail 

with reference to FIG. 11. Actually recorded frames are 
shifted so that the Zoom magnification is changing in a curve 
as set in the linear Smoothing mode, and the frames used to be 
reproduced and displayed at a normal frame rate are selected 
and determined. In FIG. 11, the frames at time t3, t3a, t3b, ta. 
and t5a are selected to be displayed. 
The frame at time t3 is temporally shifted as a frame at time 

t4 (frame 72-1 represented as a black circle) to be displayed. 
The frame at time t3a is temporally shifted as a frame at time 
t5 (frame 72-2 represented as a black circle) to be displayed. 
The frame at time t3b is temporally shifted as a frame at time 
t6 (frame 72-3 represented as a black circle) to be displayed. 
The frame at timeta is temporally shifted as a frame at time t7 
(frame 72-4 represented as a black circle) to be displayed. The 
frame at time t5a is temporally shifted as a frame at time t3 
(frame 72-5 represented as a black circle) to be displayed. 

Thus, in the dynamic shooting mode, frames whose Zoom 
magnification changes nonlinearly from the wide end to the 
telephoto end are displayed at a normal frame rate, so that the 
Zoom speed is gradually increased. 
A Soft landing mode (mode 3) is a reproduction interpola 

tion mode in which an image is Zoomed in a decreasing speed 
as the object comes closer, irrespective of the Zoom operation 
speed by the user. Namely, the Soft landing mode provides a 
Zoom effect of gradually decreasing the Zoom speed. 
Among the recorded frames in the recording medium 48, 

the system control unit 50 selects frames so that the Zoom 
speed gradually decreases as the object comes closer. The 
selected frames are displayed on the display apparatus 60 at a 
normal frame rate. 

FIG. 12 schematically illustrates frames displayed in the 
Soft landing mode. The horizontal axis represents time and 
the vertical axis represents Zoom magnification (angle of 
view of the image). Double circles represent frames recorded 
at /240-second intervals during a Zoom operation, and single 
circles represent frames recorded at /60-second intervals. 

During the period between time t3 and time t9 when the 
Zoom magnification changes, captured frames are recorded at 
/240-second intervals. When the Zoom operation is not carried 
out, the captured frames are thinned and recorded at a frame 
rate of/60-second intervals. In the example illustrated in FIG. 
12, the speed, at which the Zoom magnification is changing, is 
constant during imaging. 
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10 
The soft landing mode will be described in detail with 

reference to FIG. 12. Actually recorded frames are shifted so 
that the Zoom magnification changes in a curve as set in the 
Soft landing mode, and the frames used to be reproduced and 
displayed at a normal frame rate are selected and determined. 
In FIG. 12, the frames at time t0c, t8, t8b, t&c, and t9 are 
selected to be displayed. 
The frame at time toc is temporally shifted as a frame at 

time ta (frame 74-1 represented as a black circle) to be dis 
played. The frame at time t3 is temporally shifted as a frame 
at time t5 (frame 74-2 represented as a black circle) to be 
displayed. The frame at time t3b is temporally shifted as a 
frame at time to (frame 74-3 represented as a black circle) to 
be displayed. The frame at time t3c is temporally shifted as a 
frame at time t7 (frame 74-4 represented as a black circle) to 
be displayed. The frame at time t9 is temporally shifted as a 
frame at time t3 (frame 74-5 represented as a black circle) to 
be displayed. 

Thus, in the soft landing mode, frames whose Zoom mag 
nification changes nonlinearly from the wide end to the tele 
photo end are interpolated and displayed, so that the Zoom 
speed is gradually decreased. 
A slow motion mode (mode 4) is a reproduction mode in 

which all the frame images recorded at a high frame rate 
during a Zoom operation are rendered at a preset magnifica 
tion. For example, frame images captured and recorded at a 
high frame rate of/240-second intervals during a Zoom period 
are reproduced at a normal frame rate of/60-second intervals. 
As a result, the images are displayed at a slow speed (/4 of the 
original speed). Namely, the video recorded during a Zoom 
operation is reproduced slowly and can be observed easily. 
A skip mode (mode 5) is a reproduction mode that may be 

used when a user makes a mistake in a Zoom operation. For 
example, when a user increases the Zoom magnification 
excessively and decreases hurriedly, Such erroneous opera 
tion is automatically detected, and reproduction of the images 
captured by the erroneous operation is skipped. When a 
Zoom-in operation or a Zoom-out operation is repeated in a 
short period of time and an erroneous operation is made, this 
mode is effective in removing the images captured by the 
erroneous operation. 

FIG. 13 schematically illustrates frames displayed in the 
skip mode. The horizontal axis represents time and the verti 
cal axis represents Zoom magnification (angle of view of the 
image). Double circles represent frames recorded at /240 
second intervals during a Zoom operation, and single circles 
represent frames recorded at /60-second intervals. 

During the period between time t3 and time t9 when the 
Zoom magnification is changing, captured frames are 
recorded at /240-second intervals. When the Zoom operation 
is not carried out, the captured frames are thinned and 
recorded at a frame rate of /60-second intervals. In the 
example illustrated in FIG. 13, the Zoom magnification 
changes at a constant speed from the wide end at time t3 to the 
telephoto end at t6. However, after time té, the Zoom magni 
fication is somewhat decreased toward the wide end. In FIG. 
13, the frames captured during the erroneous operation are 
not displayed on the screen. 
The skip mode will be described in detail with reference to 

FIG. 13. In the skip mode, changes in an intermediate area in 
the Zoom magnification are ignored, and the skip mode sets 
Such changes in the Zoom magnification as illustrated in FIG. 
13. More specifically, the starting point and the end point of a 
Zoom operation are connected based on a certain rule (a 
straight line in FIG. 13). Next, actually recorded frames are 
shifted to correspond to the Zoom magnification set in the skip 
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mode, and the frames used to be reproduced and displayed at 
a normal frame rate are selected and determined. 

In FIG. 13, the frames at time t3b, ta, tAb, and t5 are 
selected to be displayed. The frame at time t3b is temporally 
shifted as a frame at timeta (frame 76-1 represented as a black 
circle) to be displayed. The frame at time ta is temporally 
shifted as a frame at timetS (frame 76-2 represented as a black 
circle) to be displayed. The frame at time tab is temporally 
shifted as a frame at timeté (frame 76-3 represented as a black 
circle) to be displayed. The frame at time t5 is temporally 
shifted as a frame at time t7 (frame 76-4 represented as a black 
circle) to be displayed. 

Thus, when a user carries out an erroneous Zoom operation 
or adjustment, if the user captures a video in which the Zoom 
magnification is overshot, the user can reproduce and display 
the video without the overshoot portion by using the skip 
mode. 

In the case of the example illustrated in FIG. 13, by moni 
toring the amount of the Zoom operation within a certain time 
based on the metadata and determining an average Zoom 
magnification A or B during a certain period, the Zoom opera 
tion period that deviates from the average Zoom magnifica 
tion (overshoot portion) can be removed. Further, frame inter 
polation during a Zoom operation is carried out by 
re-arranging the frames during the Zoom operation so that the 
changes of the Zoom magnification are constant between the 
average Zoom magnification A and B. 

While five special reproduction modes have thus been 
described, any one of these special reproduction modes may 
be specified for each scene as a display attribute. A plurality of 
these special reproduction modes may be used in combina 
tion. Further, the above special Zoom reproduction effects 
have been described based on examples where a video is 
Zoomed in from the wide end to the telephoto end. However, 
needless to say, the same processing is possible when a video 
is Zoomed out from the telephoto end to the wide end. 

In step S15, the system control unit 50 continuously con 
trols, reproduces, and outputs recorded audio, irrespective of 
selection of reproduced and output frames. For example, the 
system control unit 50 appropriately adjusts the time axis 
and/or deletes unnecessary portions (silent or prolonged por 
tions, for example). 

Referring back to FIG. 8, after these output frames and 
audio are controlled as described above, in step S16, the 
reproduction and outputting processing is carried out. When 
necessary, the external I/F54 Supplies the reproduction signal 
to the external device connected thereto. 

In step S17, if the system control unit 50 receives instruc 
tions to stop reproduction from the operation unit 52 or com 
pletes reproduction of the object to be reproduced (YES in 
step S17), the system control unit 50 ends the reproduction 
processing. If not (NO in step S17), the processing returns to 
step S11. 

FIG. 14 is a block diagram illustrating functions of the 
system control unit 50. 
The system control unit 50 is connected to the operation 

unit 52 and also to the compression/expansion unit 44, the 
recording medium control unit 46, the memory 40, and the 
memory control unit 42 via the data bus 38. The system 
control unit 50 includes a Zoom operation detection unit 50-1, 
a frame rate control unit 50-2, and a file management data 
generation unit 50-3 as a recording system. Further, the sys 
tem control unit 50 includes a file management data detection 
unit 50-4, a display frame control unit 50-5, and an audio 
control unit 50-6 as a reproducing system. 

During recording, the Zoom operation detection unit 50-1 
detects whether a Zoom operation is carried out by the user 
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12 
and the Zoom speed during a Zoom operation. The Zoom 
operation detection unit 50-1 supplies the detected Zoom 
operation information to the frame rate control unit 50-2. The 
frame rate control unit 50-2 controls the recording frame rate, 
based on the Zoom operation information Supplied from the 
Zoom operation detection unit 50-1. 
The file management data generation unit 50-3 stores 

frame rate and Zoom operation information about video data 
stored in the recording medium 48 in the file management 
data as metadata. Needless to say, the file management data 
generation unit 50-3 may store the recording frame rate and 
Zoom operation information in another file different from an 
image file, as long as each frame of video data is associated 
with the recording frame rate and Zoom operation informa 
tion. 

During reproduction, the file management data detection 
unit 50-4 reads the metadata about video data to be repro 
duced from the recording medium 48, and Supplies the meta 
data to the display frame control unit 50-5 and the audio 
control unit 50-6. The display frame control unit 50-5 con 
trols display frames as described above, based on the meta 
data Supplied from the file management data detection unit 
50-4 and a specified reproduction mode. Similarly, the audio 
control unit 50-6 controls output audio as described above, 
based on the metadata Supplied from the file management 
data detection unit 50-4 and a specified reproduction mode. 
As described above in detail, according to the present 

exemplary embodiment, frames captured during a Zoom 
operation are recorded at a high frame rate, and during repro 
duction, based on a specified effect, certain frames are re 
arranged on the time axis. In this way, videos during Zoom 
operations can be reproduced and displayed with various 
display effects. 

Since videos are captured at a high frame rate, frame 
images of a desired Zoom magnification can be extracted, and 
high-quality and Smooth interpolation can be realized. Addi 
tionally, even when a video captured during a Zoom operation 
is visually undesirable because of a human error or the like 
during the Zoom operation, by carrying out an interpolation 
process, the video can be reproduced without the undesirable 
portion. By separately processing the video and audio during 
Such interpolation process, while some frames are skipped in 
the video, continuity of the audio can be maintained and 
reproduced without a break. 

In the above exemplary embodiments, the camera unit 
constantly captures frames at a high frame rate, and the frame 
rate at which the frames are recorded in the recording medium 
48 is decreased when necessary. However, the present inven 
tion is not limited to Such example. For example, by changing 
the frequency of a timing signal output from the image sensor 
driving unit 28, even when the frame rate at which the camera 
unit captures frames is changed more flexibly, similar effects 
can be obtained. 

While a video captured during a Zoom operation often 
includes important scenes, similarly, videos captured before 
and after a Zoom operation often include important scenes. 
Thus, irrespective of on/off of a Zoom operation, frames are 
recorded at a high frame rate, to record video data captured 
during certain periods before and after the Zoom operation in 
the recording medium 48 at a high frame rate. During repro 
duction, special reproduction effects similar to those of the 
first exemplary embodiment are applied to a Zoom operation 
period and the periods before and after the Zoom operation 
period. In this way, a video can be reproduced Smoothly 
during a Zoom operation period and the periods before and 
after the Zoom operation period. 
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FIG. 15 illustrates a reproduction operation of the present 
exemplary embodiment. The horizontal axis represents time. 

FIG. 15A illustrates on/off of a Zoom operation during 
recording. FIG.15B illustrates a frame control signal indicat 
ing a special reproduction period formed by a Zoom operation 
period and the periods before and after the Zoom operation 
period. Thus, the special reproduction period is formed by the 
Zoom operation period illustrated in FIG. 15A, a period D1 
before the Zoom operation period, and a period D2 after the 
Zoom operation period. FIG. 15C illustrates captured frames. 
FIG.15D illustrates frames recorded in the recording medium 
48. 
As seen from FIGS. 15B and 15D, according to the present 

exemplary embodiment, in addition to the frames captured 
during a Zoom operation, the frames captured during periods 
D1 and D2, which are before and after the Zoom operation, are 
also recorded in the recording medium 48 at a high frame rate 
of /240-second intervals. The lengths of periods D1 and D2 
may be different from each other. 

To record frames captured during period D1, which is 
before the Zoom operation, in the recording medium 48, a 
buffer memory capable of storing video data output from the 
camera signal processing unit 36 for more than period D1 is 
set in the memory 40 in advance. 

If the start of a Zoom operation is detected, frames captured 
during period D1, the Zoom operation, and period D2 and 
recorded in the buffer memory 40 are encoded without chang 
ing the frame rate, and recorded in the recording medium 48. 
If the start of a Zoom operation is not detected, frames cap 
tured after period D1 and stored in the buffer memory 40 are 
thinned at a frame rate of/60-second intervals. The resultant 
frames are then encoded and recorded in the recording 
medium 48. 

FIG. 16 schematically illustrates a relationship between 
the recording frame rate and Zoom magnification according to 
the present exemplary embodiment. The horizontal axis rep 
resents time and the vertical axis represents Zoom magnifica 
tion (angle of view of the image). 

Double circles represent frames captured at /240-second 
intervals, and single circles represent frames captured at /60 
second intervals. According to the present exemplary 
embodiment, the frames represented by the single circles and 
captured at /60-second intervals are recorded in the recording 
medium 48, irrespective of on/off of the Zoom operation. In 
addition to the period between time t3 and time t9 when the 
Zoom magnification changes, video data captured during the 
period between time t1 and time t3, which is before the Zoom 
operation, and during the period between time t9 to time t11, 
which is after the Zoom operation, is also recorded in the 
recording medium 48 at a frame rate of /240-second intervals, 
which is higher than normal rate. 

Thus, according to the present exemplary embodiment, in 
addition to a Zoom operation period, video is recorded in the 
recording medium 48 at a high frame rate during certain 
periods before and after the Zoom operation period. Gener 
ally, when a user carries out a Zoom operation, video captured 
before and after a Zoom-in operation or a Zoom-out operation 
includes a target object. Thus, the video includes important 
scenes that reflect the photographers intention, and examples 
of such scenes include goal scenes in sports games and close 
up facial expressions. By recording the video captured before 
and after a Zoom operation at a high frame rate as described 
above, the video captured before and after the Zoom operation 
can be displayed effectively. 

While the above exemplary embodiments use an optical 
Zoom, which optically Zooms an optical image incident on the 
image sensor 26, the present invention may similarly be appli 
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cable to an imaging apparatus, which uses an electronic Zoom 
that electronically Zooms an image signal generated by the 
sensor 26. 
The rate of a video signal has been described as a framerate 

in the above description. However, in the case of an interlace 
signal, by replacing the frame rate with a field rate, similar 
effects can be obtained. 

While the present invention has been described with refer 
ence to exemplary embodiments, it is to be understood that 
the invention is not limited to the disclosed exemplary 
embodiments. The scope of the following claims is to be 
accorded the broadest interpretation so as to encompass all 
modifications, equivalent structures, and functions. 

This application claims priority from Japanese Patent 
Application No. 2009-121535 filed May 20, 2009, which is 
hereby incorporated by reference herein in its entirety. 

What is claimed is: 
1. An imaging apparatus comprising: 
an imaging unit including an image sensor configured to 

convert an optical image to an image signal, and a Zoom 
unit configured to optically Zoom an optical image inci 
dent on the image sensor or electronically Zoom an 
image signal output from the image sensor; 

a recording unit configured to record a video signal includ 
ing an image signal captured by the imaging unit in a 
recording medium, and configured to record a recording 
frame rate, at which the video signal is recorded in the 
recording medium, and Zoom operation information for 
the Zoom unit in the recording medium; 

a Zoom operation unit configured to operate the Zoom unit; 
a control unit configured to control the recording framerate 

at which the video signal is recorded in the recording 
medium based on an operation of the Zoom operation 
unit, and configured to increase the recording frame rate 
to be higher than a normal frame rate during a period 
including a period when the Zoom operation unit is oper 
ated; and 

a reproducing unit configured to reproduce the video signal 
from the recording medium based on a set reproduction 
mode, and configured to carry out thinning processing 
on the video signal during the period including the 
period when the Zoom operation unit is operated based 
on the Zoom operation information and reproduce the 
processed video signal at the normal frame rate. 

2. The imaging apparatus according to claim 1, further 
comprising a Zoom speed detection unit configured to detect 
a Zoom speed of the Zoom unit, wherein the control unit 
controls the recording frame rate based on the Zoom speed 
detected by the Zoom speed detection unit. 

3. The imaging apparatus according to claim 1, wherein the 
period including the period when the Zoom operation unit is 
operated includes only the period when the Zoom operation 
unit is operated. 

4. The imaging apparatus according to claim 1, wherein the 
period including the period when the Zoom operation unit is 
operated includes the period when the Zoom operation unit is 
operated and periods before and after the period. 

5. The imaging apparatus according to claim 1, wherein a 
Video signal that is captured at the normal frame rate and a 
Video signal that is captured at other than the normal frame 
rate are separately stored and managed in different areas of 
the recording medium. 

6. An imaging apparatus comprising: 
an imaging unit including an image sensor configured to 

convert an optical image to an image signal, and a Zoom 
unit configured to optically Zoom an optical image inci 
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dent on the image sensor or electronically Zoom an 
image signal output from the image sensor, 

a recording unit configured to record a video signal includ 
ing an image signal captured by the imaging unit in a 
recording medium, and configured to record a recording 
frame rate, at which the video signal is recorded in the 
recording medium, and Zoom operation information for 
the Zoom unit in the recording medium; 

a Zoom operation unit configured to operate the Zoom unit; 
and 

a control unit configured to control the recording framerate 
at which the video signal is recorded in the recording 
medium based on an operation of the Zoom operation 
unit, and configured to increase the recording frame rate 
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to be higher than a normal frame rate during a period 
including a period when the Zoom operation unit is oper 
ated. 

7. A reproducing apparatus comprising a reproducing unit 
configured to reproduce the video signal recorded by the 
imaging apparatus according to claim 6 based on a set repro 
duction mode, and configured to carry out thinning process 
ing on the video signal during the period including the period 
when the Zoom operation unit is operated based on the Zoom 
operation information and to reproduce the processed video 
signal at the normal frame rate. 
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