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1. 

RADIO RESOURCE MANAGEMENT 

FIELD OF THE INVENTION 

The present invention relates to a radio resource manager 
and a method of radio resource management. 

BACKGROUND OF THE INVENTION 

It has been proposed that in the future wireless commu 
nications networks will consist of more than one radio 
access technology, such as WCDMA (wideband code divi 
sion multiple access), GSM/EDGE (global system for 
mobile communication) or the like. By exploiting the dif 
ferent radio access technologies, the network as a whole can 
take advantage of the coverage and capacity characteristics 
of each technology. This can result in a more economic 
Solution and provide the most appropriate radio bearers for 
a variety of different services. 

In the known radio access networks the management of 
the radio resources between the systems is performed in a 
distributed way. The radio network controllers of the differ 
ent systems manage the radio resources of each system 
independently. The efficiency of the resource management 
functions is limited by the area under the control of the radio 
resource controllers of the respective systems. 

It has been appreciated by the inventors that in order to 
utilise the existing resources most efficiently, it will be 
necessary to manage the traffic within the different systems. 
The prior art arrangement with the resources being con 
trolled by the radio network controllers of the respective 
systems is a particular problem with the making of handover 
decision between the systems. This is because the informa 
tion that can be taken into account to perform the handover 
is limited to the resources under the control of each radio 
resource controller. Within a single system, the main limi 
tation is the Small amount of information that is possible to 
be exchanged between different radio resource controllers. 
This makes the management of the radio resources in the 
radio resource controller border areas difficult as the knowl 
edge of the cells under control of the neighboring radio 
resource controller(s) is limited. In a multi-system environ 
ment the information available from the cells of another 
radio access system is even more restricted and there is no 
standardised way to check the status of a cell in another 
system. Moreover, if such an interface would be standard 
ised between for example two known radio resource con 
trollers, a new radio access system that could be introduced 
later would need separate interfaces to all relevant radio 
resource controllers. 

An additional problem is that the separate operation and 
maintenance of multiple systems is not cost-efficient and 
could result in low resource usage and poor network quality. 

In 3" generation wireless communications networks a 
large variety of different services can be provided to an end 
user. Contrary to existing 2" generation networks a con 
tinuous coverage or Quality of Service (QoS) cannot be 
guaranteed for all services everywhere in the cell because of 
higher signal-to-interference ratios demanded by high bit 
rate 3" generation services. If a cell to which a call is 
allocated, handed over or the like does not support the 
required quality of service, this may mean that the service in 
question cannot be supported or Supported adequately. 
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2 
SUMMARY OF THE INVENTION 

It is an aim of embodiments of the present invention to 
address one or more of the problems discussed above. 

According to one aspect of the invention there is provided 
a method for use in a network covering a region, said region 
comprising a plurality of areas, a user being assigned to at 
least one of said area and having associated therewith a 
plurality of candidate areas to which the user may be 
assigned, said method comprising the steps of receiving 
information identifying said plurality of candidate areas, 
estimating for each candidate area a parameter, said param 
eter assuming that said user is assigned to said candidate 
area, and prioritising said plurality of candidate areas which 
takes into account the estimated value of said parameter. 

According to a further aspect of the invention there is 
provided a radio resource manager for use in a network 
covering a region, said region comprising a plurality of 
areas, a user being assigned to at least one of said area and 
having associated therewith a plurality of candidate areas to 
which the user may be assigned, said radio resource manager 
comprising means for receiving information identifying said 
plurality of candidate areas, means for estimating for each 
candidate area a parameter, said parameter assuming that 
said user is assigned to said candidate area, and means for 
prioritising said plurality of candidate areas which takes into 
account the estimated value of said parameter. 

BRIEF DESCRIPTION OF THE DRAWINGS 

For a better understanding of the invention and as to how 
the same may be carried into effect, reference will now be 
made by way of example only to the accompanying draw 
ings in which: 

FIG. 1 shows a network comprising a plurality of different 
radio access technology systems. 

FIG. 2 shows a common radio resource management 
controlling a plurality of radio access systems. 

FIG. 3 shows the CRRM concept for handover function 
ality. 

FIG. 4 shows the sequence of events during a handover 
process. 

FIG. 5 illustrates the prioritisation algorithm of the han 
dover decision. 

FIG. 6 illustrates one embodiment of the invention com 
prising a plurality of CRRMs. 

FIG. 7 illustrates a second embodiment of the invention 
comprising a plurality of CRRMs. 

FIG. 8 illustrates a first method for determining through 
put. 

FIG. 9 illustrates the mapping of C/I ratios to throughput. 
FIGS. 10a–c illustrate a second method for determining 

throughput. 
FIG. 11 shows a graph of downlink transmission power 

against load in a third method for determining throughput; 
FIG. 12 illustrates a fourth method for determining 

throughput. 
FIG. 13 shows a modification to the method illustrated in 

FIG. 12. 
FIG. 14 shows an GSM cell load. 

FIG. 15 shows a graph of bit error rate as a function of 
carrier to interference ratio. 
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DESCRIPTION OF PREFERRED 
EMBODIMENTS OF THE PRESENT 

INVENTION 

Reference is made to FIG. 1 which shows a network 
comprising a plurality of different radio access technologies. 
A mobile station 2 or the like user equipment is able to use 
more than one radio access technology. It should be appre 
ciated that the mobile station may in fact be stationary and 
may for example be a PC, personal digital assistant (PDA) 
or the like. 

In the example shown, the radio access technologies are 
macro, micro or pico Systems 4, 6 or 8 respectively. These 
different systems will have different sizes of cells with 
macro cells being much larger than pico cells. Usually the 
coverage area of one macro cell overlaps with several micro 
and/or pico cells. Different radio access technology systems 
can also be used within the macro, micro and pico Systems. 
In the example shown, the different radio access technolo 
gies comprise GSM/EDGE 10, WCDMA 12, WLAN 14 
(wireless local area network) or TDD 16 (time division 
duplex). It should be appreciated that this is by way of 
example only and any of the systems or radio access 
technologies can be omitted and/or any other Suitable tech 
nologies or the like may be used in embodiments of the 
present invention. 
The mobile station 2 is arranged to be able to communi 

cate with different ones of these systems. In order to get the 
best out of the different resources, Common Radio Resource 
Management (CRRM) is provided to perform these tasks. 
The CRRM is provided by a server but in this document the 
entity providing the CRRM function will be referred to as a 
CRRM. This is described in relation to FIG. 2. 

The CRRM 20 is provided by a server. It should be 
appreciated that whilst the CRRM function is described in 
this embodiment as being provided by a single entity, it is 
possible in alternative embodiments of the invention that a 
number of different entities may provide this same function. 
Those different entities may be part of the different systems. 
The lur interface may be used with the distributed approach 
in order to exchange the necessary network element load 
information and/or any other information. The load infor 
mation can be exchanged between the radio network con 
trollers through the lur interface. This interface is defined 
between radio network controllers. However it should be 
appreciated that the same or similar interface could be 
defined between for example radio network controller and 
base station controller interfaces and base station controller 
to base station controller interfaces. 

The CRRM 20 is arranged to be connected to each of the 
different systems which, in the embodiment shown in FIG. 
2, comprise a WCDMA system 12, a GSM/EDGE system 
10, a TDD system 16 and IP RAN (internet protocol radio 
access network) system 22. The CRRM 20 also receives 
information from and sends information to the operation and 
maintenance entity 24 for the network as a whole. 
The interfaces between CRRM 20 and different systems 

10, 12, 16, 22 are preferably made from the elements which 
are handling radio resource management in those systems. 
These elements are radio network controller (RNC) in 
WCDMA networks, base station controller (BSC) in GSM/ 
EDGE networks and cell resource servers (CRS) or some 
other radio resource controller in IP RAN networks. These 
elements are mentioned only as examples of the controllers 
and the term radio resource controller is intended to include 
all of these elements in this document. 
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4 
The CRRM 20 is a policy manager which controls the 

access to the radio resources. As will be described in more 
detail hereinafter one of its tasks is the prioritization of the 
candidate target cells in handover and call setups. The main 
advantages of the CRRM 20 are: 
Load sharing for efficient usage of resources 
Interference distribution to provide higher spectral effi 

ciency 
Improved quality of service (QoS) management. With 

seamless integration of radio technologies based on QoS 
management the optimum end user performance can be 
achieved. 

Since the characteristics of different radio access systems 
are generally quite different, a common language for sig 
nalling, handover algorithms, harmonized load indicators 
and the like should preferably be defined between the 
different systems and the entity(ies) in charge of common 
radio resource management functionality to avoid defining 
new interfaces if a new radio access system were to be used 
by network. 
The cell prioritisation algorithm which can be used in 

CRRM to choose or assign the optimum target cell for 
connection in call setup, idle mode and in handovers/cell 
reselections or the like will now be described. 

In a mobile communication environment, when a mobile 
station that is holding up a connection goes out of a certain 
coverage area or the network has some other reasons for 
moving the mobile station to another cell, handover/cell 
reselection is required. In the situation where more than one 
radio access technology and/or more than one service with 
different QoS requirements exist, the handover/cell-reselec 
tion decision (the decision if and to which cell the connec 
tion or connections should be handed over) is not as straight 
forward as in the case of the prior art mobile environment 
where just one radio access system exists and where the 
traffic consists mostly in speech services. Similar challenge 
exists in the call setup where the call is camping on the cell 
to which it was connected in idle mode. 

In the latter case, the call setup candidates may be sent to 
the CRRM 20 which chooses the optimum cell for connec 
tion. 
A load threshold may be used to trigger a directed retry, 

instead of using a directed retry only when the cell is fully 
congested. If reliable idle mode mobile measurements from 
available cells are known by the system before the signalling 
channel is allocated in the call setup, the call could be 
directed from the beginning to optimum cell. 
The target cell selection in the CRRM 20 is based on a 

prioritization algorithm that will order the cells included in 
the candidate target cell list sent by the respective radio 
resource controllers of the different radio access systems to 
the CRRM 20. The candidate target cell list is then rear 
ranged according to each cell's grade of Suitability to hold 
on to the connection. Also some additional information, Such 
as whether the handover/cell-reselection implies a change of 
radio access technology, location or routing area, may be 
taken into account. The reordered candidate cell list will be 
sent back to the radio resource controller, that will command 
the actual handover/cell-reselection process. 
The method embodying the present invention enables the 

mobile station to be always connected to the most suitable 
cell by integrating the different radio access systems in Such 
a way that the QoS requirements of the user connection(s) 
are fulfilled and the network performance is optimised in 
terms of spectral efficiency and trunking efficiency. In prac 
tice this may mean that 1) a higher number of users can be 
accepted (and/or or higher bit rates can be achieved) while 
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maintaining the connection quality; 2) the number of dis 
satisfied users can be minimised; 3) handover/cell-reselec 
tion procedures can be more reliable while also minimising 
the unnecessary handovers/cell-reselections and 4) the usage 
of hardware resources within different radio access systems 
can be optimised. 
The process carried out by the CRRM 20 for the handover 

decision function is shown schematically in FIG. 3. The 
different inputs to the CRRM and which are used by the 
algorithms of the CRRM are described in a more details 
below. 

The CRRM will receive periodically or on demand infor 
mation about the status of cell resources 30. This informa 
tion can contain for example: 

1. Current traffic load of the cell. This information can be 
used to check whether the new connection is anticipated as 
introducing a high load to the target cell. The load informa 
tion could be divided into: 

Real Time (RT) load. The RT load could be simply 
measured as: 
Percentage of hardware (HW) utilisation (e.g. taking 

into account the baseband capacity, transmission 
capacity, digital signal processor (DSP) capacity, 
spreading code limitations in WCDMA etc.) 

In WCDMA, this could be the relationship between the 
transmission/reception (Tx/RX) power used by the 
RT users measured by the system against the target 
TX/RX power. One or other of the uplink (RX) and 
downlink (Tx) ratios or both of these could be sent. 

Non-RealTime (NRT) load. NRT load could be measured 
by measuring the average delay of NRT users. The 
average delay should preferably be sent separately for 
each type of NRT traffic QoS class/priority combina 
tion. This would mean that the following average 
delays should be reported: 
Average delay experienced by interactive traffic class 

packet with traffic handling priority 1. 
Average delay experienced by interactive traffic class 

packet with traffic handling priority 2. 
Average delay experienced by interactive traffic class 

packet with traffic handling priority 3. 
Average delay experienced by background traffic class 

packet. 
The reporting of these values could be the relationship of 

the average delay versus the retransmission time of 
higher layer (logical link control LLC) frames. Other 
options for reporting the delay could be: 
Average delay value (over different priority classes) 
Weighted average delay, where the weight could be 

related to scheduling priority of each priority class 
2. Total load. Total HW utilisation of the cell, or in 

WCDMA the relationship between total TX/RX power mea 
sured by the system versus the target TX/RX power. Infor 
mation on the uplink (RX) or the downlink (Tx) or both of 
these could be sent to the CRRM. 

3. Cell interference status. The cell interference statistics 
could be used to select the most suitable cell in terms of 
interference. For real time data services with guaranteed 
throughput this interference measurement could be used to 
estimate how much of the resources the new service is going 
to occupy in the target cell. In this way the CRRM could, 
when prioritising different cells in case of a real-time user, 
approximate the new real time and total loads of each 
candidate cell based on the above mentioned load and 
interference information. 
The cell interference status could be sent for example in 

terms of: 
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6 
Carrier to interference ratio (C/I) with 95 percentage 

outage, meaning that 95% of the users in the cell are 
experiencing higher C/I than this value. Naturally 
any other outage value or statistical measure could 
also be used. 

Alternatively, the interference measurement could be, 
for example, bit error rate (BER) or bit error prob 
ability (BEP) outage (or other statistical measure of 
these). 

The interference value could also be mapped in the 
radio resource controller into a throughput value 
which could be then used for estimating the new 
real-time and total load of the candidate cells. 

Another option to estimate the interference experienced 
by the user in the different candidate cells is to send an 
interference estimate per connection related to each candi 
date cell when an event such as directed retry (DR), han 
dover, cell-reselection or the like has been triggered. DR 
means a facility in a cellular radio system allowing the 
mobile Subscriber to make a second attempt at gaining 
access if the first attempt fails due to congestion. 
Methods for estimating interference or potential through 

put are described in more detail hereinafter. 
The CRRM 20 can also receive periodically or on demand 

information 32 about the status of other radio access net 
work (RAN) elements such as information related to loading 
of the gateways etc. To map the percentage cell load value 
to the actual number of available/reserved timeslots or to a 
particular transmission power, the CRRM needs to know the 
configuration information of the different cells and/or con 
figuration information of different RAN elements. This 
configuration information should preferably include the cell 
capabilities. For example this would include information as 
to whether if a particular cell is supporting GPRS (general 
packet radio service) and/or EDGE (8-PSK modulation) in 
GSM. This information could be received for example from 
operation and maintainance entity of the network. 

Apart from the configuration information, parameter Val 
ues such as power-budget handover margins between dif 
ferent cells (GSM specific) for circuit switched (CS) and 
packet switched (PS) (or RT and NRT) connections should 
be known by the CRRM 20. The handover margin is related 
to the power budgets and it is used for avoiding the ping 
pong effect between adjacent areas. 

Other information that can be used by CRRM 20 in 
prioritising candidate cells include: 
The received signal strength or link quality information 

(e.g. RXLev (received signal level) in GSM, received signal 
code power (RSCP) or energy per chip to interference ratio 
(Ec/I) in WCDMA) from the serving cell and the directed 
retry, direct access, handover or cell-reselection candidates 
prior to Such event. This is an important (but not essential to 
all embodiments of the invention) input when selecting the 
optimum cell as this defines whether the mobile station is in 
the coverage area of particular cell candidate. 

Quality of Service (QoS) requirements of the connection. 
QoS requirements, such as a guaranteed throughput require 
ment should be taken into account when selecting the 
optimum cell. Throughput can be measured as number of 
bits (or data bits) transferred in one direction across a section 
per unit time (e.g. bps). 

Related to QoS requirements, the type of the traffic 
class(es) associated with the connection should be taken into 
account. There can be several packet data protocol (PDP)- 
contexts associated with one connection. In Such cases, the 
target cell priorisation should preferably take into account 
all the associated contexts. 
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Any parameter relating to cell capability may be used in 
embodiments of the invention, for example the number of 
transceivers TRXs, target transmitted to received TX/RX 
power ratio, EDGE/GPRS capability, neighbour cell lists, or 
initial handover HO thresholds/margins or the like. 
The CRRM 20 also receives information defining the 

candidate cell list, mobile station information and connec 
tion information 34. As will be described in more detail 
hereinafter, the CRRM uses the information which it 
receives to provide a revised candidate target cell list where 
the candidate cells are given a weighting or priority rating. 

The method embodying the present invention will now be 
described with reference to FIG. 4 which illustrates a 
handover process. 
Once the CRRM 20 receives the candidate target cell list 

it will give a priority value or weight to each cell included 
in this list. To calculate this priority value, the CRRM 20 
uses an algorithm consisting of linear or nonlinear combi 
nation of its inputs, fuZZy logic, neural networks or any other 
procedure. An example of the prioritization algorithm is 
shown in FIG. 5. The priority Win assigned to each cell 
which is a target cell for the handover is obtained, as said, 
as a function of numerous inputs: 

Wn=f(Cell Resources Status, Other RAN Ele 
ments Status. QoS Requirements, MS Measure 
ments, MS Classmark, O&M Settings, Operator 
Preferences) 

In the candidate cell prioritizing, the current serving cell 
is also included in the candidate list. In this way the CRRM 
20 can also prevent the directed retry, handover, cell 
reselection or the like requested by radio resource controller 
if this is unnecessary or non-optimum. 
The following steps are carried out. It should be appre 

ciated that whilst the method is being performed the CRRM 
may be receiving the information discussed previously. In 
step 1, a handoff trigger is detected. This may be any of the 
conventional triggers in known communications systems. In 
step 2, the candidate target cell list is sent to the CRRM. The 
list is compiled from information received from the different 
radio access systems 10, 12 and 22. Only one radio resource 
controller reports the candidate list. The candidate cell list is 
based on the measurement report measured by the mobile 
station MS. The neighbour cell list in each radio resource 
controller includes the cells from the other systems as well. 
Otherwise they could not be measured by a user being 
connected to a cell that belongs to the given radio resource 
controller. 

In step 3, the CRRM 20 orders the candidate target cell 
list, that is put them in the order of priority. This is done 
using the algorithm which will be described with reference 
to FIG. 5. In step 4, the CRRM 20 sends the ordered target 
cell list to the radio resource controller of the system having 
the cell with which the mobile station is currently associated. 
The radio resource controller then commands the handover 
operation based on the candidate cell list. In particular, the 
radio resource controller will select the cell with the highest 
priority. If that cell is not available for some reason, then the 
cell with the next highest priority is selected and so on. 

In step 5, the mobile station receives a handover com 
mand from the radio network controller and in step 6 the 
connection is handed over to the new cell. That new cell may 
be in a different radio access system or the same system. The 
old connection will be released. 

Reference is made to FIG. 5 which shows the prioritiza 
tion algorithm. In the embodiment shown the algorithm is 
shown as having N parts 50 where N is the number of cells 
on a candidate cell list. Each part 50 receives the following 
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8 
information relating to the candidate cell which it is dealing 
with: the status of the cell, mobile station measurements 
from cell N 52, other RAN elements status 54 (such as 
discussed previously), and the status of the resources of cell 
N 56. The purpose of the prioritization algorithm is to 
provide a priority WN for the cell. The mobile station 
measurements as well as the identity of the candidate cells 
is provided by the candidate cell list 60. Additionally, the 
radio resource controller also provides for each part of the 
algorithm, via input 58, the mobile station classmark and 
radio access bearer parameters such as quality of service 
requirements and/or the like. 

Each part of the algorithm 50 also receives operator 
preferences 62, and from the operation and maintenance part 
64 of the network parameters for the algorithm and infor 
mation relating to the network configuration. Based on the 
information received, each algorithm part calculates a pri 
ority or weight for each candidate cell. That information 
from the algorithm parts 50 is compiled into a list 66 which 
is sent to the radio resource controller. 

It should be appreciated that the algorithm parts can 
perform any Suitable algorithm using the received informa 
tion. The skilled man would be able to devise such an 
algorithm. 

It should be appreciated that in this document the term 
radio resource controller is intended to cover any entity in 
any access system which provides a control function within 
its radio access system. For example, this may be a base 
station controller (BSC) in a GSM/EDGE system, a radio 
network controller (RNC) in a CDMA system, cell resource 
server (CRS) in a IP RAN system or the like. 
Emergency handovers such as rapid field drop handovers 

could be performed without consulting the CRRM 20 so as 
not to delay procedures. 
As mentioned previously, the method of the invention 

could be implemented in centralised or distributed manner. 
With the distributed solution, each radio resource controller 
would be in charge of performing the cell prioritisation for 
the events that are triggered in the cells controlled by this 
particular radio resource controller. With the distributed 
Solution, it is necessary to exchange network element status 
information from each radio resource controller to all neigh 
bouring radio resource controllers. With the centralised 
CRRM solution, this signalling needs to be sent only from 
each radio resource controller to the to the corresponding 
CRRM(s). 

If several CRRMs exist, the signalling between the 
CRRMs can be done in a similar way as in case of the 
distributed CRRM function. Reference is made to FIG. 6 
which shows a network comprising two CRRMs 20 each of 
which controls a number of cells or areas 68. The CRRMs 
20 are arranged to receive information from their cells or 
areas. The cells or areas are associated only with one 
CRRM. The CRRMs 20 are connected together to receive 
information from one another about border cells or areas. 

The centralised CRRM could also be handling larger 
areas so that the radio resource controllers would send the 
load information and/or other information to the centralised 
CRRM from a particular “area' instead of cells. The CRRM 
would then only choose the best “area' and the radio 
resource controller could choose the best cell/resource 
within this area. 
An alternative is shown in FIG. 7 where the radio resource 

controllers located in the CRRM border areas 68 send the 
cell status information to several CRRMs 20. Thus, border 
cells or areas are able to report to more than one CRRM and 
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report to all the CRRMs which control adjacent areas or 
cells. The CRRM to CRRM interface is not required. 

Preferred embodiments of the invention combine the 
arrangement of FIGS. 6 and 7 so that the cells or areas can 
report to more than one CRRM and the CRRMs can com 
municate with each other. This has the advantage that one or 
other of the options can be used. This may depend on the 
size of CRRM, the available transport capacity, the base 
station capacity or the like. 

It should be appreciated that the different systems may 
cover adjacent or at least partially overlapping areas. 
Accordingly the term “border cell' should be construed 
accordingly to also include cells within a network which are 
adjacent or overlapping cells or a different system. 
The CRRM 20 is arranged to be able to direct the 

incoming calls to the most relevant candidate cell according 
to its QoS requirements (for example Radio Access Bearer 
RAB parameters). Additionally for handovers or network 
controlled cell reselections, the capability of the candidate 
cells to Support the requested QoS should be known. Among 
other parameters (e.g. traffic load, RX level, operator priori 
ties) the throughput should preferably be estimated for each 
cell, otherwise no QoS (required throughput) can be guar 
anteed before the selection of a new cell. The throughput is 
important to know especially for real time (RT) services 
before the call setup or handover is proceed. Similarly, load 
increase is important to know in order to check if there is 
enough capacity left in a candidate cell, and also to take into 
account the capacity differences between cells. 
A method to estimate the throughput in GSM/EDGE cells 

based on measurement reports and Dynamic Frequency and 
Channel Allocation (DFCA) will now be described. 
The mobile station reports periodically the measurement 

reports from a number of neighbouring cells, for example 6 
strongest or 32 in case of an extended measurement report, 
to its originating base station. Of course any Suitable other 
number of cells may also be reported. The originating base 
station or radio resource controller calculates the through 
puts of each of the candidate cells and provides this infor 
mation to the CRRM. Analysis/estimation of the C/I ratio 
and the available slots (which is the throughput) is done at 
each time there is a channel allocation, i.e., handover, call 
setup or the like, using a DFCA one-way check. The 
throughput is defined based on the mobile station measure 
ment reports and channel allocations in each candidate cells 
(achieved from DFCA reports between cells). 

Additionally the background interference matrices (BIM) 
from each candidate cell can be used to get more accurate 
estimates. This requires the BIMs to be transmitted to 
originating cell. 
The estimated C/I values per timeslot can be mapped to 

actual throughput values using mapping tables. The number 
of available timeslots is taken into account when maximum 
throughput value is defined. 

FIG. 8 illustrates the procedure of estimating the C/I 
based on MS measurement report and DFCA resource tables 
from other candidate cells. FIG. 9 illustrates how the C/I is 
mapped to actual throughput per timeslot. 
The radio resource controller receives the measurement 

report from the mobile station including the received levels 
of each neighbouring cell (6 strongest neighbours and the 
signal level from current cell) Up to 32 strongest neighbours 
could be considered if an enhanced measurement report is 
used. The radio resource controller (which includes DFCA 
algorithms) receives also information about the current 
channel allocation of neighbouring cells (reserved timeslots 
per frequency) from table 200. Based on that information the 
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10 
serving radio resource controller makes a table 202 for each 
candidate cell of all the physical channels (timeslots/trans 
mitters) showing all the available and occupied channels. 
The serving radio resource controller (DFCA) can calcu 

late C/I for each timeslot/frequency of each neighbouring 
cell. This procedure is the same as the DFCA one way check 
although no BIMs of neighbouring cells are used. 
To calculate the C/I's only for the largest multislot group 

is not the only way to proceed. It should be noted that for 
example 3 slots with better average C/I can result higher 
throughput than 4 slots with worse C/I. 

Accordingly, in addition to the largest multislot group the 
C/I values can be also calculated for one or more of the next 
best combinations of timeslots. It should be appreciated that 
this is only one method of calculating the C/I ratio and any 
other suitable method may alternatively be used. 

Based on the average C/I and the maximum number of 
available slots (it is implementation issue whether the slots 
need to be sequential or not), the radio resource controller 
calculates a throughput measure for each candidate cell. This 
is sent to the CRRM. In addition, an average C/I per timeslot 
value can be sent to the CRRM. This can then be mapped to 
throughput per timeslot in the CRRM in accordance with 
FIG. 9. 

Reference is made to FIG. 8 which shows the procedure 
for estimating the carrier to interference ratio based on the 
mobile station measurement reports and the DFCA resource 
tables from the other candidate cells. Firstly, in step 1, the 
resource tables 200 for each cell for each frequency are 
defined. The tables 200 have an entry for each frequency f 
and for each time slot T. Next, a table 202 is defined in step 
2 which defines a resource table for each cell for each 
transmitter. In other words, the table includes information on 
each transmitter with respect to the available timeslots. The 
first table 200 thus includes an entry for each frequency and 
time slot as to whether or not a transceiver is using that time 
slot on that frequency and, if so, the identity of that trans 
ceiver. If a given frequency and time slot are not being used, 
the table may be left blank or have any other suitable 
indication that the time slot on that frequency is available. 
The second table 202 sets out for each transceiver, which 

time slot is being used by the respective transceivers. 
In the third step, step 3, the largest set of Subsequent time 

slots or multislots is selected. In the example shown in table 
202, that would be timeslots T to timeslot T. 

In step 4, the carrier to interference ratio for each fre 
quency and an associated slot that can accommodate the 
multislots is calculated. This is based on the other candidate 
cells resource tables and measurements reports. This is 
shown in the third table 204. As can be seen, the third table 
204 is based on the first table 200 but includes calculated 
carrier to interference ratios for time slots T to timeslot T. 
in selected ones of the frequencies. The frequencies which 
are selected are those which have all of the timeslots T to 
Tempty. The information from the other cells, which is in 
a table similar to table 200 are used. The carrier to interfer 
ence ratio is calculated using the following equation: 

C/I=own cell (cell n) signal strength RXLev (C) 
divided by the average (decibels) or the worst 
(highest) value of measured levels (I) from 
other cell levels. 

If any measured cell (n-1) have the same timeslot in use 
it should be considered as interference in cell n. 

In step 5, the best average carrier to interference value is 
selected. 
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The average carrier to interference ratio can be mapped to 
a generic throughput measure and multiplied by the number 
of timeslots. This is done in step 6. In this regard, reference 
is made to FIG.9 which gives an example of how the carrier 
to interference ratio can be mapped to throughput. In par 
ticular, FIG. 9 shows a graph with throughput per timeslot 
mapped against carrier to interference ratio. 

FIG. 9 is showing different statistics gathered for different 
multi coding schemes. This graph can be used for estimation 
of the throughput when C/I is known. As can be seen from 
the graph, the greater the interference and noise the less the 
throughput (so another cell could be better). In more detail, 
FIG. 9 illustrates the link adaptation: the better C/I the less 
channel/error coding can be used and the better the through 
put. The opposite is also true, the lower C/I the more robust 
the coding scheme that is required. This graph/table should 
be in CRRM or in radio resource controller. 

This method can be used in any network where DFCA is 
used. However, in the prior art DFCA report from neigh 
bouring cells, no information about transmitters is received. 
Therefore to use the embodiment of the present invention, 
some extra information is added to the DFCA reports from 
the neighbouring cells, namely the number of used trans 
mitters for each frequency/slot and the total number of 
transmitters in each cell. 

In this next embodiment a distributed method to estimate 
the throughput in GSM/EDGE cells based on measurement 
reports and Dynamic Frequency and Channel Allocation 
(DFCA) is described. FIGS. 10a–c show the procedure for 
estimating the C/I (maximum throughput) in each candidate 
cell based on the distributed mobile station measurement 
report and the DFCA resource tables of each candidate cell 
(and BIMs). As with the previous embodiment, FIG. 9 
illustrates how the C/I is mapped to actual throughput per 
timeslot. 
As shown in FIGS. 10a–c the following steps are carried 

Out. 

The mobile station measures the signal strength of a 
number of neighbouring cells, for example six or 32 stron 
gest neighbour cells in the case of an extended measurement 
report, and the current cell. Of course in alternative embodi 
ments of the invention, any other suitable number of mea 
Surements can be used. The mobile station reports periodi 
cally the measurement reports to its originating base station. 
The originating base station utilises a DFCA one-way 

check, i.e., estimates the maximum throughput based on the 
measurement report and the DFCA background interference 
matrix (BIM). 
The originating base station sends the measured values 

obtained in the previous step to each cell on the candidate 
list. The candidate cells estimate their maximum throughput 
based on the measurements and BIM's. This is done by each 
cell finding its largest set of possible time slot combination 
available (sequential multislots or scattered, depending on 
implementation). Each cell then calculates average C/I for 
those slot combinations using both measured values and 
BIM values (for cells not in the measurement report). The 
average estimated C/I values per timeslot are mapped to 
actual throughput per timeslot values using mapping tables. 
This can be done in the same way as described in relation to 
the previous embodiment. The number of available timeslots 
is taken into account when maximum throughput value is 
defined. 

In some embodiments, the maximum throughput is 
needed only if the implementation requires Subsequent 
timeslots. Otherwise the throughput per timeslot may be 
enough. 
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12 
Each cell then sends the calculated throughput (per 

timeslot or C/I per timeslot) values to the CRRM that can 
use the values in cell prioritisation process 

This method can be used in any network where DFCA is 
used. The measurement report need to be multicast to other 
candidate cells and correspondingly estimated throughput 
values are forwarded to the CRRM 20. 
A method to estimate the throughput and load increase in 

WCDMA cells is now described. 
In handovers and call set-up all candidate cells can be 

prioritised by the CRRM as discussed above. For that 
purpose all cells report several indicators to the CRRM, such 
as traffic load and throughput. For low bit rate services such 
as speech services (e.g. 12.2 kbps) the measured load 
percentage values would be enough to differentiate the 
candidate cells even if there are capacity differences 
between them, but for higher bit rates (e.g. >50 kbps) 
capacity differences (Ptx target downlink transmission 
power, number of transceivers etc) between cells have to be 
taken into account. For example, if there is a GSM candidate 
cell and a WCDMA candidate cell having same load per 
centage, but different maximum capacity it would be more 
desirable to handover to WCDMA (assuming that the other 
parameters/indicators included in prioritisation process do 
not impact this). 
The WCDMA admission control algorithm is used for 

estimating required transmission power, that is, the load 
increase due to a new user in each WCDMA candidate cell. 
The required maximum power and mobile measurement 
report (p. E/I) can be then used to estimate available 
throughput in each cell, i.e. to check if the cell can Support 
requested QoS. 

It is assumed here that the downlink direction will limit 
the load and throughput due to the asymmetric nature of cell 
traffic. Accordingly only the downlink estimation is consid 
ered here. However, it could be desirable to estimate the 
uplink load as well, especially if most of the connections 
generate generally equal traffic in both directions. A similar 
technique can be used for uplink estimation. 

Reference is made to FIG. 11 which shows a graph of 
downlink transmission power against load. For each cell 
there is determined a threshold for maximum planned down 
link transmission power, PtX target in FIG. 11. PtX target 
defines the optimal operating point of the cell load (100% 
target load), up to which the admission control of the radio 
resource controller can operate. When the non-controllable 
part, that is the realtime part of transmitted/received power 
which cannot be dynamically adjusted as NRT of cell load 
exceeds the target limit, the admission control will reject at 
least those establishment requests, which will mean an 
immediate uplink UL load increase. Ptx target is defined by 
the radio network planning RNP parameter PtxTarget. 
The total transmission power PtX total can be expressed 

as the sum of the power caused by the non-controllable 
traffic, PtX nc, and the power caused by the controllable 
traffic of non-real-time users, PtX nrt 

(1) 

Hence, the load percentages for both total load (including 
both RT and NRT data) and RT load can be calculated in 
radio resource controller as follows: 

tex total to as tx art 

(2) Pix total Pix inc Load-totage, = 100. LoadRTc, = 100. 
tx target Fix target 
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For the RT radio access bearer RAB to be established, the 
increase of the non-controllable load APtX inc should be 
estimated in order to achieve an estimated load percentage 
including the requested RAB radio access bearer. Then the 
RT load percentage is: 

Pixne + APx inc (3) 
Load newTo. = 100. 

tx target 

The increase of the non-controllable load APtX inc can be 
estimated by determining the maximum downlink DL trans 
mission power of the radio link. Consider a single service 
call with one radio access bearer RAB of the requested 
guaranteed bit rate RI and the target E/Nop for it. If 
P. represents the maximum DL transmission power of a 
reference service (e.g., the 12.2 kbit/s speech service could 
be used as a reference service), RI, its bit rate and p, its 
target E/No then the maximum power P. for the radio 
link is determined from the P. by the equation (in linear 
form) 

AP=PMIN(RIFParefft DPCH max), (4) 

where the maximum effective bit rate correction factor is 
defined by 

p' Rimax (5) 
pref Rief Rimax.cff = 

where P. pect, , is the absolute maximum for the DL 
DPCH (dedicated physical channel) code channel transmis 
sion power determined by the parameter PtxDPCHMax. 
As the maximum downlink DL transmission powerfor the 

requested radio access bearer RAB is defined, it can be used 
to check or estimate the maximum bit rate Rimax (through 
put) that can be achieved with given transmission power 
P. For this purpose the initial DL transmission power 
formula 

1 
P = ( PCPICH - a P.) (6) 

can be modified. The determination of the transmission 
power requires knowledge about several parameter values. 
They are obtained as follows. 
p=E/No is energy-per-bit-per-noise-density for requested 

bit rate 
p-E/I is the signal-to-interference ratio per chip of the 

perch channel measured by the terminal (MS measure 
ment report). 

W is the chip rate (3.84 Mchips). 
R is the bit rate, specified by the network. 
PtX total is measured by the base station. 
Ptx.CPICH is a radio network planning parameter to 

determine the transmission power of the Primary 
CPICH (common pilot channel). C. is difficult to deter 
mine since it depends on diverse factors that may 
change rapidly. Preliminary, it might be fixed to 0.5. 

Instead of solving initial transmission power for known 
bit rate R, the maximum achievable bit rate R with f 

knowledge of maximum transmission power P is deter 
mined as follows: 

ix.nacax 
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14 

P ... W 
= - " - = Throughput 

1 
p- Pa. CPICH - a PX total 

Oc 

(7) 

The implementation of this embodiment, as with the 
previous embodiments, can be distributed or centralised. In 
the distributed version the required MS measurement report 
values are sent to candidate cells, which in turn calculate the 
throughput and load increase and forward them to CRRM. 
In a centralised version the MS measurement report is sent 
directly to CRRM where throughput and load increase are 
calculated. In this case some cell specific radio network 
planning (RNP) parameters are also needed by the CRRM, 
including RI, a per (target E/No), Paea P. pect C. 
and E/Notable for different data rates, and they should be 
kept in database within the CRRM server and updated from 
cells if they are changed. 

In the following, a similar load increase estimation 
method for GSM cell is described, with reference to FIG. 14. 

In an example of the load in a GSM cell is illustrated. A 
time slot can be fully dedicated to RT/NRT traffic or shared 
between different traffic classes. For a real time user the total 
guaranteed bandwidth is considered, Summing every guar 
anteed piece of bandwidth together. The NRT load does not 
have importance for a RT user, since it can be flexibly 
controlled by packet scheduler. 

Each GSM cell has certain number of time, slots (TSL) 
to be used for user data, depending on the number of 
transceivers TRXs in cell and the reserved slots. The total 
load consists of RT and NRT data: 

TSLTSLR1+TSLNRT 

Hence, the load percentages for both total load (including 
both RT and NRT data, both dedicated and shared timeslots) 
and RT load can be calculated in radio resource controller as 
follows: 

TSLiota TSL 2 
Load-rotato, - 100 F. LoadRTc = 100. f). (2) 

For the RT RAB to be established with bit rate require 
ment R, the available throughput pertimeslot R. (based 
on mobile measurements and BTS statistics) should be 
estimated in order to estimate new load percentage including 
the requested RAB. Then the RT load percentage could be 
approximated as: 

TSLRT Resist + Red TSLRT + TSL 3 Load new = 100. -RT test, is real -RT if test (3) 
TSLmax Restist TSLimax 

For example: current Load RT-60%, TSLmax=30, 
throughput per TSL-25 kbps, requested service=64 kbps 

18.25 kbps + 64 kbps 
Load new = 100 30.25 kbps = 68.5%, 

the service would need at least multislot of 3 TSL’s. 
This does not mean that three time slots would be allo 

cated to the service, but it would give rough estimate about 
the load increase due to new user. 
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The throughput estimation may be done on a cell basis, 
i.e., collecting statistics of the whole cell area, and using 
some safe 95% guess of available throughput per timeslot. 
Alternatively, the real connection-based maximum 
throughput for a given user in each candidate cell based on 
mobile measurements and BTS statistics could be estimated. 
The estimation could be done for example by using existing 
DFCA algorithms in each candidate cells. This may require 
Some additional signalling between cells. 

In the next embodiment, a method to estimate the 
throughput in GSM/EDGE cells based on cell interference 
statistics, mobile station location and the mobile station’s 
measurement report is used. In this embodiment, interfer 
ence statistics (e.g. cumulative distribution function with 
90–95% outage probability) from on-going calls in each cell 
as a function of the location of mobile station are collected. 
The cell area (or any other type of area) is divided into 
smaller areas from where the statistics are collected. The 
values collected for the statistics can be based on the actual 
interference level reported by the mobile station or can be 
based on received bit error rate as a function of received 
signal level which can be mapped to interference and stored. 
Each time there is a channel allocation, i.e., during handoff 
or call setup, the C/I (carrier to interference) value can be 
estimated from the mobile station measurement report 
(which provide the value for C) and the mobile station 
location and interference statistics (which provide the value 
of I). 
The estimated C/I value can be then mapped to through 

put per timeslot. The number of available timeslots is taken 
into account when maximum throughput value is defined. 

If the mobile station location cannot be provided, the 
interference statistics can be collected as a function of path 
loss (the received level of the signal from the base station 
gives a measure of the cell radius and an indication of the 
location of the mobile station within the cell). This may not 
be as accurate as location based Statistics, but can provide 
more accurate estimates than single average statistics over 
the whole cell range. 

Similar statistics could be collected for uplink direction as 
well. 

Single statistics of interference, C/I or throughput can be 
collected for the entire cell. This is not very accurate, since 
the interference is not the same over the cell area, and it does 
not take into account interference variation. By adding more 
accuracy, more processing power and signalling is needed. 

FIG. 12 shows the procedure of collecting interference 
statistics as function of mobile station location. As can be 
seen, the cell 100 is subdivided into a plurality of smaller 
areas 102. For each of these areas the carrier to interference 
ratio is calculated by using the mobile station measurement 
report to provide C and the mobile station location and 
mobile station measurement report statistics to provide I. If 
the C/I statistics per geographical area is collected then the 
C/I value for a new connection is only a function of MS 
location and not current measured value (C) 

For each Small areas having coordinates (X and Y) 
interference (I) (or C/I statistics) statistics are collected and 
90–95% value of the statistics (curves 110 in FIG. 12) is 
stored in the table (X vs. y) 

Reference is made to FIG. 13 which shows the procedure 
for collecting interference statistics as function RX level 
(pathloss). In this embodiment, the cell is divided up into a 
plurality of ring like regions at respective distances from the 
base station. In this embodiment the carrier to interference 
ratio is calculated. The carrier is calculated as described in 
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16 
relation to the previous figure. The interference value is 
calculated from the function of the pathloss in the air 
interface. 

Reference is made again to FIG. 9 which shows how the 
carrier to interference ratios are mapped to throughput. 
The collection of statistics should be implemented at each 

base station. Base stations could report interference matrices 
to the CRRM, which then maps mobile MS measurement 
reports, mobile station MS location and available timeslots 
to maximum throughput. Alternatively, the mobile station 
MS measurement reports can be forwarded to each candi 
date cell that calculate corresponding throughput values and 
forwards them to CRRM. 

There has to be some forgetting factor (that is filtering the 
data, for example with al IIR filter: 
new stat value=0.98*old stat value+0.02*new sample) 
for filtering of collected data, since different interference? 
load conditions appear during different times of day. 

It should be appreciated that one or more of the methods 
for determining throughput can be used in the same network. 
Different systems may use different methods. It is possible 
that the same system may use more than one method of 
determining throughput. 

It should be appreciated that in alternative embodiments 
of the invention, throughput is not determined but rather 
other parameters such as load may be determined. Methods 
similar to those described may be used to determine the 
parameter in question. 
A method embodying the present invention will now be 

described. 
The calculation of signal-to-interference ratio (SIR) can 

be either cell or connection based. The connection based 
estimation can require quite significant amount of signalling 
since it is needed to perform for each allocation (handover, 
call setup). Cell based estimation, on the other hand, requires 
only one single (or more In some embodiments of the 
present invention) statistics for each cell, which can be 
reported to CRRM along with other periodical reporting 
such as load. Connection based throughput/SIR estimate 
may be calculated as follows: 

Centralised throughput calculation based on DFCA: 
Distributed throughput calculation based on DFCA: 
Throughput calculation based on BEP(Bit error probabil 

ity) and/or C/I statistics and knowledge of the mobile station 
MS location: 
The statistical method used in the cells may be as follows: 
Collect BEP values from the measurement reports of each 

on-going call in each GSM/GERAN cell 
Map them to C/I values (FIG. 15) and add power control 

difference (Max TX power-actual Tx power) to C/I 
value. Without DL power control, the BEP pairs 
(MEAN BEP, CV BEP) could be directly mapped to 
throughput/TSL according to Table 1 (which is 
included hereinafter). 

Add the values to C/I statistics 
Report 90–95% value of the C/I statistics to CRRM 

periodically. 
In CRRMC/I statistics of each cells can be mapped to 

throughput/TSL using for example Table 1 (directly C/I to 
the Throughput table) depending the capability of the cell. 
For an EDGE capable cell a different mapping table must be 
used for GMSK-only capable cell. If all the cells had same 
capabilities (e.g. EDGE) the cell statistics could be collected 
directly from individual BEP to provide the throughput/TSL 
values. 

If the proportion of high bit rate users is high in the cell 
it would seem much more attractive than one cell with a 
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majority of low bit rate users, and vice versa. This could be 
solved by collecting the statistics for a set of traffic classes 
and reporting those different values to the CRRM separately, 
or weight the statistics in proportion to the user distribution. 

Also a benchmark service could be used for statistics 
purpose. For example, only measurements from AMR 12.2 
kbit/s users could be collected in statistics. 

It has been assumed that this kind of reporting is not 
needed from WCDMA cells. However in some embodi 
ments of the invention, this type of reporting may be used 
with CDMA cells. 

TABLE 1. 

10 

18 
2. A method as claimed in claim 1, wherein said parameter 

comprises the total load and/or increase in load in said 
candidate area. 

3. A method as claimed in claim 1, wherein said parameter 
comprises throughput. 

4. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account the current 
traffic load in a candidate area. 

5. A method as claimed in claim 4, wherein said current 
traffic load comprises a real time load, a non real time load 
and/or a total load. 

throughput in kbps as a function of average B.EP (optimum MCS assumed 

GMSK 8PSK 
Range of Range of 

MEAN log10 (actual log10 (actual CV BEP 

BEP BEP) BEP) O 1 2 3 4 

O > -0.60 > -0.60 O.O O.O O.O O.O O.O 
1 -0.70- -0.60 -0.64–-0.60 O.O O.O O.O O.O O.O 
2 -0.80–-0.70 -0.68–-0.64 O.O O.O O.O O.O O.O 
3 -0.90–-0.80 -0.72–-0.68 O.O O.O O.O O.O 15.7 
4 -1.00--0.90 -O.76 -0.72 O.O O.O O.O O.O. 17.7 
5 -1.10–-1.00 -0.80–-0.76 O.O O.O O.O 21.6 19.1 
6 -1.20–-1.10 -0.84–-0.80 O.O O.O 26.3 22.4 20.9 
7 -1.30- -1.20 -0.88— -0.84 O.O O.O 27.3 23.3 22.4 
8 -140–-1.30 -0.92- -0.88 O.O 295 28.3 24.8 23.4 
9 -1.50- -1.40 -O.96 -O.92 33.2 295 28.9 26.8 24.1 
10 -1.60- -1.50 -1.OO--O.96 34.1 295 29.2 27.9 26.1 
11 -1.70— -1.60 -104 -100 34.8. 29.5 29.4 28.7 27.8 
12 -1.80–-1.70 -1.08 -1.04 36.O 29.6 29.5 29.1 28.5 
13 -1.90--1.80 -1.12--1.08 36.4 29.6 29.5 29.4 29.1 
14 -2.00--1.90 -116 -1.12 36.7 29.6 29.6 29.4 29.4 
15 -2.10–-2.00 -1.20 -1.16 37.4 29.9 29.6 29.6 29.5 
16 -2.20- -2.10 -1.36 -120 41.8 36.2 32.1 29.7 29.6 
17 -2.30- -2.20 -152- -1.36 44.3 428 412 39.7 38.1 
18 -2.40- -2.30 -1.68 - 1.52 44.7 44.5 44.O 43.6 43.2 
19 -2.50–-2.40 -1.84–-1.68 44.8 44.7 44.7 44.5 44.5 
2O -2.60- -2.50 -2.00- -1.84 44.8 44.8 44.7 44.7 44.7 
21 -2.70- -2.60 -2.16–-2.00 44.8 44.8 44.8 44.8 44.8 
22 -2.80- -2.70 -2.32- -2.16 46.O 46.O 45.9 46.3 46.3 
23 -2.90– -2.80 -2.48 -2.32 48.9 49.2 49.3 49.4 49.5 
24 -3.00- -2.90 -2.64 -2.48 51.3 51.3 51.7 51.6 52.1 
25 -3.10–-3.00 -280 -2.64 52.8 53.O 53.O 53.2 53.O 
26 -3.20- -3.10 -2.96 -280 53.7 S3.8 S3.7 S3.8 S4.5 
27 -3.30- -3.20 -312- -2.96 55.8 56.1 56.2 56.1 56.2 
28 -3.40- -3.30 -3.28 -3.12 S7.2 57.3 57.2 57.5 57.4 
29 -3.50- -3.40 -3.44 -3.28 S8.1 57.9 58.1 58.3 58.3 
30 -3.60- -3.50 -360- -3-44 58.7 58.6 58.6 58.8 58.8 
31 <-3.60 <-3.60 S8.9 58.8 S8.8 S8.9 58.8 

The invention claimed is: 50 

1. A method for use in a network covering a region, said 
region comprising a plurality of areas, a user being assigned 
to at least one of said areas and having associated therewith 
a plurality of candidate areas to which the user may be 
assigned, said method comprising the steps of: 

receiving information identifying said plurality of candi 
date areas; 

receiving information about a status of resources in said 
candidate areas; 

based on said information about the status of resources, 
estimating for each candidate area a parameter, said 
parameter assuming that said user is assigned to said 
candidate area; and 

prioritising said plurality of candidate areas which takes 
into account the estimated value of said parameter. 

55 

60 

65 

5 6 7 

O.O 3.4 2.4 
8.8 6.4 S.6 

11.O 8.8 8.5 
13.O. 11.6 10.9 
150 141 13.6 
17.1 16.1. 16.1 
19.O. 17.9 18.0 
21.O. 19.7 19.5 
22.6 214 20.9 
23.9 23.1 22.6 
24.8 24.8 24.6 
26.7 26.4 26.4 
27.9 27.7 27.9 
28.7 28.5 28.7 
29.2 29.2 29.1 
29.4 29.4 29.3 
29.6 29.6 29.6 
36.7 36.7 36.7 
42.9 42.6 42.5 
44.4 44.3 44.2 
44.7 44.7 44.7 
44.8 44.8 44.8 
45.8 45.7 45.8 
49.9 49.6 49.5 
51.8 S2.0 S2.1 
52.9 53.1 53.2 
54.3 54.0 S3.9 
56.2 56.2 56.6 
57.4 57.7 57.5 
58.3 58.4 58.3 
58.8 S8.8 S8.8 
S8.9 58.9 59.0 

6. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account the inter 
ference status of a candidate area. 

7. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account the status of 
one or more entities in said network. 

8. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account configura 
tion information relating to a candidate area. 

9. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account handover 
margins between different areas. 

10. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account a parameter 
indicative of signal strength and/or link quality. 

11. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account the quality 
of service requirements of said user. 
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12. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account the traffic 
class or classes associated with said user. 

13. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account parameters 5 
associated with said user. 

14. A method as claimed in claim 1, wherein said prior 
itising and/or estimating step takes into account the mea 
Surements made by said user relating to one or more of said 
candidate areas. 10 

15. A method as claimed in claim 14, wherein said 
measurements comprise the strength of signals received 
form at least Some of said candidate areas. 

16. A method as claimed in claim 1, wherein said prior 
itising and estimating step takes into account information 15 
relating to channel allocation in at least some of said 
candidate areas. 

17. A method as claimed in claim 1, wherein said esti 
mating and/or prioritising step(s) are arranged to determine 
a required maximum power for each candidate cell. 2O 

18. A method as claimed in claim 17, wherein said 
maximum power is determined by an admission control 
algorithm. 

19. A method as claimed in claim 1, wherein said candi 
date areas include the area to which the user is currently 25 
assigned. 

20. A method as claimed in claim 1, wherein said user 
comprises a mobile station. 

21. A method as claimed in claim 1 wherein said areas 
comprise cells. 30 

22. A method as claimed in claim 1 wherein said network 
comprises a plurality of systems. 

23. A method as claimed in claim 22, wherein at least two 
of said systems use different radio access methods and/or 
radio interfaces. 35 

24. A method as claimed in claim 22, wherein at least two 
of said systems overlap at least partially. 

25. A method as claimed in claim 1 wherein the estimation 
and assignment steps are done in a centralised entity. 

26. A method as claimed in claim 1, wherein said esti- 40 
mation and assignment steps are done by a plurality of 
different entities. 

27. A method as claimed in claim 26, wherein said 
plurality of different entities comprise entities in said dif 
ferent systems. 45 

28. A method for use in a network covering a region, said 
region comprising a plurality of areas, a user being assigned 
to at least one of said areas and having associated therewith 
a plurality of candidate areas to which the user may be 
assigned, said method comprising the steps of: 50 

receiving information identifying said plurality of candi 
date areas; 

estimating for each candidate area a parameter, said 
parameter assuming that said user is assigned to said 
candidate area; and 55 

prioritising said plurality of candidate areas which takes 
into account the estimated value of said parameter; 

wherein in said estimating and/or prioritising step(s) a 
carrier to interference ratio is calculated for at least 
Some time slots associated with at least one of said 60 
candidate areas. 

29. A method as claimed in claim 28, wherein said carrier 
to interference ratio is calculated using dynamic frequency 
and channel allocation algorithm. 

30. A method as claimed in claim 28, wherein background 65 
interference values are used to determine said carrier to 
interference ratio. 

20 
31. A method as claimed in claim 28, wherein said carrier 

to interference ratios are mapped to corresponding through 
put values. 

32. A method as claimed in claim 28, wherein said carrier 
to interference ratios and a measure of available time slots 
is used to provide throughput, said parameter comprising 
throughput. 

33. A method as claimed in claim 28, wherein said carrier 
to interference ratio is calculated by said candidate areas. 

34. A method for use in a network covering a region, said 
region comprising a plurality of areas, a user being assigned 
to at least one of said areas and having associated therewith 
a plurality of candidate areas to which the user may be 
assigned, said method comprising the steps of: 

receiving information identifying said plurality of candi 
date areas; 

estimating for each candidate area a parameter, said 
parameter assuming that said user is assigned to said 
candidate area; and 

prioritising said plurality of candidate areas which takes 
into account the estimated value of said parameter; 

wherein in said estimating and/or prioritising step(s), a 
number of channels or transceivers used for a given 
frequency and/or time slot is determined. 

35. A method for use in a network covering a region, said 
region comprising a plurality of areas, a user being assigned 
to at least one of said areas and having associated therewith 
a plurality of candidate areas to which the user may be 
assigned, said method comprising the steps of: 

receiving information identifying said plurality of candi 
date areas; 

estimating for each candidate area a parameter, said 
parameter assuming that said user is assigned to said 
candidate area; and 

prioritising said plurality of candidate areas which takes 
into account the estimated value of said parameter; 

wherein in said estimating and/or prioritising step(s), the 
number of channels or transceivers in at least one 
candidate cell is determined. 

36. A method for use in a network covering a region, said 
region comprising a plurality of areas, a user being assigned 
to at least one of said areas and having associated therewith 
a plurality of candidate areas to which the user may be 
assigned, said method comprising the steps of: 

receiving information identifying said plurality of candi 
date areas; 

estimating for each candidate area a parameter, said 
parameter assuming that said user is assigned to said 
candidate area; and 

prioritising said plurality of candidate areas which takes 
into account the estimated value of said parameter; 

wherein said area with which said user is associated is 
divided into a plurality of smaller areas and information 
relating to each of said Smaller areas is used in said 
estimating and/or prioritising step. 

37. A method as claimed in claim 36, wherein said 
information is collected as a function of user position. 

38. A method as claimed in claim 36, wherein said 
information is collected as a function of pathloss. 

39. A method for use in a network covering a region, said 
region comprising a plurality of areas, a user being assigned 
to at least one of said areas and having associated therewith 
a plurality of candidate areas to which the user may be 
assigned, said method comprising the steps of: 

receiving information identifying said plurality of candi 
date areas; 
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estimating for each candidate area a parameter, said 
parameter assuming that said user is assigned to said 
candidate area; and 

prioritising said plurality of candidate areas which takes 
into account the estimated value of said parameter; 

wherein said estimating and/or prioritising step(s) are 
arranged to determine a required maximum power for 
each candidate cell, and 

wherein measurements provided by the user is used with 
said required maximum power to determine available 
throughput for a candidate area. 

40. A radio resource manager for use in a network 
covering a region, said region comprising a plurality of 
areas, a user being assigned to at least one of said areas and 
having associated therewith a plurality of candidate areas to 
which the user may be assigned, said radio resource manager 
comprising: 

means for receiving information identifying said plurality 
of candidate areas and information about a status of 
resources in said areas: 

means for estimating for each candidate area, based on 
said information about the status of resources, a param 
eter, said parameter assuming that said user is assigned 
to said candidate area; and 

means for prioritising said plurality of candidate areas 
which takes into account the estimated value of said 
parameter. 

41. A manager as claimed in claim 40, wherein said 
receiving means, estimating means and prioritising means 
are provided in a single entity. 

42. A manager as claimed in claim 40, wherein a plurality 
of said entities are provided. 

43. A manager as claimed in claim 42, wherein at least 
two of said entities are arranged to be connected. 

44. A manager as claimed in claim 40, wherein said 
receiving means, estimating means and prioritising means 
are provided by a plurality of different entities. 

10 

15 

25 

30 

35 

22 
45. A radio resource manager for use in a network 

covering a region, said region comprising a plurality of 
areas, a user being assigned to at least one of said areas and 
having associated therewith a plurality of candidate areas to 
which the user may be assigned, said radio resource manager 
comprising: 

a receiver configured to receive information identifying 
said plurality of candidate areas and configured to 
receive information about a status of resources in said 
areas, 

an estimator configured to estimate, for each candidate 
area, based on said information about the status of 
resources, a parameter, said parameter assuming that 
said user is assigned to said candidate area; and 

a prioritisor configured to prioritise said plurality of 
candidate areas which takes into account the estimated 
value of said parameter. 

46. A computer program, embodied on a machine read 
able medium, the computer program comprising a method 
for use in a network covering a region, said region com 
prising a plurality of areas, a user being assigned to at least 
one of said areas and having associated therewith a plurality 
of candidate areas to which the user may be assigned, 
wherein, when run on a computer, said computer program is 
configured to perform the following steps: 

receiving information identifying said plurality of candi 
date areas; 

receiving information about a status of resources in said 
candidate areas; 

based on said information about the status of resources, 
estimating for each candidate area a parameter, said 
parameter assuming that said user is assigned to said 
candidate area; and 

prioritising said plurality of candidate areas which takes 
into account the estimated value of said parameter. 
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