DECLARATION OF SANDY GINOZA FOR IETF

RFC 768: User Datagram Protocol
RFC 791: Internet Protocol

RFC 793: Transmission Control Protocol

I, Sandy Ginoza, hereby declare that all statements made herein are of my own

knowledge and are true and that all statements made on information and belief are believed to be
true; and further that these statements were made with the knowledge that willful false
statements and the like so made are punishable by fine or imprisonment, or both, under Section
1001 of Title 18 of the United States Code: ‘
1. I am an employee of Association Management Solutions, LLC (AMS), which
acts under contract to the IETF Administration LLC (IETF) a[ the operator of the RFC
Production Center. The RFC Production Center is part of the "RFC Editor" function, which
prepares documents for publication and places files in an online repository for the
authoritative Request for Comments (RFC) series of documénts (RFC Series), and preserves
records relating to these documents. The RFC Series includes, among other things, the series
of Internet standards developed by the IETF. I hold the posi%on of Director of the RFC
Production Center. I began employment with AMS in this caFacity on 6 January 2010.

2. Among my responsibilities as Director of the P{FC Production Center, I act as

the custodian of records relating to the RFC Series, and I am familiar with the record keeping

practices relating to the RFC Series, including the creation and/maintenance of such records.

3. From June 1999 to 5 January 2010, I was an employee of the Information
Sciences Institute at University of Southern California (ISI). I held various position titles with
the RFC Editor project at ISI, ending with Senior Editor. ‘
\
\
|

|
1

IPR2022-00833
CommScope, Inc. Exhibit 1034
Page 1 of 152



4, The RFC Editor function was conducted by ISI under contract to the United
States government prior to 1998. In 1998, ISOC, in furtherance of its IETF activity, entered into
the first in a series of contracts with ISI providing for ISI's performance of the RFC Editor
function. Beginning in 2010, certain aspects of the RFC Editor function were assumed by the
RFC Production Center operation of AMS under contract to ISOC (acting through its IETF
function and, in particular, the IETF Administrative Oversighi Committee (now the IETF
Administration LLC (IETF)). The business records of the RFC Editor function as it was
conducted by ISI are currently housed on the computer systems of AMS, as contractor to the
IETF.

5. I make this declaration based on my personal knowledge and information
contained in the business records of the RFC Editor as they are currently housed at AMS, or
confirmation with other responsible RFC Editor personnel with such knowledge.

6. Prior to 1998, the RFC Editor's regular practice was to publish RFCs, making
them available from a repository via FTP. When a new RFC was published, an announcement
of its publication, with information on how to access the REC, would be typically sent out
within 24 hours of the publication.

7. Since 1998, the RFC Editor’s regular practicFe was to publish RFCs, making
them available on the RFC Editor website or via FTP. When|a new RFC was published, an
announcement of its publication, with information on how to access the RFC, would be
typically sent out within 24 hours of the publication. The announcement would go out to all
subscribers and a contemporaneous electronic record of the/announcement is kept in the IETF

mail archive that is available online.
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8. Beginning in 1998, any RFC published on tlre RFC Editor website or via FTP

was reasonably accessible to the public and was disseminated| or otherwise available to the extent

that persons interested and ordinarily skilled in the subject matter or art exercising reasonable

diligence could have located it. In particular, the RFCs were indexed and placed in a public

repository.
9. The RFCs are kept in an online repository in|the course of the RFC Editor's

regularly conducted activity and ordinary course of business. The records are made pursuant to

established procedures and are relied upon by the RFC Editor in the performance of its functions.

10. It is the regular practice of the RFC Editor to make and keep the RFC records.

11. Based on the business records for the RFC Editor and the RFC Editor’s course
of conduct in publishing RFCs, I have determined that the publication date of RFC 768 was no
later than October 1992, at which time it was reasonably accessible to the public either on the
RFC Editor website or via FTP from a repository. An announcement of its publication also
would have been sent out to subscribers within 24 hours of its | ublication. A copy of that RFC
is attached to this declaration as Exhibit 1. r

12. Based on the business records for the RFC Editor and the RFC Editor’s course
of conduct in publishing RFCs, I have determined that the publication date of RFC 791 was no
later than October 1992, at which time it was reasonably accessible to the public either on the
RFC Editor website or via FTP from a repository. An announ#ement of its publication also

would have been sent out to subscribers within 24 hours of its ﬁ)ublication. A copy of that RFC

\

is attached to this declaration as Exhibit 2. |
13. Based on the business records for the RFC Editor and the RFC Editor’s course

of conduct in publishing RFCs, I have determined that the publication date of RFC 793 was no
\
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later than October 1992, at which time it was reasonably accefsible to the public either on the

RFC Editor website or via FTP from a repository. An announcement of its publication also

would have been sent out to subscribers within 24 hours of its|publication. A copy of that RFC

|
|

Pursuant to Section 1746 of Title 28 of United States (Code, I declare under penalty of

is attached to this declaration as Exhibit 3.

perjury under the laws of the United States of America that the foregoing is true and correct

and that the foregoing is based upon personal knowledge and information and is believed to be

\
true.
Date: __\7 PpR\L N77% By:

/ Sandy |Ginoza

4890-6189-2620
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RFC 768 J. Post el
| SI
28 August 1980

User Dat agram Prot ocol

I ntroduction

This User Datagram Protocol (UDP) is defined to make available a
datagram node of packet-switched comput er comruni cation in the
environment of an interconnected set of conputer networks. Thi s
protocol assumes that the Internet Protocol (IP) [1] is used as the
under | yi ng protocol.

This protocol provides a procedure for application prograns to send
messages to other prograns wth a mininmum of protocol nechanism The
protocol is transaction oriented, and delivery and duplicate protection
are not guaranteed. Applications requiring ordered reliable delivery of
streans of data should use the Transm ssion Control Protocol (TCP) [2].

For mat

0 78 15 16 23 24 31

T T T T +

| Sour ce | Destination |

| Por t | Por t |

S R S R S R S R +

I

| Length | Checksum |

T T T T +

I

| data octets

o e e e e e e e - - -

User Dat agram Header For nat

Fi el ds
Source Port is an optional field, when nmeaningful, it indicates the port
of the sending process, and nay be assuned to be the port to which a
reply should be addressed in the absence of any other information. |If

not used, a value of zero is inserted.

Post el [ page 1]

IPR2022-00833
CommScope, Inc. Exhibit 1034
Page 6 of 152



28 Aug 1980
User Datagram Protocol RFC 768
Fi el ds

Destination Port has a neaning within the context of a particular
i nternet destination address.

Length is the length in octets of this user datagram including this
header and the data. (This neans the mninmumvalue of the length is
eight.)

Checksumis the 16-bit one’s conplenent of the one’s conplenent sumof a
pseudo header of information fromthe |IP header, the UDP header, and the
data, padded wth zero octets at the end (if necessary) to nake a
multiple of two octets.

The pseudo header conceptually prefixed to the UDP header contains the

source address, the destination address, the protocol, and the UDP
| engt h. This information gives protection against m srouted datagrans.
This checksum procedure is the sane as is used in TCP

0 78 15 16 23 24 31

- - - - +

| source address |

S, S, S, S, +

| destination address |

S S S S +

| zero |protocol| UDP | ength |

- - - - +
If the conmputed checksum is zero, it is transmtted as all ones (the
equivalent in one's conplenent arithnetic). An all zero transmitted

checksum value neans that the transmitter generated no checksum (for
debuggi ng or for higher |level protocols that don't care).

User Interface

A user interface should all ow
the creation of new receive ports,

receive operations on the receive ports that return the data octets
and an indication of source port and source address,

and an operation that allows a datagram to be sent, specifying the
data, source and destination ports and addresses to be sent.

[ page 2] Post el

IPR2022-00833
CommScope, Inc. Exhibit 1034
Page 7 of 152



28 Aug 1980
RFC 768 User Dat agram Prot ocol
IP Interface

IP Interface

The UDP nmodul e nmust be able to determine the source and destination
i nternet addresses and the protocol field fromthe internet header. One
possible UDP/IP interface would return the whole internet datagram
including all of the internet header in response to a receive operation.
Such an interface would also allow the UDP to pass a full internet
datagram conplete wth header to the IP to send. The IP would verify
certain fields for consistency and conpute the internet header checksum

Prot ocol Application

The major uses of this protocol is the Internet Nane Server [3], and the
Trivial File Transfer [4].

Pr ot ocol Nunber

This is protocol 17 (21 octal) when used in the Internet Protocol.
O her protocol nunbers are listed in [5].

Ref er ences

[1] Post el , J., "Internet Protocol,"”™ RFC 760, USC Information
Sciences Institute, January 1980.

[2] Post el , J., "Transm ssi on Contr ol Pr ot ocol , " RFC 761,
USC/ I nformati on Sci ences Institute, January 1980.

[ 3] Postel, J., "Internet Name Server," USC/ Information Sciences
Institute, IEN 116, August 1979.

[ 4] Sollins, K., "The TFTP Protocol," Massachusetts Institute of
Technol ogy, | EN 133, January 1980.

[ 5] Post el , J., "Assi gned Nunbers, " USC/ Information Sciences
Institute, RFC 762, January 1980.
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Sept enber 1981
I nternet Protocol
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Sept enber 1981
I nternet Protocol
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Sept enber 1981
I nternet Protocol

PREFACE

Thi s document specifies the DoD Standard Internet Protocol. This
docunent is based on six earlier editions of the ARPA Internet Protoco
Speci fication, and the present text draws heavily fromthem There have
been many contributors to this work both in terns of concepts and in
terms of text. This edition revises aspects of addressing, error
handl i ng, option codes, and the security, precedence, conpartnents, and
handling restriction features of the internet protocol

Jon Post el

Edi t or

[Page iii]
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Sept enber 1981

RFC. 791

Repl aces: RFC 760

| ENs 128, 123, 111

80, 54, 44, 41, 28, 26

1.

I NTERNET PROTOCCL

DARPA | NTERNET PROGRAM
PROTOCOL SPECI FI CATI ON

1. | NTRODUCTI ON
1. Mbdtivation

The Internet Protocol is designed for use in interconnected systens of
packet - swi t ched conput er comuni cation networks. Such a system has
been called a "catenet” [1]. The internet protocol provides for
transmitting blocks of data called datagrans from sources to
destinations, where sources and destinations are hosts identified by
fixed I ength addresses. The internet protocol also provides for
fragmentation and reassenbly of |ong datagranms, if necessary, for
transm ssion through "small packet" networKks.

. 2. Scope

The internet protocol is specifically linited in scope to provide the
functions necessary to deliver a package of bits (an internet

datagram) froma source to a destination over an interconnected system
of networks. There are no nechanisns to augment end-to-end data
reliability, flow control, sequencing, or other services comonly
found in host-to-host protocols. The internet protocol can capitalize
on the services of its supporting networks to provide various types
and qualities of service.

. 3. I nterfaces

This protocol is called on by host-to-host protocols in an internet
environnment. This protocol calls on |local network protocols to carry
the internet datagramto the next gateway or destination host.

For exanple, a TCP nodule would call on the internet nodule to take a
TCP segnent (including the TCP header and user data) as the data
portion of an internet datagram The TCP nodul e woul d provide the
addresses and other paraneters in the internet header to the internet
modul e as argunments of the call. The internet nodul e would then
create an internet datagramand call on the local network interface to
transmt the internet datagram

In the ARPANET case, for exanple, the internet nodule would call on a

[ Page 1]
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Sept enber 1981
I nternet Protocol
I nt roducti on

| ocal net nodul e which would add the 1822 | eader [2] to the internet
dat agram creati ng an ARPANET nmessage to transnmit to the | MP. The
ARPANET address woul d be derived fromthe internet address by the

| ocal network interface and would be the address of sone host in the
ARPANET, that host night be a gateway to other networks.

1.4. QOperation

The internet protocol inplenments two basic functions: addressing and
fragment ati on.

The internet nodul es use the addresses carried in the internet header
to transmit internet datagrans toward their destinations. The
selection of a path for transmission is called routing.

The internet nodul es use fields in the internet header to fragnent and
reassenbl e i nternet datagranms when necessary for transm ssion through
"smal | packet" networKks.

The nodel of operation is that an internet nodul e resides in each host
engaged in internet conmmunication and in each gateway that

i nterconnects networks. These nodul es share common rul es for
interpreting address fields and for fragnmenting and assenbling
internet datagrans. |In addition, these nodules (especially in

gat eways) have procedures for naking routing decisions and ot her
functions.

The internet protocol treats each internet datagram as an independent
entity unrelated to any other internet datagram There are no
connections or logical circuits (virtual or otherw se).

The internet protocol uses four key mechanisms in providing its
service: Type of Service, Time to Live, Options, and Header Checksum

The Type of Service is used to indicate the quality of the service
desired. The type of service is an abstract or generalized set of
paraneters whi ch characterize the service choices provided in the
networks that make up the internet. This type of service indication
is to be used by gateways to select the actual transnission paraneters
for a particular network, the network to be used for the next hop, or
the next gateway when routing an internet datagram

The Time to Live is an indication of an upper bound on the lifetine of
an internet datagram It is set by the sender of the datagram and
reduced at the points along the route where it is processed. If the
time to live reaches zero before the internet datagramreaches its
destination, the internet datagramis destroyed. The tine to |live can
be thought of as a self destruct tine linmt.

[ Page 2]
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Sept enber 1981
I nternet Protocol
I nt roducti on

The Options provide for control functions needed or useful in sone
situations but unnecessary for the nbst comon communi cations. The
options include provisions for tinmestanps, security, and specia
routing.

The Header Checksum provides a verification that the information used
in processing internet datagram has been transnmitted correctly. The
data may contain errors. |f the header checksumfails, the internet
datagramis discarded at once by the entity which detects the error.

The internet protocol does not provide a reliable comrunication
facility. There are no acknow edgnents either end-to-end or
hop-by-hop. There is no error control for data, only a header
checksum There are no retransnissions. There is no flow control

Errors detected may be reported via the Internet Control Message
Protocol (ICWP) [3] which is inplenented in the internet protocol
nodul e.

[ Page 3]
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Sept enber 1981
I nternet Protocol

[ Page 4]

IPR2022-00833
CommScope, Inc. Exhibit 1034
Page 19 of 152



Sept enber 1981

2. 1.

Rel ation to O her

2.

Pr ot ocol s

OVERVI EW

| nt ernet Prot ocol

The following diagramillustrates the place of the internet protocol

2.

in the protocol hierarchy:
S + +----- + +----- + S +
| Telnet| | FTP | | TFTP| | ...
S AR, + - + - + +--m - - +
(. I I
+o-m o - + +o-m o - + +o-m o - +
| TCP | | UDP | | ..
S + S + S +
I I I
S +----+
| Internet Protocol & ICWP |
e +----+
I
e m e e e e e i oo - +
| Local Network Protocol |
o e e e e m e +
Prot ocol Rel ationships

I nternet protocol
host -t o-host protocols and on the other side to the | ocal
pr ot ocol .

Fi gure 1.

interfaces on one side to the higher |evel
net wor k
network in

In this context a "local network" nay be a snall

a building or a large network such as the ARPANET.

2. Mddel of Operation

The nodel of operation for transnmitting a datagram from one
application programto another is illustrated by the follow ng
scenari o:

We suppose that this transmission will involve one internediate

gat ewnay.

The sending application programprepares its data and calls on its
|l ocal internet nodule to send that data as a datagram and passes the
destination address and other paraneters as argunments of the call.

The internet nodul e prepares a datagram header and attaches the data

toit. The internet nodule deternmnes a |local network address for
this internet address, in this case it is the address of a gateway.

[ Page 5]
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Sept enber 1981
I nternet Protocol
Overvi ew

It sends this datagram and the | ocal network address to the | ocal
network interface.

The | ocal network interface creates a | ocal network header, and
attaches the datagramto it, then sends the result via the |ocal
net wor k.

The datagram arrives at a gateway host wapped in the | ocal network
header, the local network interface strips off this header, and
turns the datagramover to the internet nodule. The internet nodul e
determnes fromthe internet address that the datagramis to be
forwarded to another host in a second network. The internet nodul e

determ nes a | ocal net address for the destination host. It calls
on the local network interface for that network to send the
dat agram

This Il ocal network interface creates a | ocal network header and
attaches the datagram sending the result to the destination host.

At this destination host the datagramis stripped of the |ocal net
header by the local network interface and handed to the internet
nodul e.

The internet nodul e deternines that the datagramis for an
application programin this host. It passes the data to the
application programin response to a systemcall, passing the source
address and other paraneters as results of the call.

Appli cation Appli cation
Program Program
\ /

I nt ernet Mbdul e I nt ernet Mbdul e I nt ernet Nbdul e

\ / \ /

LN -1 LN -1 LN -2 LN -2
\ / \ /
Local Network 1 Local Network 2

Transm ssi on Path

Fi gure 2

[ Page 6]
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Sept enber 1981
I nternet Protocol
Overvi ew

2.3. Function Description

The function or purpose of Internet Protocol is to nove datagrans
through an interconnected set of networks. This is done by passing
the datagrans fromone internet nodule to another until the
destination is reached. The internet nodul es reside in hosts and
gateways in the internet system The datagrams are routed from one

i nternet nodul e to anot her through individual networks based on the
interpretation of an internet address. Thus, one inportant mechani sm
of the internet protocol is the internet address.

In the routing of nessages fromone internet nodul e to another
datagrans may need to traverse a network whose maxi num packet size is
smal l er than the size of the datagram To overcone this difficulty, a
fragmentati on mechanismis provided in the internet protocol

Addr essi ng
A distinction is nade between nanes, addresses, and routes [4]. A

name indi cates what we seek. An address indicates where it is. A
route indicates howto get there. The internet protocol deals

primarily with addresses. It is the task of higher level (i.e.
host-to-host or application) protocols to nmake the mappi ng from
nanes to addresses. The internet nodul e maps i nternet addresses to
| ocal net addresses. It is the task of lower level (i.e., local net
or gateways) procedures to make the mapping fromlocal net addresses
to routes.

Addresses are fixed length of four octets (32 bhits). An address
begins with a network nunber, followed by |ocal address (called the
"rest" field). There are three formats or classes of internet
addresses: in class a, the high order bit is zero, the next 7 bits
are the network, and the last 24 bits are the |local address; in
class b, the high order two bits are one-zero, the next 14 bits are
the network and the last 16 bits are the local address; in class c,
the high order three bits are one-one-zero, the next 21 bits are the
network and the last 8 bits are the |ocal address.

Care nmust be taken in mapping internet addresses to |ocal net
addresses; a single physical host nust be able to act as if it were
several distinct hosts to the extent of using several distinct

i nternet addresses. Sone hosts will also have several physica
interfaces (multi-hom ng).

That is, provision nust be nade for a host to have several physica
interfaces to the network with each having several |ogical internet
addr esses.

[ Page 7]

IPR2022-00833
CommScope, Inc. Exhibit 1034
Page 22 of 152



Sept enber 1981
I nternet Protocol
Overvi ew

Exanpl es of address nmappings may be found in "Address Mappings" [5].
Fragment ati on

Fragnentation of an internet datagramis necessary when it
originates in a local net that allows a | arge packet size and nust
traverse a local net that linmits packets to a smaller size to reach
its destination.

An internet datagram can be marked "don’t fragment." Any internet
datagram so marked is not to be internet fragnented under any
circunstances. |f internet datagram marked don't fragnent cannot be

delivered to its destination without fragmenting it, it is to be
di scarded i nstead.

Fragnment ati on, transm ssion and reassenbly across a | ocal network
which is invisible to the internet protocol nodule is called
intranet fragnmentation and nmay be used [6].

The internet fragmentation and reassenbly procedure needs to be able
to break a datagraminto an al nost arbitrary nunmber of pieces that
can be later reassenbled. The receiver of the fragnents uses the
identification field to ensure that fragnents of different datagrans
are not mxed. The fragnent offset field tells the receiver the
position of a fragment in the original datagram The fragnent

of fset and length deternmine the portion of the original datagram
covered by this fragment. The nore-fragnents flag indicates (by
being reset) the last fragment. These fields provide sufficient
informati on to reassenbl e dat agrans.

The identification field is used to distinguish the fragnents of one
dat agram from t hose of another. The originating protocol nodul e of
an internet datagramsets the identification field to a val ue that
must be unique for that source-destination pair and protocol for the
time the datagramwill be active in the internet system The
originating protocol nodule of a conplete datagram sets the
nore-fragnments flag to zero and the fragment offset to zero

To fragnment a long internet datagram an internet protocol nodul e
(for example, in a gateway), creates two new internet datagrans and
copies the contents of the internet header fields fromthe | ong
datagraminto both new i nternet headers. The data of the |ong
datagramis divided into two portions on a 8 octet (64 bit) boundary
(the second portion might not be an integral nultiple of 8 octets,
but the first nmust be). Call the nunber of 8 octet blocks in the
first portion NFB (for Number of Fragnent Blocks). The first
portion of the data is placed in the first new internet datagram
and the total length field is set to the length of the first

[ Page 8]
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Sept enber 1981

2. 4.

I nternet Protocol
Overvi ew

datagram The nore-fragnents flag is set to one. The second
portion of the data is placed in the second new i nternet datagram
and the total length field is set to the length of the second
datagram The nore-fragnents flag carries the same value as the

| ong datagram The fragnent offset field of the second new internet
datagramis set to the value of that field in the | ong datagram plus
NFB.

This procedure can be generalized for an n-way split, rather than
the two-way split described.

To assenble the fragnents of an internet datagram an internet
protocol nmodul e (for exanple at a destination host) conbines

i nternet datagranms that all have the sane value for the four fields:
identification, source, destination, and protocol. The conbination
is done by placing the data portion of each fragnment in the relative
position indicated by the fragnent offset in that fragnent’'s
internet header. The first fragnment will have the fragnent offset
zero, and the last fragment will have the nore-fragnents flag reset
to zero.

Gat eways

Gat eways i nplenment internet protocol to forward datagrans between
networks. Gateways al so inplenent the Gateway to Gateway Protocol
(GEP) [7] to coordinate routing and other internet control

i nformation.

In a gateway the higher |evel protocols need not be inplenented and
the GGEP functions are added to the | P nodul e.

o m e e e e e e e e e e memmao-- +
| I'nternet Protocol & ICWP & GGP|
o e o e e e e e e e o oo oo +
I I
R + R +
| Local Net | | Local Net |
Fom e e e m e oo - + Fom e e e m e oo - +

Gat eway Protocols

Fi gure 3.
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Sept enber 1981
I nternet Protocol

3. SPECI FI CATI ON
3.1. Internet Header For mat

A summary of the contents of the internet header foll ows:

0 1 2 3

01234567890123456789012345678901
B I il st ST S S S S S S S S S S N i air S S S S S S S i S N
| Version| IHL | Type of Service| Total Length |
T oot T S e at e st ST I S S e S i i e R e T el st sTE SO SR S S SR S
| I dentification | Fl ags| Fragnent O fset |
i S i s i i S S e e s s S i
| Time to Live | Pr ot ocol | Header Checksum |
B I il st ST S S S S S S S S S S N i air S S S S S S S i S N
| Sour ce Address |
T oot T S e at e st ST I S S e S i i e R e T el st sTE SO SR S S SR S
| Destination Address |
i S i s i i S S e e s s S i
| Opti ons | Paddi ng |
+-

i T T T i o e i ik S I S S S S
Exanpl e | nternet Dat agram Header
Fi gure 4.
Note that each tick mark represents one bit position.
Version: 4 bits

The Version field indicates the format of the internet header. This
docunent descri bes version 4.

IHL: 4 bits
I nternet Header Length is the length of the internet header in 32

bit words, and thus points to the beginning of the data. Note that
the m ninum val ue for a correct header is 5.
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Type of Service: 8 bits

The Type of Service provides an indication of the abstract
paraneters of the quality of service desired. These paranmeters are
to be used to guide the selection of the actual service paraneters
when transmitting a datagramthrough a particul ar network. Severa
net works of fer service precedence, which sonehow treats high
precedence traffic as nore inportant than other traffic (generally
by accepting only traffic above a certain precedence at tinme of high
|l oad). The major choice is a three way tradeoff between | ow del ay,
high-reliability, and high-throughput.

Bits 0-2 Precedence
Bi t 3: 0 = Nornmal Delay, 1 = Low Del ay.
Bits 4: 0 = Normal Throughput, 1 = Hi gh Throughput.
Bits 5 0O = Normal Relibility, 1 = Hgh Relibility.
Bit 6-7 Reserved for Future Use

0 1 2 3 4 5 6 7
S S S S S S S S +

I I I I I I

| PRECEDENCE | D] T | R ] 0] O
I I I I I I I
oo oo oo oo oo oo oo oo +

Precedence

111 - Network Contro

110 - Internetwork Contro
101 - CRITIC ECP

100 - Fl ash Override

011 - Fl ash

010 - I medi ate

001 - Priority

000 - Routi ne

The use of the Delay, Throughput, and Reliability indications may

i ncrease the cost (in sonme sense) of the service. In nany networks
better performance for one of these paranmeters is coupled with worse
performance on another. Except for very unusual cases at nost two
of these three indications should be set.

The type of service is used to specify the treatnent of the datagram
during its transmission through the internet system Exanple

mappi ngs of the internet type of service to the actual service

provi ded on networks such as AUTCDI N |1, ARPANET, SATNET, and PRNET
is given in "Service Mappings" [8].
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The Network Control precedence designation is intended to be used
within a network only. The actual use and control of that
designation is up to each network. The Internetwork Control
designation is intended for use by gateway control originators only.
If the actual use of these precedence designations is of concern to
a particular network, it is the responsibility of that network to
control the access to, and use of, those precedence designations.

Total Length: 16 bits

Total Length is the length of the datagram neasured in octets,
including internet header and data. This field allows the |ength of
a datagramto be up to 65,535 octets. Such |long datagrans are

i mpractical for nost hosts and networks. All hosts nust be prepared
to accept datagrams of up to 576 octets (whether they arrive whole
or in fragments). It is recomended that hosts only send datagrans
| arger than 576 octets if they have assurance that the destination
is prepared to accept the | arger datagrans.

The nunber 576 is selected to allow a reasonabl e sized data block to
be transmitted in addition to the required header information. For
exanple, this size allows a data bl ock of 512 octets plus 64 header
octets to fit in a datagram The maxi mal internet header is 60
octets, and a typical internet header is 20 octets, allowing a
margi n for headers of higher |evel protocols.

Identification: 16 bits

An identifying val ue assigned by the sender to aid in assenbling the
fragnments of a datagram

Flags: 3 bits
Various Control Flags.
Bit 0: reserved, nust be zero

Bit 1. (DF) O May Fragnent, 1
Bit 22 (MF) O Last Fragnent, 1

Don’t Fragnent.
More Fragnents.

0 1 2
T
I | DI M|
| O] F| F|

S L
Fragment Offset: 13 bits

This field indicates where in the datagramthis fragnment bel ongs.
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The fragnent offset is nmeasured in units of 8 octets (64 bits). The
first fragment has offset zero

Tinme to Live: 8 bits

This field indicates the maxinumtinme the datagramis allowed to
remain in the internet system |If this field contains the value
zero, then the datagram nmust be destroyed. This field is nodified
in internet header processing. The tinme is neasured in units of
seconds, but since every nodul e that processes a datagram nust
decrease the TTL by at |east one even if it process the datagramin
| ess than a second, the TTL nust be thought of only as an upper
bound on the tine a datagram may exist. The intention is to cause
undel i ver abl e datagranms to be discarded, and to bound the maxi num
datagramlifetime

Protocol: 8 bits
This field indicates the next |evel protocol used in the data
portion of the internet datagram The values for various protocols
are specified in "Assigned Nunmbers" [9].
Header Checksum 16 bits
A checksum on t he header only. Since sone header fields change
(e.g., time to live), this is reconputed and verified at each point
that the internet header is processed.
The checksum algorithmis:
The checksumfield is the 16 bit one’s conpl enent of the one’s
conpl enent sumof all 16 bit words in the header. For purposes of
computing the checksum the value of the checksumfield is zero.
This is a sinple to conpute checksum and experinental evidence
indicates it is adequate, but it is provisional and may be repl aced
by a CRC procedure, depending on further experience.
Source Address: 32 bits
The source address. See section 3.2.
Destination Address: 32 bits

The destinati on address. See section 3. 2.
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Options: variable

The options may appear or not in datagrams. They nust be

i mpl emented by all |IP nodul es (host and gateways). What is optiona
is their transmission in any particular datagram not their

i mpl enent ati on.

In some environments the security option may be required in al
dat agr ans.

The option field is variable in length. There may be zero or nore
options. There are two cases for the format of an option

Case 1: A single octet of option-type.

Case 2: An option-type octet, an option-length octet, and the
actual option-data octets.

The option-length octet counts the option-type octet and the
option-length octet as well as the option-data octets.

The option-type octet is viewed as having 3 fields:
1 bit copi ed flag,
2 bits option class,
5 bits option nunber.

The copied flag indicates that this option is copied into all
fragments on fragnmentation

not copied
copi ed

0
1
The option classes are:

contr ol

reserved for future use
debuggi ng and neasur enent
reserved for future use

WNEFO
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The followi ng internet options are defined:

CLASS NUMBER LENGTH DESCRI PTI ON

0 0 - End of Option list. This option occupies only
1 octet; it has no length octet.

0 1 - No Operation. This option occupies only 1
octet; it has no length octet.

0 2 11 Security. Used to carry Security,

Conpartnentation, User Goup (TCC), and
Handl i ng Restriction Codes conpatible with DOD
requirenents.

0 3 var. Loose Source Routing. Used to route the
i nternet datagram based on information
supplied by the source.

0 9 var. Strict Source Routing. Used to route the
i nternet datagram based on infornation
supplied by the source.

0 7 var. Record Route. Used to trace the route an
i nternet datagramtakes.

0 8 4 Stream I D. Used to carry the stream
identifier.

2 4 var. Internet Tinmestanp.

Specific Option Definitions

End of Option List

This option indicates the end of the option list. This night
not coincide with the end of the internet header according to
the internet header length. This is used at the end of all
options, not the end of each option, and need only be used if
the end of the options would not otherw se coincide with the end
of the internet header.

May be copied, introduced, or deleted on fragmentation, or for
any ot her reason.
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No Operation

This option may be used between options,

| nt ernet Prot ocol

for exanple,

Speci fication

to align

the begi nning of a subsequent option on a 32 bit boundary.

May be copie
any other re

Security

This option provides a way for hosts to send security,
handl i ng restrictions,
The format for this option is as follows:

conpartment ati on,
group) paraneters.

- +
S R +
Type=130

Security (S

d, introduced,

ason.

or deleted on fragnentation

or for

and TCC (cl osed user

-------- T B N e
| 10000010] 00001011 SSS SSS| COC  CCC| HHH  HHH

-------- e R e Y-

Lengt h=11

field):

16 bits

Speci fies one of 16 |levels of security (eight of which are
reserved for future use).

00000000
11110001
01111000
10111100
01011110
10101111
11010111
01101011
00110101
10011010
01001101
00100100
00010011
10001001
11000100
11100010

00000000
00110101
10011010
01001101
00100110
00010011
10001000
11000101
11100010
11110001
01111000
10111101
01011110
10101111
11010110
01101011

Uncl assi fi
Confi denti
EFTO

MVIWM

PROG
Restricted
Secr et

Top Secret
(Reserved
(Reserved
(Reserved
(Reserved
(Reserved
(Reserved
(Reserved
(Reserved

ed
a

for
for
for
for
for
for
for
for

future
future
future
future
future
future
future
future

use)
use)
use)
use)
use)
use)
use)
use)
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Conpartnents (C field): 16 bits

An all zero value is used when the information transmtted is
not conpartnmented. Oher values for the conpartnents field
may be obtained fromthe Defense Intelligence Agency.

Handling Restrictions (H field): 16 bits
The values for the control and rel ease markings are
al phanuneri c di graphs and are defined in the Defense
Intelligence Agency Manual DI AM 65-19, "Standard Security
Mar ki ngs".

Transm ssion Control Code (TCC field): 24 bits
Provides a nmeans to segregate traffic and define controlled
communities of interest anobng subscribers. The TCC val ues are
trigraphs, and are avail able from HQ DCA Code 530.

Must be copied on fragnmentation. This option appears at nost
once in a datagram

Loose Source and Record Route

S S S S - []---n--a-- +
| 10000011 length | pointer| route data |
Fom e e m oo Fom e e m oo Fom e e m oo Fom e m oo []-------- +
Type=131

The | cose source and record route (LSRR) option provides a neans
for the source of an internet datagramto supply routing
informati on to be used by the gateways in forwarding the
datagramto the destination, and to record the route

i nformati on.

The option begins with the option type code. The second octet
is the option length which includes the option type code and the
I ength octet, the pointer octet, and length-3 octets of route
data. The third octet is the pointer into the route data

i ndi cating the octet which begins the next source address to be
processed. The pointer is relative to this option, and the
smal | est | egal value for the pointer is 4.

A route data is conposed of a series of internet addresses.

Each internet address is 32 bits or 4 octets. |If the pointer is
greater than the length, the source route is enpty (and the
recorded route full) and the routing is to be based on the
destination address field.
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If the address in destination address field has been reached and
the pointer is not greater than the length, the next address in
the source route replaces the address in the destination address
field, and the recorded route address replaces the source
address just used, and pointer is increased by four.

The recorded route address is the internet nodule’ s own internet
address as known in the environnment into which this datagramis
bei ng forwarded.

This procedure of replacing the source route with the recorded
route (though it is in the reverse of the order it nust be in to
be used as a source route) nmeans the option (and the |P header
as a whole) remains a constant |ength as the datagram progresses
through the internet.

This option is a | oose source route because the gateway or host
IPis allowed to use any route of any nunber of other
i nternmedi ate gateways to reach the next address in the route.

Must be copied on fragmentation. Appears at npost once in a
dat agram

Strict Source and Record Route

Fomm oo Fomm oo Fomm oo Femmmmamaa []---e--a-- +
| 10001001| length | pointer| route data

B S B S B S S []-------- +
Type=137

The strict source and record route (SSRR) option provides a
means for the source of an internet datagramto supply routing
informati on to be used by the gateways in forwarding the
datagramto the destination, and to record the route

i nfornation.

The option begins with the option type code. The second octet
is the option length which includes the option type code and the
I ength octet, the pointer octet, and length-3 octets of route
data. The third octet is the pointer into the route data

i ndicating the octet which begins the next source address to be
processed. The pointer is relative to this option, and the
smal | est | egal value for the pointer is 4.

A route data is conposed of a series of internet addresses.
Each internet address is 32 bits or 4 octets. |If the pointer is
greater than the length, the source route is enpty (and the
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recorded route full) and the routing is to be based on the
destination address field.

If the address in destination address field has been reached and
the pointer is not greater than the length, the next address in
the source route replaces the address in the destination address
field, and the recorded route address replaces the source
address just used, and pointer is increased by four.

The recorded route address is the internet nodul e’ s own internet
address as known in the environnment into which this datagramis
bei ng forwarded.

Thi s procedure of replacing the source route with the recorded
route (though it is in the reverse of the order it nust be in to
be used as a source route) nmeans the option (and the |IP header
as a whole) remains a constant |ength as the datagram progresses
through the internet.

This option is a strict source route because the gateway or host
I P must send the datagramdirectly to the next address in the
source route through only the directly connected network
indicated in the next address to reach the next gateway or host
specified in the route.

Must be copied on fragnmentation. Appears at npbst once in a
dat agram

Record Route

S S S S - []---n--a-- +
| 00000111] length | pointer| route data |
Fom e e m oo Fom e e m oo Fom e e m oo Fom e m oo []-------- +
Type=7

The record route option provides a neans to record the route of
an internet datagram

The option begins with the option type code. The second octet
is the option length which includes the option type code and the
I ength octet, the pointer octet, and length-3 octets of route
data. The third octet is the pointer into the route data

i ndicating the octet which begins the next area to store a route
address. The pointer is relative to this option, and the
smal | est | egal value for the pointer is 4.

A recorded route is conposed of a series of internet addresses.
Each internet address is 32 bits or 4 octets. |If the pointer is
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greater than the length, the recorded route data area is full.
The originating host nust conpose this option with a large
enough route data area to hold all the address expected. The
size of the option does not change due to addi ng addresses. The
intitial contents of the route data area nust be zero.

When an internet nodule routes a datagramit checks to see if
the record route option is present. If it is, it inserts its
own internet address as known in the environment into which this
datagramis being forwarded into the recorded route begining at
the octet indicated by the pointer, and increnents the pointer
by four.

If the route data area is already full (the pointer exceeds the
I ength) the datagramis forwarded w thout inserting the address
into the recorded route. |If there is some room but not enough
roomfor a full address to be inserted, the original datagramis
considered to be in error and is discarded. |In either case an

| CMP paraneter probl em nessage nay be sent to the source

host [3].

Not copi ed on fragnentation, goes in first fragnment only.
Appears at npbst once in a datagram

Stream |l dentifier

. S . S . S . S +
| 10001000] 00000010 StreamID |
Fomee oo Fomee oo Fomee oo Fomee oo +

Type=136 Lengt h=4

This option provides a way for the 16-bit SATNET stream
identifier to be carried through networks that do not support
the stream concept.

Must be copied on fragnentation. Appears at nbst once in a
dat agram
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I nternet Tinmestanp

Fom e e m oo Fom e e m oo Fom e e m oo Fom e e m oo +
| 01000100| length | pointer|oflwflg]
E E E E +
| i nternet address |
T T T T +
| ti mest anmp |
Fom e e m oo Fom e e m oo Fom e e m oo Fom e e m oo +
I : I
Type = 68

The Option Length is the nunber of octets in the option counting
the type, length, pointer, and overflow flag octets (maxinmm
| ength 40).

The Pointer is the nunber of octets fromthe beginning of this
option to the end of timestanps plus one (i.e., it points to the
octet beginning the space for next tinestanp). The snallest

l egal value is 5. The tinestanp area is full when the pointer
is greater than the length

The Overflow (oflw) [4 bits] is the nunber of |IP nodul es that
cannot register timestanps due to |ack of space

The Flag (flg) [4 bits] values are
0 -- time stanps only, stored in consecutive 32-bit words,

1 -- each tinestanp is preceded with internet address of the
registering entity,

3 -- the internet address fields are prespecified. An IP
modul e only registers its tinestanp if it matches its own
address with the next specified internet address.

The Tinestanp is a right-justified, 32-bit tinestanp in
mlliseconds since mdnight UT. |If the time is not available in
m | 1iseconds or cannot be provided with respect to m dni ght UT
then any tine may be inserted as a tinestanp provided the high
order bit of the tinestanp field is set to one to indicate the
use of a non-standard val ue.

The originating host nust conpose this option with a |arge
enough tinestanp data area to hold all the tinestanp information
expected. The size of the option does not change due to addi ng
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timestanps. The intitial contents of the timestanp data area
nmust be zero or internet address/zero pairs.

If the timestanp data area is already full (the pointer exceeds
the length) the datagramis forwarded w thout inserting the
ti mestanp, but the overflow count is increnented by one.

If there is some room but not enough roomfor a full tinestanp
to be inserted, or the overflow count itself overflows, the
original datagramis considered to be in error and is discarded.
In either case an | CVP paraneter problem nessage may be sent to
the source host [3].

The tinestanp option is not copied upon fragnmentation. It is
carried in the first fragnent. Appears at nost once in a
dat agram

Paddi ng: variabl e

The internet header padding is used to ensure that the internet
header ends on a 32 bit boundary. The padding is zero.

3.2. Discussion

The inplementation of a protocol nust be robust. Each inplenentation
must expect to interoperate with others created by different
individuals. While the goal of this specification is to be explicit
about the protocol there is the possibility of differing
interpretations. 1In general, an inplenentation nust be conservative
in its sending behavior, and liberal in its receiving behavior. That
is, it nust be careful to send well-formed datagrans, but nust accept
any datagramthat it can interpret (e.g., not object to technica
errors where the neaning is still clear).

The basic internet service is datagramoriented and provides for the
fragmentati on of datagrans at gateways, with reassenbly taking place
at the destination internet protocol nodule in the destination host.
O course, fragmentation and reassenbly of datagrams within a network
or by private agreenent between the gateways of a network is also

all owed since this is transparent to the internet protocols and the
hi gher-1 evel protocols. This transparent type of fragnentation and
reassenbly is terned "network-dependent” (or intranet) fragnentation
and is not discussed further here.

I nternet addresses distinguish sources and destinations to the host

| evel and provide a protocol field as well. It is assumed that each
protocol will provide for whatever multiplexing is necessary within a
host .
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Addr essi ng

To provide for flexibility in assigning address to networks and
allow for the |I|arge nunber of small to internediate sized networks
the interpretation of the address field is coded to specify a snal
nunber of networks with a | arge nunber of host, a noderate nunber of
networks with a noderate nunber of hosts, and a | arge nunber of
networks with a small nunber of hosts. |In addition there is an
escape code for extended addressing node.

Addr ess Format s:

H gh Order Bits For mat d ass
0 7 bits of net, 24 bits of host a
10 14 bits of net, 16 bits of host b
110 21 bits of net, 8 bits of host c
111 escape to extended addressi ng node

A value of zero in the network field neans this network. This is
only used in certain | CMP nessages. The extended addressi ng node
is undefined. Both of these features are reserved for future use.

The actual val ues assigned for network addresses is given in
"Assi gned Nunbers" [9].

The | ocal address, assigned by the local network, nust allow for a
singl e physical host to act as several distinct internet hosts.

That is, there nust be a mappi ng between internet host addresses and
net wor k/ host interfaces that allows several internet addresses to
correspond to one interface. It nust also be allowed for a host to
have several physical interfaces and to treat the datagrans from
several of themas if they were all addressed to a single host.

Addr ess mappi ngs between internet addresses and addresses for
ARPANET, SATNET, PRNET, and ot her networks are described in "Address
Mappi ngs" [5].

Fragnment ati on and Reassenbly.

The internet identification field (ID) is used together with the
source and destination address, and the protocol fields, to identify
datagram fragnents for reassenbly.

The More Fragnents flag bit (MF) is set if the datagramis not the
| ast fragnment. The Fragnent Ofset field identifies the fragnent

| ocation, relative to the beginning of the original unfragnented
datagram Fragnments are counted in units of 8 octets. The
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fragmentation strategy is designed so than an unfragmented datagram
has all zero fragnentation information (M- = 0, fragnment offset =
0). If an internet datagramis fragnmented, its data portion nust be
broken on 8 octet boundari es.

This format allows 2**13 = 8192 fragnents of 8 octets each for a
total of 65,536 octets. Note that this is consistent with the the
datagramtotal length field (of course, the header is counted in the
total length and not in the fragnents).

When fragnmentation occurs, sone options are copied, but others
remain with the first fragnment only

Every internet nmodule nust be able to forward a datagram of 68
octets without further fragnentation. This is because an internet
header may be up to 60 octets, and the m ninmumfragnent is 8 octets.

Every internet destination nust be able to receive a datagram of 576
octets either in one piece or in fragnents to be reassenbl ed.

The fields which may be affected by fragnentation incl ude:

(1) options field

(2) nore fragnments flag

(3) fragnment offset

(4) internet header length field
(5) total length field

(6) header checksum

If the Don't Fragnent flag (DF) bit is set, then internet
fragmentation of this datagramis NOT pernitted, although it nmay be
di scarded. This can be used to prohibit fragnmentation in cases
where the receiving host does not have sufficient resources to
reassenbl e internet fragments.

One exanpl e of use of the Don't Fragnent feature is to down line
load a small host. A snmall host could have a boot strap program
that accepts a datagramstores it in nenory and then executes it.

The fragnentation and reassenbly procedures are nost easily
descri bed by exanples. The follow ng procedures are exanple
i mpl enent ati ons.

General notation in the follow ng pseudo programs: "=<" nmeans "l ess
than or equal”, "#" means "not equal", "=" means "equal", "<-" neans
"is set to". Also, "x to y" includes x and excludes y; for exanple,

"4 to 7" would include 4, 5, and 6 (but not 7).
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An Exanpl e Fragnentation Procedure

The maxi num si zed datagramthat can be transmitted through the
next network is called the maxi mumtransm ssion unit (MIU).

If the total length is |l ess than or equal the maxi mumtransm ssion
unit then submt this datagramto the next step in datagram
processing; otherw se cut the datagraminto two fragnents, the
first fragment being the maxi num size, and the second fragnent
being the rest of the datagram The first fragment is submtted
to the next step in datagram processing, while the second fragnent

is submitted to this procedure in case it is still too |arge.
Not at i on:

FO -  Fragnment O fset

I HL - Internet Header Length

DF - Don't Fragnent flag

VF - Mre Fragnents flag

TL - Total Length

OFO - dd Fragnent O fset

OHL - dd Internet Header Length

OW - dd Mre Fragnents flag

OorL - Odd Total Length

NFB - Nunber of Fragnent Bl ocks

MU - Maxi num Transmni ssion Unit
Pr ocedur e:

IF TL =< MU THEN Subnit this datagramto the next step
i n datagram processing ELSE |F DF = 1 THEN di scard the
dat agram ELSE
To produce the first fragment:
(1) Copy the original internet header;
(2) OHL <- IHL; OIL <- TL; OFO <- FO OW <- MF;
(3) NFB <- (MIU-1HL*4)/8;
(4) Attach the first NFB*8 data octets;
(5) Correct the header:
MF <- 1; TL <- (IHL*4)+(NFB*8);
Reconmput e Checksum
(6) Submt this fragnment to the next step in
dat agr am pr ocessi ng;
To produce the second fragment:
(7) Selectively copy the internet header (some options
are not copied, see option definitions);
(8) Append the remaining data;
(9) Correct the header:
IHL <- (((O HL*4)-(length of options not copied))+3)/4;
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TL <- OTL - NFB*8 - (O HL-1HL)*4);
FO <- OFO + NFB; Mr <- OW,; Reconpute Checksum
(10) Submit this fragment to the fragmentation test; DONE.

In the above procedure each fragnment (except the last) was nade
the maxi mum al | owabl e size. An alternative m ght produce |ess
than the maxi num si ze datagrans. For exanple, one could inplenent
a fragnentation procedure that repeatly divided | arge datagrans in
hal f until the resulting fragments were | ess than the nmaxi mum
transm ssion unit size.

An Exanpl e Reassenbly Procedure

For each datagramthe buffer identifier is conputed as the

concat enati on of the source, destination, protocol, and
identification fields. |If this is a whole datagram (that is both
the fragnent offset and the nore fragnents fields are zero), then
any reassenbly resources associated with this buffer identifier
are rel eased and the datagramis forwarded to the next step in

dat agr am pr ocessi ng.

If no other fragment with this buffer identifier is on hand then
reassenbly resources are allocated. The reassenbly resources
consist of a data buffer, a header buffer, a fragment bl ock bit
table, a total data length field, and a tiner. The data fromthe
fragment is placed in the data buffer according to its fragnent
of fset and length, and bits are set in the fragnment bl ock bit
tabl e corresponding to the fragment bl ocks received.

If this is the first fragnent (that is the fragnent offset is
zero) this header is placed in the header buffer. |If this is the
last fragment ( that is the nore fragnments field is zero) the
total data length is conputed. |If this fragment conpletes the

dat agram (tested by checking the bits set in the fragnent bl ock
table), then the datagramis sent to the next step in datagram
processing; otherwise the tiner is set to the maxi mum of the
current tinmer value and the value of the tinme to live field from
this fragnment; and the reassenbly routine gives up control

If the timer runs out, the all reassenbly resources for this
buffer identifier are released. The initial setting of the tiner
is a lower bound on the reassenbly waiting tine. This is because
the waiting tinme will be increased if the Tinme to Live in the
arriving fragment is greater than the current tiner value but wll
not be decreased if it is less. The maximumthis timer val ue
could reach is the maximumtinme to live (approximtely 4.25

m nutes). The current recomendation for the initial tinmer
setting is 15 seconds. This may be changed as experience with
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this protocol accumulates. Note that the choice of this paraneter
value is related to the buffer capacity available and the data
rate of the transm ssion nedium that is, data rate tines timer
val ue equal s buffer size (e.g., 10Kb/s X 15s = 150Kb).

Not at i on:
FO - Fragnent O fset
I HL - Internet Header Length
M- - Mre Fragnents fl ag
TTL - Time To Live
NFB - Nunber of Fragnent Bl ocks
TL - Total Length
TDL - Total Data Length

BUFI D - Buffer ldentifier
RCVBT - Fragnent Received Bit Table
TLB - Tinmer Lower Bound

Pr ocedur e:

(1) BUFID <- source|destination|protocol|identification;
(2) IFFO=0AND M =0

(3) THEN | F buffer with BUFID is all ocated
(4) THEN flush all reassenbly for this BUFID;
(5) Subnit datagramto next step; DONE.
(6) ELSE I F no buffer with BUFID is allocated
(7) THEN al | ocat e reassenbly resources
with BUFI D
TI MER <- TLB; TDL <- O;
(8) put data fromfragnent into data buffer with

BUFID fromoctet FO'8 to
octet (TL-(IHL*4))+FO*S;
(9) set RCVBT bits from FO
to FO((TL-(1HL*4)+7)/8);

(10) IF M =0 THEN TDL <- TL-(IHL*4)+(FO*8)
(1) IF FO = 0 THEN put header in header buffer
(12) IF TDL # O
(13) AND all RCVBT bits fromO

to (TDL+7)/8 are set
(14) THEN TL <- TDL+(I|HL*4)
(15) Subnit datagramto next step;
(16) free all reassenbly resources

for this BUFI D, DONE.

(17) TI MER <- MAX(TIMER, TTL);
(18) give up until next fragment or tiner expires;

(19) tiner expires: flush all reassenbly with this BUFI D; DONE.

In the case that two or nore fragnments contain the sanme data
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either identically or through a partial overlap, this procedure
will use the nore recently arrived copy in the data buffer and
dat agram del i ver ed

Identification

The choice of the Identifier for a datagramis based on the need to
provide a way to uniquely identify the fragnents of a particular
datagram The protocol nodul e assenbling fragnments judges fragnments
to belong to the sane datagramif they have the sane source,
destination, protocol, and Identifier. Thus, the sender nust choose
the Identifier to be unique for this source, destination pair and
protocol for the tinme the datagram (or any fragnment of it) could be
alive in the internet.

It seems then that a sending protocol nodule needs to keep a table
of lIdentifiers, one entry for each destination it has comruni cated
with in the last maxi num packet lifetinme for the internet.

However, since the Identifier field allows 65,536 different val ues,
some host may be able to sinply use unique identifiers independent
of destination.

It is appropriate for some higher |evel protocols to choose the
identifier. For exanple, TCP protocol nodules nmay retransnit an

i dentical TCP segnent, and the probability for correct reception
woul d be enhanced if the retransnission carried the sanme identifier
as the original transm ssion since fragnments of either datagram
could be used to construct a correct TCP segnent.

Type of Service

The type of service (TOS) is for internet service quality selection
The type of service is specified along the abstract parameters
precedence, delay, throughput, and reliability. These abstract
paraneters are to be mapped into the actual service paraneters of
the particul ar networks the datagramtraverses.

Precedence. An independent nmeasure of the inportance of this
dat agram

Delay. Pronpt delivery is inportant for datagrans with this
i ndi cati on.

Throughput. High data rate is inportant for datagrams with this
i ndi cati on.
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Ti

Reliability. A higher level of effort to ensure delivery is
important for datagrans with this indication

For exanple, the ARPANET has a priority bit, and a choi ce between
"standard" nessages (type 0) and "uncontrol |l ed" nessages (type 3),
(the choi ce between single packet and nultipacket nessages can al so
be considered a service paraneter). The uncontrolled nessages tend
to be less reliably delivered and suffer |ess delay. Suppose an
internet datagramis to be sent through the ARPANET. Let the
internet type of service be given as:

Precedence: 5
Del ay: 0
Thr oughput : 1
Reliability: 1

In this exanple, the mapping of these paraneters to those avail able
for the ARPANET would be to set the ARPANET priority bit on since
the Internet precedence is in the upper half of its range, to select
standard nmessages since the throughput and reliability requirenents
are indicated and delay is not. Mre details are given on service
mappi ngs in "Service Mappings" [8].

me to Live

The time to live is set by the sender to the maxinumtine the
datagramis allowed to be in the internet system |If the datagram
isin the internet systemlonger than the tine to live, then the
dat agram nust be destroyed

This field nust be decreased at each point that the internet header
is processed to reflect the time spent processing the datagram
Even if no local information is available on the time actually
spent, the field nust be decrenented by 1. The tine is neasured in
units of seconds (i.e. the value 1 neans one second). Thus, the
maximumtine to live is 255 seconds or 4.25 nminutes. Since every
nmodul e that processes a datagram nust decrease the TTL by at | east
one even if it process the datagramin |less than a second, the TTL
must be thought of only as an upper bound on the tine a datagram may
exist. The intention is to cause undeliverabl e datagranms to be

di scarded, and to bound the maxi mum datagram |lifetine.

Sone hi gher |evel reliable connection protocols are based on
assunptions that old duplicate datagrans will not arrive after a
certain time elapses. The TTL is a way for such protocols to have
an assurance that their assunption is net.
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Options

The options are optional in each datagram but required in

i npl ementations. That is, the presence or absence of an option is
the choice of the sender, but each internet nodul e nust be able to
parse every option. There can be several options present in the
option field.

The options mght not end on a 32-bit boundary. The internet header
must be filled out with octets of zeros. The first of these would
be interpreted as the end-of-options option, and the renmi nder as

i nternet header padding.

Every internet nodul e nust be able to act on every option. The
Security Option is required if classified, restricted, or
compartmented traffic is to be passed

Checksum

The internet header checksumis reconmputed if the internet header is
changed. For exanple, a reduction of the time to live, additions or
changes to internet options, or due to fragnentation. This checksum
at the internet level is intended to protect the internet header
fields fromtransm ssion errors.

There are some applications where a few data bit errors are

acceptabl e while retransm ssion delays are not. |f the internet
protocol enforced data correctness such applications could not be
support ed.

Errors

Internet protocol errors may be reported via the | CMP nessages [3].
3.3. Interfaces

The functional description of user interfaces to the IPis, at best,
fictional, since every operating systemwill have different
facilities. Consequently, we must warn readers that different IP

i npl ement ati ons may have different user interfaces. However, all |IPs
must provide a certain nmininmum set of services to guarantee that al

I P inplenentations can support the same protocol hierarchy. This
section specifies the functional interfaces required of all IP

i mpl emrent ati ons.

Internet protocol interfaces on one side to the |Iocal network and on
the other side to either a higher |evel protocol or an application
program In the follow ng, the higher |evel protocol or application
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program (or even a gateway program) will be called the "user" since it
is using the internet nodule. Since internet protocol is a datagram
protocol, there is mniml nmenory or state maintained between datagram
transm ssions, and each call on the internet protocol nodule by the
user supplies all information necessary for the IP to performthe
service requested.

An Exanpl e Upper Level Interface

The following two exanple calls satisfy the requirements for the user
to internet protocol nodul e conmunication ("=>" nmeans returns):

SEND (src, dst, prot, TCS, TTL, Buf PTR, len, 1d, DF, opt => result)

wher e:
src = source address
dst = destination address

prot = protocol
TOS = type of service
TTL time to live
Buf PTR = buffer pointer
I en | ength of buffer
Id I dentifier
DF = Don’t Fragnent
opt = option data
result = response
OK = dat agram sent ok
Error = error in argunents or |ocal network error

Note that the precedence is included in the TOS and the
security/conpartment is passed as an option

RECV (Buf PTR, prot, => result, src, dst, TGS, len, opt)
wher e:

Buf PTR = buffer pointer

prot = protocol

result = response
K = datagramrecei ved ok
Error = error in argunents

len = length of buffer
src = source address
dst = destination address
TOS = type of service
opt = option data
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When the user sends a datagram it executes the SEND call supplying
all the argunents. The internet protocol nmodule, on receiving this

call, checks the argunments and prepares and sends the message. If the
argunents are good and the datagramis accepted by the |ocal network,
the call returns successfully. |If either the argunents are bad, or

the datagramis not accepted by the local network, the call returns
unsuccessfully. On unsuccessful returns, a reasonable report nust be
made as to the cause of the problem but the details of such reports
are up to individual inplenentations.

When a datagramarrives at the internet protocol nodule fromthe |oca
network, either there is a pending RECV call fromthe user addressed

or there is not. In the first case, the pending call is satisfied by
passing the information fromthe datagramto the user. |In the second
case, the user addressed is notified of a pending datagram |If the

user addressed does not exist, an ICVP error nessage is returned to
the sender, and the data is discarded.

The notification of a user may be via a pseudo interrupt or simlar
mechani sm as appropriate in the particul ar operating system
envi ronnment of the inplenmentation

A user’s RECV call nmay then either be imediately satisfied by a
pendi ng datagram or the call may be pending until a datagram arrives.

The source address is included in the send call in case the sending
host has several addresses (nultiple physical connections or |ogica
addresses). The internet nodul e nust check to see that the source
address is one of the |egal address for this host.

An inplementation may also allow or require a call to the internet
nmodul e to indicate interest in or reserve exclusive use of a class of
datagranms (e.g., all those with a certain value in the protoco
field).

This section functionally characterizes a USER/' I P interface. The
notation used is simlar to nmost procedure of function calls in high
| evel |anguages, but this usage is not neant to rule out trap type
service calls (e.g., SVCs, UUGs, EMIs), or any other form of

i nt er process conmuni cati on
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Exanpl e 1:
This is an exanple of the minimal data carrying internet datagram
0 1 2 3

01234567890123456789012345678901
T S I i o S e T i e SEp S S S

| Ver= 4 |IHL= 5 | Type of Service]| Total Length = 21 |
T oot T S e at e st ST I S S e S i i e R e T el st sTE SO SR S S SR S

| Identification = 111 | FI g=0| Fragment Offset = 0 |
+-+-+-+

I

T S i S S e S T S

Time = 123 | Protocol 1| header checksum

+-
I+- B S e S S I S ik A S S S S e it sty st S S S S
| source address |
T oot T S e at e st ST I S S e S i i e R e T el st sTE SO SR S S SR S
| destination address |
i S i s i i S S e e s s S i
| dat a |

+- - - - - - - -+

Exanpl e I nternet Datagram
Fi gure 5.
Note that each tick mark represents one bit position.
This is a internet datagramin version 4 of internet protocol; the
i nternet header consists of five 32 bit words, and the total |ength of

the datagramis 21 octets. This datagramis a conpl ete datagram (not
a fragnent).
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Exanpl e 2:

In this exanple, we show first a noderate size internet datagram (452
data octets), then two internet fragnments that might result fromthe
fragmentation of this datagramif the maxi num sized transm ssion

all owed were 280 octets.

0 1 2 3

01234567890123456789012345678901
i i T S e s i S T sl S S S S
| Ver= 4 | IHL= 5 | Type of Service| Total Length = 472 |
T L i i e e e e Rk st NI S S S
| Identification = 111 | FI g=0]| Fragment Offset = 0 |
i e e e o i e S e e e o o e o
| Time = 123 | Protocol =6 | header checksum |
i i T S e s i S T sl S S S S
| sour ce address |
s e i e T e et o i R S S S
| destination address |
i T e e e o R i i S e e R E cE e ok s
| dat a |
i i T S e s i S T sl S S S S
| dat a
\
\
L.
.

data
B i T I e S s s I I R e i aT o TR R R SR S S SR S
dat a |
R i T R e e e S ol it

I
\
\
I
+

Exanpl e I nternet Datagram

Fi gure 6.
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Now the first fragnent that results fromsplitting the datagram after
256 data octets.

0 1 2 3
01234567890123456789012345678901
e T S s i i S
| Ver= 4 |IHL= 5 | Type of Service| Total Length = 276

i e e T i e S e e o it St TR SR R SR
| Identification = 111 | FI g=1] Fragment Offset =
B i T S S i S S I e T i i S S N
| Time = 119 | Protocol =6 | Header Checksum
s i i e T e e S th o b R S S
| source address |
i T e e e o R i i S e e R E cE e ok s
| destination address |
i i T S e s i S T sl S S S S
| dat a |
s e i e T e et o i R S S S
I
\
\
L.
L.

+
I
+- +
0|
+- +
I

dat a

—_—— ——

dat a
I s i s I TEIE R i S S S S S e S e e it (I I SR R S e S i
dat a |
R s T S e e S e T e s e I T R S e e e i i o

Exanpl e I nternet Fragnent

Fi gure 7.
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And the second fragnent.

0 1 2 3
01234567890123456789012345678901
e S T i i e S S i S S S T i
| Ver= 4 |IHL= 5 | Type of Service]| Total Length = 216 |
i S i s i i S S e e s s S i
| Identification = 111 | Fl g=0] Fragnent O fset = 32 |
T a T T ST S S o S S T s s S o T T ST S S
| Time = 119 | Protocol =6 | Header Checksum |
e S T i i e S S i S S S T i
| source address |
i S i s i i S S e e s s S i
| destination address |
T a T T ST S S o S S T s s S o T T ST S S
| dat a |
e S T i i e S S i S S S T i
| dat a

\

\

i

L

dat a
B i T S S i S S I e T i i S S N
dat a |
T T T S

I
\
\
I
+

Exanpl e I nternet Fragnent

Fi gure 8.
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Exanpl e 3:

Here, we show an exanpl e of a datagram containing options:

0 1 2 3
01234567890123456789012345678901

R i e I e R e i S S S e e N et (T SR TR R S
| Ver= 4 | IHL= 8 | Type of Service]| Total Length = 576 |
T e S e i NI NI R T S S S S ek S S S S e i o N
| Identification = 111 | FI g=0| Fragment Offset = 0 |
i R e o s o i S S i nis I IR R S R
| Time = 123 | Protocol = 6 | Header Checksum |
R i e I e R e i S S S e e N et (T SR TR R S
| source address |
T e S e i NI NI R T S S S S ek S S S S e i o N
| destination address |
i R e o s o i S S i nis I IR R S R
| Opt. Code = x | Opt. Len.= 3 | option value | Opt. Code = x |
R i e I e R e i S S S e e N et (T SR TR R S
| Opt. Len. =4 | option val ue | Opt. Code =1 |
T e S e i NI NI R T S S S S ek S S S S e i o N
| Opt. Code =y | Opt. Len. =3 | option value | Opt. Code = 0 |
i R e o s o i S S i nis I IR R S R
| dat a |
\ \
\ \
| dat a |
i o S e T e at oI TR T T S S S S S S e T i i o B TR R
| dat a |
R o o e i S i i S T e S S e i s i

Exanpl e I nternet Datagram

Fi gure 9.

[ Page 38]

IPR2022-00833
CommScope, Inc. Exhibit 1034
Page 53 of 152



Sept enber 1981
I nternet Protocol

APPENDI X B: Data Transm ssion Order

The order of transnission of the header and data described in this
docunent is resolved to the octet level. \Wienever a diagram shows a
group of octets, the order of transm ssion of those octets is the nornal
order in which they are read in English. For exanple, in the follow ng
diagramthe octets are transmtted in the order they are nunbered.

0 1 2 3

01234567890123456789012345678901
e T S i rik T T S SURV A S S SRR S
I 1 I 2 I 3 I 4 I
i S T T T i S S S S S ATk S S R S S S
I 5 I 6 I 7 I 8 I
S e TR S o upr s
| 9 | 10 | 11 | 12 |
T S S S S i S g S

Transm ssi on Order of Bytes
Fi gure 10.

Whenever an octet represents a nuneric quantity the left nost bit in the
diagramis the high order or nost significant bit. That is, the bit

| abeled 0 is the nost significant bit. For exanple, the follow ng

di agram represents the value 170 (decinal).

01234567
L S
[10101010]
s

Significance of Bits
Figure 11.
Simlarly, whenever a nmulti-octet field represents a nunmeric quantity
the left nost bit of the whole field is the nost significant bit. Wen

a multi-octet quantity is transmitted the nost significant octet is
transmtted first.
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GLOSSARY

1822
BBN Report 1822, "The Specification of the Interconnection of
a Host and an I MP". The specification of interface between a
host and t he ARPANET.

ARPANET | eader
The control information on an ARPANET message at the host-I M
interface.

ARPANET nessage
The unit of transm ssion between a host and an IMP in the
ARPANET. The maxi mum size is about 1012 octets (8096 bits).

ARPANET packet
A unit of transmission used internally in the ARPANET between
| MPs. The maxi mum si ze is about 126 octets (1008 bits).

Desti nati on
The destination address, an internet header field.

DF
The Don’t Fragnment bit carried in the flags field.

Fl ags
An internet header field carrying various control flags.

Fragnment O fset
This internet header field indicates where in the internet
dat agram a fragment bel ongs.

GGP
Gateway to Gateway Protocol, the protocol used primarily
bet ween gat eways to control routing and ot her gateway
functions.

header
Control information at the beginning of a nessage, segnent,
dat agram packet or bl ock of data.

| CWP

Internet Control Message Protocol, inplenented in the internet
modul e, the ICWP is used from gateways to hosts and between
hosts to report errors and make routing suggestions.
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I dentification
An internet header field carrying the identifying val ue
assigned by the sender to aid in assenbling the fragnments of a

dat agram

| HL
The internet header field Internet Header Length is the length
of the internet header measured in 32 bit words.

| MP

The Interface Message Processor, the packet switch of the
ARPANET.

I nt ernet Address
A four octet (32 bit) source or destination address consisting
of a Network field and a Local Address field.

i nternet datagram
The unit of data exchanged between a pair of internet nodul es
(includes the internet header).

i nternet fragnent
A portion of the data of an internet datagramw th an internet
header .

Local Address
The address of a host within a network. The actual mapping of
an internet |ocal address on to the host addresses in a
network is quite general, allowi ng for many to one nmappi ngs.

The More-Fragnents Flag carried in the internet header fl ags
field.

nmodul e
An inplenentation, usually in software, of a protocol or other
procedur e.

nmore-fragnents flag
A flag indicating whether or not this internet datagram
contains the end of an internet datagram carried in the
i nternet header Flags field.

NFB
The Nunber of Fragment Blocks in a the data portion of an
internet fragment. That is, the length of a portion of data
neasured in 8 octet units.
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oct et
An eight bit byte.

Opti ons
The internet header Options field may contain several options,
and each option may be several octets in |ength.

Paddi ng
The internet header Padding field is used to ensure that the
data begins on 32 bit word boundary. The padding is zero.

Pr ot ocol
In this docunent, the next higher |evel protocol identifier
an internet header field.

Rest
The | ocal address portion of an Internet Address.

Sour ce
The source address, an internet header field.

TCP
Transm ssion Control Protocol: A host-to-host protocol for
reliable commnication in internet environments.

TCP Segnent
The unit of data exchanged between TCP nodul es (including the
TCP header).

TFTP
Trivial File Transfer Protocol: A sinple file transfer

protocol built on UDP

Time to Live
An internet header field which indicates the upper bound on
how | ong this internet datagram nay exist.

TOS
Type of Service

Total Length
The internet header field Total Length is the length of the
datagramin octets including internet header and data.

TTL
Time to Live
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Type of Service
An internet header field which indicates the type (or quality)
of service for this internet datagram

ubP
User Datagram Protocol: A user |level protocol for transaction
oriented applications.
User
The user of the internet protocol. This nmay be a higher |evel
protocol nodule, an application program or a gateway program
Ver si on
The Version field indicates the format of the internet header.
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PREFACE

Thi s docunment describes the DoD Standard Transm ssion Control Protocol
(TCP). There have been nine earlier editions of the ARPA TCP
specification on which this standard is based, and the present text
draws heavily fromthem There have been nany contributors to this work
both in ternms of concepts and in terns of text. This edition clarifies
several details and renoves the end-of-letter buffer-size adjustnents,
and redescribes the letter nechanismas a push function.

Jon Post el

Edi t or

[Page iii]

IPR2022-00833
CommScope, Inc. Exhibit 1034
Page 66 of 152



IPR2022-00833
CommScope, Inc. Exhibit 1034
Page 67 of 152



RFC. 793

Repl aces: RFC 761

I ENs: 129, 124, 112, 81
55, 44, 40, 27, 21, 5

TRANSM SSI ON CONTROL PROTOCCL

DARPA | NTERNET PROGRAM
PROTOCOL SPECI FI CATI ON

1. | NTRODUCTI ON

The Transm ssion Control Protocol (TCP) is intended for use as a highly
reliable host-to-host protocol between hosts in packet-sw tched conputer
communi cati on networks, and in interconnected systens of such networks.

Thi s docunment describes the functions to be perforned by the
Transm ssion Control Protocol, the programthat inplenents it, and its
interface to prograns or users that require its services

1.1. Motivation

Conput er comuni cation systens are playing an increasingly inportant
role in mlitary, government, and civilian environnents. This
docunent focuses its attention primarily on mlitary conputer

conmmuni cation requirenents, especially robustness in the presence of
communi cation unreliability and availability in the presence of
congestion, but many of these problens are found in the civilian and
governnent sector as well.

As strategic and tactical conputer conmunication networks are

devel oped and deployed, it is essential to provide neans of

i nterconnecting themand to provide standard interprocess

communi cati on protocols which can support a broad range of
applications. |In anticipation of the need for such standards, the
Deputy Undersecretary of Defense for Research and Engi neering has
decl ared the Transm ssion Control Protocol (TCP) described herein to
be a basis for DoD-w de inter-process conmmunication protoco

st andardi zati on.

TCP is a connection-oriented, end-to-end reliable protocol designed to
fit into a layered hierarchy of protocols which support multi-network
applications. The TCP provides for reliable inter-process

conmmuni cati on between pairs of processes in host conputers attached to
di stinct but interconnected conputer communication networks. Very few
assunptions are made as to the reliability of the comunication
protocol s below the TCP layer. TCP assunmes it can obtain a sinple,
potentially unreliable datagram service fromthe |ower |eve

protocols. In principle, the TCP should be able to operate above a

wi de spectrum of conmuni cation systens ranging from hard-wired
connections to packet-swi tched or circuit-sw tched networks.

[ Page 1]
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TCP is based on concepts first described by Cerf and Kahn in [1]. The
TCP fits into a | ayered protocol architecture just above a basic
Internet Protocol [2] which provides a way for the TCP to send and
recei ve variable-length segnments of information enclosed in internet
dat agram "envel opes”". The internet datagram provi des a neans for
addressi ng source and destination TCPs in different networks. The
internet protocol also deals with any fragnmentation or reassenbly of
the TCP segnents required to achieve transport and delivery through
mul ti pl e networks and interconnecting gateways. The internet protoco
al so carries information on the precedence, security classification
and conpartnentation of the TCP segnents, so this infornmation can be
communi cat ed end-to-end across nul tiple networks.

Prot ocol Layering

o e e e e e oo - +
| hi gher - | evel |
e +
I TCcP I
e mmemeemeeaeeaea +
| internet protocol |
o e e e e e oo - +
| comuni cati on networ K|
+
Figure 1

Much of this docunment is witten in the context of TCP inpl enentations
which are co-resident with higher |level protocols in the host

conputer. Sone conputer systens will be connected to networks via
front-end conputers whi ch house the TCP and internet protocol |ayers,
as well as network specific software. The TCP specification describes
an interface to the higher |evel protocols which appears to be

i mpl ement abl e even for the front-end case, as long as a suitable
host-to-front end protocol is inplenented.

1.2. Scope

The TCP is intended to provide a reliable process-to-process
communi cati on service in a nultinetwork environment. The TCP is
intended to be a host-to-host protocol in common use in nmultiple
net wor ks.

1.3. About this Docunent
Thi s docunment represents a specification of the behavior required of

any TCP inplenentation, both in its interactions with higher |eve
protocols and inits interactions with other TCPs. The rest of this

[ Page 2]
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section offers a very brief view of the protocol interfaces and
operation. Section 2 summarizes the phil osophical basis for the TCP
design. Section 3 offers both a detailed description of the actions
required of TCP when various events occur (arrival of new segnents,
user calls, errors, etc.) and the details of the formats of TCP
segment s.

1.4. Interfaces

The TCP interfaces on one side to user or application processes and on
the other side to a | ower |level protocol such as Internet Protocol

The interface between an application process and the TCP is
illustrated in reasonable detail. This interface consists of a set of
calls nuch like the calls an operating system provides to an
application process for manipulating files. For exanple, there are
calls to open and cl ose connections and to send and receive data on
establ i shed connections. It is also expected that the TCP can
asynchronously conmuni cate with application programs. Although
considerable freedomis pernmitted to TCP inplenentors to design
interfaces which are appropriate to a particular operating system
environment, a mninumfunctionality is required at the TCP/ user
interface for any valid inplenmentation

The interface between TCP and | ower |evel protocol is essentially
unspecified except that it is assumed there is a nechani sm whereby the
two | evel s can asynchronously pass information to each other.
Typically, one expects the |Iower |evel protocol to specify this
interface. TCP is designed to work in a very general environment of

i nterconnected networks. The |ower |evel protocol which is assuned

t hroughout this document is the Internet Protocol [2].

1.5. Operation

As noted above, the primary purpose of the TCP is to provide reliable,
securabl e logical circuit or connection service between pairs of
processes. To provide this service on top of a less reliable internet
communi cati on systemrequires facilities in the foll owi ng areas:

Basi ¢ Data Transfer
Reliability

Fl ow Contr ol

Mul ti pl exi ng

Connecti ons

Precedence and Security

The basic operation of the TCP in each of these areas is described in
the foll ow ng paragraphs.
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Basi ¢ Data Transfer:

The TCP is able to transfer a continuous stream of octets in each
direction between its users by packagi ng sone nunber of octets into
segnents for transm ssion through the internet system 1n general
the TCPs deci de when to bl ock and forward data at their own

conveni ence.

Sonetimes users need to be sure that all the data they have
submitted to the TCP has been transmitted. For this purpose a push
function is defined. To assure that data submtted to a TCP is
actually transmtted the sending user indicates that it should be
pushed through to the receiving user. A push causes the TCPs to
pronmptly forward and deliver data up to that point to the receiver
The exact push point mght not be visible to the receiving user and
the push function does not supply a record boundary marker

Reliability:

The TCP nust recover fromdata that is damaged, |ost, duplicated, or
delivered out of order by the internet communication system This

i s achieved by assigning a sequence nunber to each octet
transmtted, and requiring a positive acknow edgnent (ACK) fromthe
receiving TCP. |If the ACKis not received within a tineout
interval, the data is retransnmitted. At the receiver, the sequence
nunbers are used to correctly order segnents that may be received
out of order and to elimnate duplicates. Damage is handl ed by
addi ng a checksumto each segnment transmitted, checking it at the
recei ver, and discardi ng damaged segnents.

As long as the TCPs continue to function properly and the internet
system does not beconme conpletely partitioned, no transm ssion
errors will affect the correct delivery of data. TCP recovers from
i nternet comunication systemerrors

FI ow Contr ol

TCP provides a nmeans for the receiver to govern the anpunt of data
sent by the sender. This is achieved by returning a "wi ndow' with
every ACK indicating a range of acceptabl e sequence nunbers beyond
the | ast segnent successfully received. The wi ndow indicates an
al | oned nunber of octets that the sender may transmit before
receiving further pernission
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Mul ti pl exi ng:

To allow for many processes within a single Host to use TCP

communi cation facilities sinultaneously, the TCP provides a set of
addresses or ports within each host. Concatenated with the network
and host addresses fromthe internet comunication layer, this forns
a socket. A pair of sockets uniquely identifies each connection.
That is, a socket may be sinultaneously used in nultiple

connecti ons.

The binding of ports to processes is handl ed i ndependently by each
Host. However, it proves useful to attach frequently used processes
(e.g., a "logger" or tinesharing service) to fixed sockets which are
made known to the public. These services can then be accessed

t hrough the known addresses. Establishing and |earning the port
addresses of other processes may involve nore dynam ¢ nmechani sns.

Connecti ons:

The reliability and fl ow control nechani sns descri bed above require
that TCPs initialize and maintain certain status information for
each data stream The conbination of this information, including
sockets, sequence nunbers, and w ndow sizes, is called a connection
Each connection is uniquely specified by a pair of sockets
identifying its two sides.

When two processes wi sh to conmmunicate, their TCP' s nust first
establish a connection (initialize the status information on each
side). Wien their comunication is conplete, the connection is
terminated or closed to free the resources for other uses.

Si nce connections nmust be established between unreliable hosts and
over the unreliable internet comunication system a handshake
mechani sm wi th cl ock-based sequence nunbers is used to avoid
erroneous initialization of connections.

Precedence and Security:
The users of TCP may indicate the security and precedence of their

comruni cati on. Provision is nade for default values to be used when
these features are not needed.
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2. PHI LOSOPHY
1. Eenments of the Internetwork System

The internetwork environnent consists of hosts connected to networks
which are in turn interconnected via gateways. It is assuned here
that the networks may be either |ocal networks (e.g., the ETHERNET) or
| arge networks (e.g., the ARPANET), but in any case are based on
packet sw tching technology. The active agents that produce and
consume nmessages are processes. Various levels of protocols in the
net wor ks, the gateways, and the hosts support an interprocess

communi cati on systemthat provides two-way data fl ow on | ogica
connecti ons between process ports.

The term packet is used generically here to nean the data of one
transacti on between a host and its network. The format of data bl ocks
exchanged within the a network will generally not be of concern to us.

Hosts are conputers attached to a network, and fromthe conmuni cation
network’s point of view, are the sources and destinations of packets.
Processes are viewed as the active elenents in host conputers (in
accordance with the fairly common definition of a process as a program
in execution). Even ternminals and files or other 1/0O devices are

vi ewed as communi cating with each other through the use of processes.
Thus, all communication is viewed as inter-process conmuni cation

Since a process may need to distinguish anobng several comruni cation
streans between itself and anot her process (or processes), we inmagine
that each process may have a nunmber of ports through which it

conmmuni cates with the ports of other processes.

.2. Mdel of Qperation

Processes transmit data by calling on the TCP and passi ng buffers of
data as argunents. The TCP packages the data fromthese buffers into
segnents and calls on the internet nodule to transnmit each segnent to
the destination TCP. The receiving TCP places the data froma segnent
into the receiving user’s buffer and notifies the receiving user. The
TCPs include control information in the segments which they use to
ensure reliable ordered data transm ssion

The nodel of internet comunication is that there is an internet
protocol nodul e associated with each TCP which provides an interface
to the local network. This internet nodul e packages TCP segnents

i nside internet datagrans and routes these datagranms to a destination
internet nodule or internediate gateway. To transnit the datagram
through the | ocal network, it is enbedded in a |ocal network packet.

The packet switches may perform further packagi ng, fragnentation, or
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other operations to achieve the delivery of the |ocal packet to the
destination internet nodul e.

At a gateway between networks, the internet datagramis "unw apped"
fromits | ocal packet and exam ned to determ ne through which network
the internet datagram should travel next. The internet datagramis
then "wrapped" in a |ocal packet suitable to the next network and
routed to the next gateway, or to the final destination

A gateway is permtted to break up an internet datagraminto smaller
internet datagram fragnments if this is necessary for transmn ssion
through the next network. To do this, the gateway produces a set of

i nternet datagrans; each carrying a fragnent. Fragnents nmay be
further broken into snmaller fragnents at subsequent gateways. The

i nternet datagram fragment format is designed so that the destination
i nternet nodul e can reassenble fragnents into internet datagrans.

A destination internet nodul e unwaps the segnent fromthe datagram
(after reassenbling the datagram if necessary) and passes it to the
destination TCP

This sinple nodel of the operation glosses over many details. One
important feature is the type of service. This provides infornation
to the gateway (or internet nodule) to guide it in selecting the
service paraneters to be used in traversing the next network.
Included in the type of service information is the precedence of the
datagram Datagranms may al so carry security information to permt
host and gateways that operate in nmultil evel secure environnents to
properly segregate datagrans for security considerations.

2.3. The Host Environment

The TCP is assumed to be a nodule in an operating system The users
access the TCP much like they would access the file system The TCP
may call on other operating systemfunctions, for exanple, to nanage
data structures. The actual interface to the network is assuned to be
controlled by a device driver nodule. The TCP does not call on the
networ k device driver directly, but rather calls on the internet

dat agram protocol nodul e which may in turn call on the device driver.

The nmechani sns of TCP do not preclude inplenmentation of the TCP in a
front-end processor. However, in such an inplenentation, a
host-to-front-end protocol nust provide the functionality to support
the type of TCP-user interface described in this docunent.
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2.4. Interfaces

The TCP/user interface provides for calls made by the user on the TCP
to OPEN or CLOSE a connection, to SEND or RECEI VE data, or to obtain
STATUS about a connection. These calls are |ike other calls fromuser
prograns on the operating system for exanple, the calls to open, read
from and close a file.

The TCP/internet interface provides calls to send and receive
dat agrans addressed to TCP nodul es in hosts anywhere in the internet
system These calls have paraneters for passing the address, type of
service, precedence, security, and other control information.

2.5. Relation to O her Protocols

The following diagramillustrates the place of the TCP in the protocol
hi er ar chy:

oo + oo + oo + ommm- +
| Telnet| | FTP | |Voice|l ... | | Application Level
S AR, + - + - + +--m - - +
I I I
S . + S + S +
| TCP | | RTP | ... | | Host Level
Hommm - + Hommm - + Hommm - +
I I I
o e e e e e e e e e ao o n +
| Internet Protocol & ICMP | Gateway Level
e +
I
e +
| Local Network Protocol | Net wor k Level
o e e e e m e +

Prot ocol Rel ationships
Fi gure 2.
It is expected that the TCP will be able to support higher |evel
protocols efficiently. It should be easy to interface higher |evel
protocols |like the ARPANET Tel net or AUTOCDIN I| THP to the TCP.

2.6. Reliable Comunication

A stream of data sent on a TCP connection is delivered reliably and in
order at the destination.
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Transmi ssion is nade reliable via the use of sequence nunbers and
acknow edgnents. Conceptual ly, each octet of data is assigned a
sequence nunber. The sequence nunber of the first octet of data in a
segnent is transmitted with that segnment and is called the segnent
sequence nunber. Segnents al so carry an acknow edgnent nunber which
is the sequence nunber of the next expected data octet of

transm ssions in the reverse direction. When the TCP transnits a
segnment containing data, it puts a copy on a retransmni ssion queue and
starts a tinmer; when the acknow edgnent for that data is received, the
segnent is deleted fromthe queue. |If the acknow edgnent is not
received before the timer runs out, the segnment is retransmtted.

An acknowl edgnent by TCP does not guarantee that the data has been
delivered to the end user, but only that the receiving TCP has taken
the responsibility to do so.

To govern the flow of data between TCPs, a flow control nmechanismis
enpl oyed. The receiving TCP reports a "wi ndow' to the sending TCP
Thi s wi ndow specifies the nunber of octets, starting with the

acknow edgnment nunber, that the receiving TCP is currently prepared to
receive.

2.7. Connection Establishnment and dearing

To identify the separate data streans that a TCP nay handle, the TCP
provides a port identifier. Since port identifiers are selected

i ndependently by each TCP they night not be unique. To provide for
uni que addresses within each TCP, we concatenate an internet address
identifying the TCP with a port identifier to create a socket which
wi Il be unique throughout all networks connected together

A connection is fully specified by the pair of sockets at the ends. A
| ocal socket may participate in many connections to different foreign
sockets. A connection can be used to carry data in both directions,
that is, it is "full duplex".

TCPs are free to associate ports with processes however they choose.
However, several basic concepts are necessary in any inplenmentation
There nust be well-known sockets which the TCP associates only with
the "appropriate” processes by some neans. W envision that processes
may "own" ports, and that processes can initiate connections only on
the ports they own. (Means for inplenenting ownership is a loca

i ssue, but we envision a Request Port user comand, or a nethod of

uni quely allocating a group of ports to a given process, e.g., by
associating the high order bits of a port name with a given process.)

A connection is specified in the OPEN call by the l|ocal port and
forei gn socket argunents. In return, the TCP supplies a (short) |loca
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connection nanme by which the user refers to the connection in
subsequent calls. There are several things that nust be remenbered
about a connection. To store this information we inagine that there
is a data structure called a Transm ssion Control Block (TCB). One

i npl ementation strategy would have the | ocal connection nane be a
pointer to the TCB for this connection. The OPEN call also specifies
whet her the connection establishnent is to be actively pursued, or to
be passively waited for

A passive OPEN request neans that the process wants to accept inconing
connection requests rather than attenpting to initiate a connection
O'ten the process requesting a passive OPEN will accept a connection
request fromany caller. 1In this case a foreign socket of all zeros
is used to denote an unspecified socket. Unspecified foreign sockets
are allowed only on passive OPENs.

A service process that wished to provide services for unknown ot her
processes woul d i ssue a passive OPEN request with an unspecified
forei gn socket. Then a connection could be made with any process that
requested a connection to this local socket. It would help if this

| ocal socket were known to be associated with this service.

Wl | -known sockets are a conveni ent nmechanismfor a priori associating
a socket address with a standard service. For instance, the

"Tel net-Server" process is pernanently assigned to a particul ar
socket, and other sockets are reserved for File Transfer, Renote Job
Entry, Text Cenerator, Echoer, and Sink processes (the |last three
being for test purposes). A socket address night be reserved for
access to a "Look-Up" service which would return the specific socket
at which a newWwy created service would be provided. The concept of a
wel | - known socket is part of the TCP specification, but the assignnent
of sockets to services is outside this specification. (See [4].)

Processes can issue passive OPENs and wait for matching active OPENs
from ot her processes and be inforned by the TCP when connections have
been established. Two processes which issue active OPENs to each
other at the same tinme will be correctly connected. This flexibility
is critical for the support of distributed conputing in which
components act asynchronously with respect to each other.

There are two principal cases for matching the sockets in the |oca
passive OPENs and an foreign active OPENs. In the first case, the

| ocal passive OPENs has fully specified the foreign socket. |In this
case, the match nust be exact. |In the second case, the |ocal passive
OPENs has left the foreign socket unspecified. |In this case, any

forei gn socket is acceptable as long as the |ocal sockets match
O her possibilities include partially restricted natches.
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If there are several pending passive OPENs (recorded in TCBs) with the
same | ocal socket, an foreign active OPEN will be matched to a TCB

with the specific foreign socket in the foreign active OPEN, if such a
TCB exists, before selecting a TCB with an unspecified foreign socket.

The procedures to establish connections utilize the synchronize (SYN)
control flag and involves an exchange of three nessages. This
exchange has been termed a three-way hand shake [3].

A connection is initiated by the rendezvous of an arriving segnent
containing a SYN and a waiting TCB entry each created by a user OPEN
command. The matching of |ocal and foreign sockets determnm nes when a
connection has been initiated. The connection becones "established"
when sequence nunbers have been synchronized in both directions.

The clearing of a connection also involves the exchange of segments,
in this case carrying the FIN control flag.

2.8. Data Communi cati on

The data that flows on a connection may be thought of as a stream of
octets. The sending user indicates in each SEND call whether the data
in that call (and any preceeding calls) should be i medi ately pushed
through to the receiving user by the setting of the PUSH fl ag.

A sending TCP is allowed to collect data fromthe sending user and to
send that data in segnents at its own conveni ence, until the push
function is signaled, then it nmust send all unsent data. Wen a
receiving TCP sees the PUSH flag, it nust not wait for nore data from
the sending TCP before passing the data to the receiving process.

There is no necessary rel ationship between push functions and segnent
boundaries. The data in any particul ar segment may be the result of a
single SEND call, in whole or part, or of nmultiple SEND calls.

The purpose of push function and the PUSH flag is to push data through
fromthe sending user to the receiving user. |t does not provide a
record service

There is a coupling between the push function and the use of buffers
of data that cross the TCP/user interface. Each tine a PUSH flag is
associated with data placed into the receiving user’'s buffer, the
buffer is returned to the user for processing even if the buffer is
not filled. |If data arrives that fills the user’s buffer before a
PUSH i s seen, the data is passed to the user in buffer size units.

TCP al so provides a neans to comuni cate to the receiver of data that
at sonme point further along in the data streamthan the receiver is

[ Page 12]

IPR2022-00833

CommScope, Inc. Exhibit 1034
Page 79 of 152



Sept enber 1981
Transm ssion Control Protoco
Phi | osophy

currently reading there is urgent data. TCP does not attenpt to
define what the user specifically does upon being notified of pending
urgent data, but the general notion is that the receiving process wll
take action to process the urgent data quickly.

2.9. Precedence and Security

The TCP nakes use of the internet protocol type of service field and
security option to provide precedence and security on a per connection
basis to TCP users. Not all TCP nodules will necessarily function in
a multilevel secure environnent; sone may be limted to unclassified
use only, and others may operate at only one security |evel and
compartment. Consequently, sone TCP inplenentations and services to
users may be linmted to a subset of the multilevel secure case

TCP nmodul es which operate in a nmultilevel secure environment nust
properly mark outgoing segnments with the security, conpartnent, and
precedence. Such TCP nodul es nust also provide to their users or

hi gher | evel protocols such as Telnet or THP an interface to all ow
themto specify the desired security |level, conmpartnment, and
precedence of connections.

2.10. Robustness Principle
TCP inplenentations will follow a general principle of robustness: be

conservative in what you do, be liberal in what you accept from
ot hers.
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3.  FUNCTI ONAL SPECI FI CATI ON
3.1. Header Fornat

TCP segnents are sent as internet datagrans. The Internet Protocol
header carries several information fields, including the source and
destination host addresses [2]. A TCP header follows the internet
header, supplying information specific to the TCP protocol. This
division allows for the existence of host |evel protocols other than
TCP.

TCP Header For nmat

0 1 2 3
01234567890123456789012345678901
i i T S e s i S T sl S S S S
| Source Port | Destination Port |
i i S i S S i S S S it U U S S
| Sequence Nunber |
i i i i i S i IR S
Acknow edgrent Number |

i i S e S S i S S E T
| U Al PR S|F|
R ClS|S|Y ] W ndow
G K HTINN

+- +-

+
Dat a

+- - - +-
I

fset| Reserved
I
+

Q

I

+

I I
I I I
I I I
i e R e o i e ol ks I SN S N R S
| Checksum | Ur gent Pointer |
i o S e T e at oI TR T T S S S S S S e T i i o B TR R
I I
+- +
I I
+- +

+

Options | Paddi ng
R s i S T S O i i St S R S e i ik T B S T R S

dat a
R e o ol I N R R S R R S S R S i ot o R S R R S S e e o
TCP Header For mat
Note that one tick mark represents one bit position.
Fi gure 3.
Source Port: 16 bits
The source port nunber.

Destination Port: 16 bits

The destination port nunber.
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Sequence Nunber: 32 bits

The sequence nunber of the first data octet in this segnent (except
when SYN is present). If SYNis present the sequence nunber is the
initial sequence nunber (ISN) and the first data octet is | SN+1.

Acknowl edgnment Nunber: 32 bits

If the ACK control bit is set this field contains the value of the
next sequence nunber the sender of the segment is expecting to
receive. Once a connection is established this is always sent.

Data Offset: 4 bits

The nunber of 32 bit words in the TCP Header. This indicates where
the data begins. The TCP header (even one including options) is an
i ntegral nunber of 32 bits |ong.

Reserved: 6 bits
Reserved for future use. Must be zero.
Control Bits: 6 bits (fromleft to right):

URG Urgent Pointer field significant
ACK:  Acknow edgnent field significant
PSH: Push Function

RST: Reset the connection

SYN:  Synchroni ze sequence nunbers
FIN.  No nore data from sender

W ndow. 16 bits

The nunber of data octets beginning with the one indicated in the
acknow edgnent field which the sender of this segnent is willing to
accept .

Checksum 16 bits

The checksumfield is the 16 bit one’s conpl enent of the one’s
conmpl enent sumof all 16 bit words in the header and text. |If a
segnent contains an odd nunber of header and text octets to be
checksumred, the last octet is padded on the right with zeros to
forma 16 bit word for checksum purposes. The pad is not
transmtted as part of the segment. \While conputing the checksum
the checksumfield itself is replaced with zeros.

The checksum al so covers a 96 bit pseudo header conceptually

[ Page 16]

IPR2022-00833

CommScope, Inc. Exhibit 1034
Page 83 of 152



Sept enber 1981
Transm ssion Control Protoco
Functi onal Specification

prefixed to the TCP header. This pseudo header contains the Source
Address, the Destination Address, the Protocol, and TCP | ength.
This gives the TCP protection agai nst m srouted segments. This
information is carried in the Internet Protocol and is transferred
across the TCP/ Network interface in the argunents or results of
calls by the TCP on the IP

Fommmaa - Fommmaa - Fommmaa - Fommmaa - +
| Sour ce Address |
S R S R S R S R +
| Destination Address |
S S S S +
| zero | PTCL | TCP Length

Fommmaa - Fommmaa - Fommmaa - Fommmaa - +

The TCP Length is the TCP header length plus the data length in
octets (this is not an explicitly transnmtted quantity, but is
computed), and it does not count the 12 octets of the pseudo
header .

Urgent Pointer: 16 bits

This field communi cates the current value of the urgent pointer as a
positive offset fromthe sequence nunber in this segnment. The
urgent pointer points to the sequence nunber of the octet follow ng
the urgent data. This field is only be interpreted in segnents with
the URG control bit set.

Options: variable
Options may occupy space at the end of the TCP header and are a
multiple of 8 bits in length. Al options are included in the
checksum An option rmay begin on any octet boundary. There are two
cases for the format of an option:
Case 1: A single octet of option-kind.

Case 2: An octet of option-kind, an octet of option-length, and
the actual option-data octets.

The option-length counts the two octets of option-kind and
option-length as well as the option-data octets.

Note that the list of options rmay be shorter than the data of fset
field might inply. The content of the header beyond the
End- of - Opti on option nust be header padding (i.e., zero).

A TCP nust inplenent all options.
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Currently defined options include (kind indicated in octal):

Ki nd Length Meani ng
0 - End of option list.
1 - No- Oper at i on.
2 4 Maxi mum Segnment Si ze.

Specific Option Definitions

End of Option List

This option code indicates the end of the option list. This

nmi ght not coincide with the end of the TCP header according to
the Data Ofset field. This is used at the end of all options,
not the end of each option, and need only be used if the end of
the options would not otherw se coincide with the end of the TCP
header .

No- Oper ati on

This option code may be used between options, for exanple, to
align the beginning of a subsequent option on a word boundary.
There is no guarantee that senders will use this option, so
recei vers nust be prepared to process options even if they do
not begin on a word boundary.

Maxi mum Segment Si ze

S R S R R S R +
| 00000010| 00000100| max seg size |
T T T T +

Ki nd=2 Lengt h=4
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Maxi mum Segnment Size Option Data: 16 bits

If this option is present, then it comruni cates the nmaxi mum
recei ve segnent size at the TCP which sends this segnent.

This field nust only be sent in the initial connection request
(i.e., in segments with the SYN control bit set). |If this
option is not used, any segnent size is allowed.

Paddi ng: variabl e

The TCP header padding is used to ensure that the TCP header ends
and data begins on a 32 bit boundary. The padding is conposed of
Zer os.

3.2. Term nol ogy

Bef ore we can di scuss very mnmuch about the operation of the TCP we need
to introduce sone detailed term nology. The naintenance of a TCP
connection requires the renenbering of several variables. W conceive
of these variables being stored in a connection record called a
Transm ssion Control Block or TCB. Anong the variables stored in the
TCB are the | ocal and renote socket numbers, the security and
precedence of the connection, pointers to the user’s send and receive
buffers, pointers to the retransnit queue and to the current segnent.
In addition several variables relating to the send and receive
sequence nunbers are stored in the TCB

Send Sequence Vari abl es

SND. UNA - send unacknow edged
SND. NXT - send next

SND. WVAD - send wi ndow

SND. UP - send urgent pointer

SND. W.1 - segment sequence nunber used for |ast w ndow update

SND. W.2 - segnent acknow edgnent nunber used for |ast w ndow
updat e

| SS - initial send sequence nunber

Recei ve Sequence Vari abl es

RCV. NXT - receive next

RCV. WND - receive w ndow

RCV. UP receive urgent pointer

I RS initial receive sequence numnber
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The followi ng diagrams may help to relate some of these variables to
t he sequence space.

Send Sequence Space

I
SND. UNA SND. NXT SND. UNA
+SND. VWD

- ol d sequence nunbers which have been acknow edged
- sequence nunbers of unacknow edged data

sequence nunbers allowed for new data transmi ssion
- future sequence nunbers which are not yet allowed

A WN P
1

Send Sequence Space

Fi gure 4.

The send window i s the portion of the sequence space labeled 3 in
figure 4.

Recei ve Sequence Space

- ol d sequence nunbers which have been acknow edged
sequence nunbers allowed for new reception
- future sequence nunbers which are not yet all owed

1
2
3
Recei ve Sequence Space

Fi gure 5.

The receive windowis the portion of the sequence space labeled 2 in
figure 5.

There are al so some variables used frequently in the discussion that
take their values fromthe fields of the current segnent.
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Current Segnent Vari abl es

SEG SEQ - segnent sequence number

SEG ACK - segment acknow edgnent nunber
SEG. LEN - segnent |ength

SEG. WAD - segnent w ndow

SEG UP - segnent urgent pointer

SEG PRC - segment precedence val ue

A connection progresses through a series of states during its
lifetine. The states are: LISTEN, SYN SENT, SYN RECEIl VED,

ESTABLI SHED, FIN-WAIT-1, FIN-WAIT-2, CLOSE-WAIT, CLOSING LAST-ACK,
TIME-WAIT, and the fictional state CLOSED. CLOSED is fictional
because it represents the state when there is no TCB, and therefore,
no connection. Briefly the neanings of the states are:

LI STEN - represents waiting for a connection request fromany renote
TCP and port.

SYN- SENT - represents waiting for a matching connection request
after having sent a connection request.

SYN- RECEI VED - represents waiting for a confirm ng connection
request acknow edgnent after having both received and sent a
connection request.

ESTABLI SHED - represents an open connection, data received can be
delivered to the user. The normal state for the data transfer phase
of the connecti on.

FINWAIT-1 - represents waiting for a connection termination request
fromthe renote TCP, or an acknow edgnent of the connection
term nati on request previously sent.

FIN-VWAIT-2 - represents waiting for a connection term nation request
fromthe renote TCP.

CLOSE-WAIT - represents waiting for a connection ternination request
fromthe local user.

CLOSING - represents waiting for a connection term nation request
acknow edgnent fromthe renote TCP.

LAST- ACK - represents waiting for an acknow edgnment of the
connection term nation request previously sent to the renote TCP
(whi ch includes an acknow edgment of its connection term nation
request).
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TIME-WAIT - represents waiting for enough tinme to pass to be sure
the renote TCP received the acknow edgnment of its connection
term nation request.

CLCSED - represents no connection state at all

A TCP connection progresses fromone state to another in response to
events. The events are the user calls, OPEN, SEND, RECElIVE, CLOSE
ABCORT, and STATUS; the inconming segnents, particularly those
containing the SYN, ACK, RST and FIN flags; and tinmeouts.

The state diagramin figure 6 illustrates only state changes, together
with the causing events and resulting actions, but addresses neither
error conditions nor actions which are not connected with state
changes. In a later section, nore detail is offered with respect to
the reaction of the TCP to events.

NOTE BENE: this diagramis only a sunmary and nust not be taken as
the total specification
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Fommmeeae + o-emeeeee \ active OPEN
| CLGSED | L
A < -- - - \ \ create TCB
A \ \ snd SYN
passi ve OPEN | | CLCSE \ \
—————————————————————— \ \
create TCB | | delete TCB \ \
Y | \ \
e + CLOSE | \
| LISTEN| mmme---- |
e + del ete TCB | |
rcv SYN [ [ SEND [ [
----------- | |- | v
e + snd SYN, ACK / \ snd SYN e +
| | <o e > |
| SYN | rcv SYN | SYN |
| OB I e | SENT |
| | snd ACK | |
| R L P LR ELSETEEEE | |
e + rcv ACK of SYN \ /[ rcv SYN, ACK e +
| e I
| X | | snd ACK
| \Y \Y
| CLCSE e +
------- | ESTAB |
| snd FIN e +
| CLOSE | | rcv FIN
R 2 (R (R
AT + snd FIN / \ snd ACK AT +
| FIN R e R R > CLOSE |
| WVAIT-12 |-----mmmmmmm e - | VAIT |
e + rcv FIN \ e +
| rev ACK of FIN  ------- | CLOSE |
I snd ACK |  aae-- |
\Y X \Y snd FIN V
T + T + T +
| FI NWAI T- 2] | CLOGSI NG | | LAST- ACK]
R + R + R +
| rcv ACK of FIN | rcv ACK of FIN |
| rev FIN  aemmmeiae oo | Ti meout =2MsL - ------------- |
| ------- X Y X \%
\ snd ACK L +del ete TCB L +
------------------------ >|TIME WAIT|------------------>] CLOCSED |
R + R +

TCP Connection State Di agram
Fi gure 6.
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3.3. Sequence Nunbers

A fundanmental notion in the design is that every octet of data sent
over a TCP connection has a sequence nunber. Since every octet is
sequenced, each of them can be acknow edged. The acknow edgnent
mechani sm enpl oyed is cunul ati ve so that an acknow edgnent of sequence
number X indicates that all octets up to but not including X have been
received. This mechanismallows for straight-forward duplicate
detection in the presence of retransm ssion. Nunbering of octets
within a segment is that the first data octet imediately follow ng
the header is the | owest nunbered, and the followi ng octets are
nunbered consecutively.

It is essential to renenber that the actual sequence nunber space is
finite, though very large. This space ranges fromO0O to 2**32 - 1.
Since the space is finite, all arithnetic dealing with sequence
nunbers nust be perfornmed nodul o 2**32. This unsigned arithnetic
preserves the relationship of sequence nunbers as they cycle from
2**32 - 1 to 0 again. There are sone subtleties to conputer nodul o
arithmetic, so great care should be taken in progranm ng the

compari son of such values. The synbol "=<" nmeans "less than or equal"
(rmodul o 2**32).

The typical kinds of sequence nunber conparisons which the TCP nust
perform i ncl ude:

(a) Deternining that an acknow edgment refers to sonme sequence
nunber sent but not yet acknow edged.

(b) Deternining that all sequence nunbers occupi ed by a segnent
have been acknow edged (e.g., to renove the segnent froma
retransm ssi on queue).

(c) Determining that an incom ng segnent contains sequence nunbers
whi ch are expected (i.e., that the segnent "overl aps" the
recei ve wi ndow).
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In response to sending data the TCP will receive acknow edgnents. The
foll owi ng conmpari sons are needed to process the acknow edgnents.

SND. UNA

ol dest unacknowl edged sequence nunber

SND. NXT = next sequence nunber to be sent

SEG. ACK = acknow edgnent fromthe receiving TCP (next sequence
nunber expected by the receiving TCP)

SEG SEQ = first sequence nunber of a segnent

SEG. LEN = t he nunber of octets occupied by the data in the segnent

(counting SYN and FIN)
SEG SEQ+SEG LEN-1 = | ast sequence nunber of a segnent

A new acknow edgnent (called an "acceptable ack"), is one for which
the inequality bel ow hol ds:

SND. UNA < SEG ACK =< SND. NXT
A segnent on the retransm ssion queue is fully acknow edged if the sum
of its sequence nunber and length is less or equal than the
acknow edgnent value in the inconing segnent.

When data is received the foll owi ng compari sons are needed:

RCV. NXT = next sequence nunber expected on an inconi ng segnents, and
is the left or |ower edge of the receive w ndow

RCV. NXT+RCV. WND- 1 = | ast sequence nunber expected on an incom ng
segrment, and is the right or upper edge of the receive w ndow

SEG SEQ = first sequence nunber occupi ed by the inconing segnent

SEG SEQ+SEG. LEN-1 = | ast sequence nunber occupi ed by the inconing
segment

A segnment is judged to occupy a portion of valid receive sequence
space if

RCV. NXT =< SEG SEQ < RCV. NXT+RCV. WND
or

RCV. NXT =< SEG SEQ+SEG LEN-1 < RCV. NXT+RCV. WND
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The first part of this test checks to see if the beginning of the
segrment falls in the window, the second part of the test checks to see
if the end of the segment falls in the window, if the segnent passes
either part of the test it contains data in the w ndow.

Actually, it is alittle nore conplicated than this. Due to zero
wi ndows and zero | ength segnents, we have four cases for the
acceptability of an inconing segment:

Segment Receive Test
Length W ndow

0 0 SEG. SEQ = RCV. NXT

0 >0 RCV. NXT =< SEG SEQ < RCV. NXT+RCV. WND
>0 0 not acceptabl e

>0 >0 RCV. NXT =< SEG SEQ < RCV. NXT+RCV. WND

or RCV.NXT =< SEG SEQ+SEG LEN-1 < RCV. NXT+RCV. WAD

Not e that when the receive windowis zero no segnents shoul d be
accept abl e except ACK segnents. Thus, it is be possible for a TCP to
mai ntain a zero receive window while transmitting data and receiving
ACKs. However, even when the receive window is zero, a TCP nust
process the RST and URG fields of all incom ng segments.

We have taken advantage of the nunbering schene to protect certain
control information as well. This is achieved by inplicitly including
some control flags in the sequence space so they can be retransmitted
and acknow edged without confusion (i.e., one and only one copy of the

control will be acted upon). Control information is not physically
carried in the segment data space. Consequently, we nust adopt rules
for inplicitly assigning sequence nunbers to control. The SYN and FIN

are the only controls requiring this protection, and these controls
are used only at connection opening and closing. For sequence numnber
purposes, the SYNis considered to occur before the first actual data
octet of the segment in which it occurs, while the FIN is considered
to occur after the last actual data octet in a segnent in which it
occurs. The segnment length (SEG LEN) includes both data and sequence
space occupying controls. Wen a SYNis present then SEG SEQ is the
sequence nunber of the SYN
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Initial Sequence Nunmber Selection

The protocol places no restriction on a particular connection being
used over and over again. A connection is defined by a pair of
sockets. New instances of a connection will be referred to as

i ncarnati ons of the connection. The problemthat arises fromthis is
-- "how does the TCP identify duplicate segnents from previous

i ncarnations of the connection?" This problem becones apparent if the
connection is being opened and cl osed in quick succession, or if the
connection breaks with loss of menory and is then reestablished.

To avoid confusion we nust prevent segnents fromone incarnation of a
connection frombeing used while the sanme sequence nunbers may stil

be present in the network froman earlier incarnation. W want to
assure this, even if a TCP crashes and | oses all know edge of the
sequence nunbers it has been using. When new connections are created,
an initial sequence nunber (I1SN) generator is enployed which selects a
new 32 bit ISN. The generator is bound to a (possibly fictitious) 32
bit clock whose Iow order bit is incremented roughly every 4

m croseconds. Thus, the I SN cycles approxi mtely every 4.55 hours.
Since we assume that segnments will stay in the network no nore than
the Maxi num Segnent Lifetime (MSL) and that the MSL is |ess than 4.55
hours we can reasonably assune that ISN's will be unique.

For each connection there is a send sequence nunber and a receive
sequence nunber. The initial send sequence nunber (I1SS) is chosen by
the data sending TCP, and the initial receive sequence nunmber (IRS) is
| earned during the connection establishing procedure.

For a connection to be established or initialized, the two TCPs nust
synchroni ze on each other’s initial sequence nunbers. This is done in
an exchange of connection establishing segments carrying a control bit
called "SYN' (for synchronize) and the initial sequence numbers. As a
short hand, segnents carrying the SYN bit are also called "SYNs".

Hence, the solution requires a suitabl e nechanismfor picking an
initial sequence nunber and a slightly involved handshake to exchange
the I SN s.

The synchroni zation requires each side to send it’s own initia
sequence nunber and to receive a confirmation of it in acknow edgnent
fromthe other side. Each side nust also receive the other side’s
initial sequence nunber and send a confirm ng acknow edgnent.

1) A--> B SYN ny sequence nunber is X
A <-- B ACK your sequence nunber is X

3) A<-- B SYN ny sequence nunber is Y
A --> B ACK your sequence nunber is Y
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Because steps 2 and 3 can be conbined in a single nmessage this is
called the three way (or three nmessage) handshake.

A three way handshake is necessary because sequence nunbers are not
tied to a global clock in the network, and TCPs nmay have different
mechani snms for picking the ISNs. The receiver of the first SYN has
no way of knowi ng whether the segnment was an ol d del ayed one or not,
unless it renenbers the |ast sequence nunmber used on the connection
(which is not always possible), and so it must ask the sender to
verify this SYN. The three way handshake and the advantages of a

cl ock-driven schene are discussed in [3].

Knowi ng When to Keep Qui et

To be sure that a TCP does not create a segment that carries a
sequence nunber which may be duplicated by an old segnent remaining in
the network, the TCP nust keep quiet for a nmaxi num segnent lifetine
(MBL) before assigning any sequence nunbers upon starting up or
recovering froma crash in which nenory of sequence nunbers in use was
lost. For this specification the MSL is taken to be 2 mnutes. This
i s an engi neering choice, and may be changed if experience indicates
it is desirable to do so. Note that if a TCP is reinitialized in some
sense, yet retains its nenory of sequence nunbers in use, then it need
not wait at all; it nust only be sure to use sequence nunbers | arger
than those recently used.

The TCP Quiet Tine Concept

This specification provides that hosts which "crash" without
retaining any know edge of the | ast sequence nunbers transmitted on
each active (i.e., not closed) connection shall delay enitting any
TCP segnments for at |east the agreed Maxi num Segnent Lifetinme (MSL)
in the internet system of which the host is a part. |In the
par agr aphs bel ow, an explanation for this specification is given
TCP inplenmentors may violate the "quiet tine" restriction, but only
at the risk of causing sone old data to be accepted as new or new
data rejected as old duplicated by sonme receivers in the internet
system

TCPs consunme sequence nunber space each tine a segnent is forned and
entered into the network output queue at a source host. The
duplicate detection and sequencing algorithmin the TCP protoco
relies on the unique binding of segnment data to sequence space to
the extent that sequence nunbers will not cycle through all 2**32
val ues before the segnent data bound to those sequence nunbers has
been delivered and acknow edged by the receiver and all duplicate
copi es of the segnents have "drained" fromthe internet. Wthout
such an assunption, two distinct TCP segnents coul d concei vably be
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assigned the same or overl appi ng sequence nunbers, causi ng confusion
at the receiver as to which data is new and which is old. Renenber
that each segnent is bound to as many consecutive sequence nunbers
as there are octets of data in the segnent.

Under nornal conditions, TCPs keep track of the next sequence nunber
to emit and the ol dest awaiting acknow edgnent so as to avoid

ni st akenly using a sequence nunmber over before its first use has
been acknow edged. This al one does not guarantee that old duplicate
data is drained fromthe net, so the sequence space has been nade
very large to reduce the probability that a wandering duplicate wll
cause trouble upon arrival. At 2 negabits/sec. it takes 4.5 hours
to use up 2**32 octets of sequence space. Since the maxi num segnent
lifetime in the net is not likely to exceed a few tens of seconds,
this is deened anple protection for foreseeable nets, even if data
rates escalate to 10’s of nmegabits/sec. At 100 negabits/sec, the
cycle time is 5.4 mnutes which may be a little short, but stil
within reason.

The basic duplicate detection and sequencing algorithmin TCP can be
def eated, however, if a source TCP does not have any nenory of the
sequence nunbers it | ast used on a given connection. For exanple, if
the TCP were to start all connections with sequence nunber 0, then
upon crashing and restarting, a TCP might re-forman earlier
connection (possibly after hal f-open connection resolution) and enit
packets with sequence nunbers identical to or overlapping with
packets still in the network which were enmitted on an earlier

i ncarnation of the same connection. |In the absence of know edge
about the sequence nunbers used on a particul ar connection, the TCP
specification recormends that the source delay for MSL seconds
before emtting segnents on the connection, to allow time for
segnments fromthe earlier connection incarnation to drain fromthe
system

Even hosts which can renenber the tine of day and used it to select
initial sequence nunber values are not imune fromthis probl em
(i.e., even if time of day is used to select an initial sequence
nurmber for each new connection incarnation).

Suppose, for exanple, that a connection is opened starting with
sequence nunber S. Suppose that this connection is not used nuch
and that eventually the initial sequence nunber function (ISN(t))
takes on a val ue equal to the sequence nunber, say S1, of the |ast
segrment sent by this TCP on a particul ar connection. Now suppose,

at this instant, the host crashes, recovers, and establishes a new

i ncarnation of the connection. The initial sequence nunber chosen is
S1 = ISN(t) -- last used sequence nunber on old incarnation of
connection! |f the recovery occurs quickly enough, any old
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duplicates in the net bearing sequence nunbers in the nei ghborhood
of S1 may arrive and be treated as new packets by the receiver of
the new incarnation of the connection

The problemis that the recovering host may not know for how long it
crashed nor does it know whether there are still old duplicates in
the systemfromearlier connection incarnations.

One way to deal with this problemis to deliberately delay emtting
segnents for one MSL after recovery froma crash- this is the "quite
tinme" specification. Hosts which prefer to avoid waiting are
willing to risk possible confusion of old and new packets at a given
destination may choose not to wait for the "quite tinme".

I mpl ementors may provide TCP users with the ability to select on a
connection by connection basis whether to wait after a crash, or may
informally inplement the "quite time" for all connections.

Qbvi ously, even where a user selects to "wait," this is not
necessary after the host has been "up" for at |east MSL seconds.

To summari ze: every segment emtted occupi es one or nore sequence
nunbers in the sequence space, the nunbers occupi ed by a segment are
"busy” or "in use" until MSL seconds have passed, upon crashing a

bl ock of space-tine is occupied by the octets of the last emtted
segnment, if a new connection is started too soon and uses any of the
sequence nunbers in the space-tine footprint of the |last segnment of
the previous connection incarnation, there is a potential sequence
nunber overlap area which coul d cause confusion at the receiver.

3.4. Establishing a connection

The "three-way handshake" is the procedure used to establish a
connection. This procedure normally is initiated by one TCP and
responded to by another TCP. The procedure also works if two TCP
simultaneously initiate the procedure. When sinmultaneous attenpt
occurs, each TCP receives a "SYN' segnent which carries no

acknow edgnent after it has sent a "SYN'. O course, the arrival of
an ol d duplicate "SYN' segnent can potentially rmake it appear, to the
recipient, that a sinultaneous connection initiation is in progress.
Proper use of "reset" segnments can di sanbi guate these cases.

Several exanpl es of connection initiation follow. Al though these
exanpl es do not show connecti on synchroni zation using data-carrying
segnments, this is perfectly legitimate, so long as the receiving TCP
doesn’t deliver the data to the user until it is clear the data is
valid (i.e., the data must be buffered at the receiver until the
connection reaches the ESTABLI SHED state). The three-way handshake
reduces the possibility of false connections. It is the
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i npl ementation of a trade-off between nenory and nessages to provide
information for this checking.

The sinpl est three-way handshake is shown in figure 7 below. The
figures should be interpreted in the following way. Each line is
nunbered for reference purposes. Right arrows (-->) indicate
departure of a TCP segnent fromTCP Ato TCP B, or arrival of a
segnent at B from A, Left arrows (<--), indicate the reverse.
Ellipsis (...) indicates a segnment which is still in the network
(delayed). An "XXX' indicates a segnent which is |lost or rejected.
Conments appear in parentheses. TCP states represent the state AFTER
the departure or arrival of the segnent (whose contents are shown in
the center of each line). Segnent contents are shown in abbreviated
form wth sequence nunber, control flags, and ACK field. Oher
fields such as w ndow, addresses, |engths, and text have been |left out
in the interest of clarity.

TCP A TCP B
1. CLCSED LI STEN
2.  SYN- SENT --> <SEQ@=100><CTL=SYN> --> SYN- RECEIl VED

3. ESTABLI SHED <-- <SEQ=300><ACK=101><CTL=SYN, ACK> <-- SYN- RECEl VED
4. ESTABLI SHED --> <SEQ=101><ACK=301><CTL=ACK> --> ESTABLI SHED
5. ESTABLI SHED --> <SEQ=101><ACK=301><CTL=ACK><DATA> --> ESTABLI SHED
Basi ¢ 3-Way Handshake for Connection Synchroni zati on
Figure 7.

Inline 2 of figure 7, TCP A begins by sending a SYN segnent
indicating that it will use sequence numbers starting with sequence
number 100. In line 3, TCP B sends a SYN and acknow edges the SYN it
received fromTCP A. Note that the acknow edgnent field indicates TCP
B is now expecting to hear sequence 101, acknow edgi ng the SYN which
occupi ed sequence 100.

At line 4, TCP A responds with an enpty segnment containing an ACK for
TCP B's SYN, and in line 5 TCP A sends sonme data. Note that the
sequence nunber of the segnment inline 5is the sane as in line 4
because the ACK does not occupy sequence nunber space (if it did, we
woul d wi nd up ACKi ng ACK' s!).
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Si nul taneous initiation is only slightly nore conplex, as is shown in
figure 8. Each TCP cycles from CLOSED to SYN-SENT to SYN RECEI VED t o
ESTABLI| SHED.

TCP A TCP B
1. CLCSED CLGOSED
2. SYN- SENT --> <SEQ=100><CTL=SYN>
3.  SYN RECEI VED <-- <SEQ=300><CTL=SYN> <-- SYN- SENT
4. ... <SEQ=100><CTL=SYN> --> SYN- RECEI VED

5.  SYN- RECEI VED - -> <SEQ=100><ACK=301><CTL=SYN, ACK> ..
6. ESTABLI SHED <-- <SEQ=300><ACK=101><CTL=SYN, ACK> <-- SYN- RECEI VED
7. ... <SEQ=101><ACK=301><CTL=ACK> --> ESTABLI SHED
Si nul t aneous Connection Synchroni zati on
Fi gure 8.

The principle reason for the three-way handshake is to prevent old
duplicate connection initiations fromcausing confusion. To deal with
this, a special control nessage, reset, has been devised. |If the
receiving TCP is in a non-synchronized state (i.e., SYN SENT,

SYN- RECEI VED), it returns to LISTEN on receiving an acceptabl e reset.
If the TCP is in one of the synchronized states (ESTABLI SHED,
FINWAIT-1, FINWAIT-2, CLOSE-WAIT, CLCSING LAST-ACK, TIME-WAIT), it
aborts the connection and informs its user. W discuss this latter
case under "hal f-open" connections bel ow.
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TCP A TCP B
1. CLCSED LI STEN
2. SYN- SENT --> <SEQ=100><CTL=SYN>
3. (duplicate) ... <SEQ@90><CTL=SYN> --> SYN- RECEI VED

4.  SYN- SENT <-- <SEQ=300><ACK=91><CTL=SYN, ACK> <-- SYN- RECEIl VED

5. SYN- SENT --> <SEQ@=91><CTL=RST> --> LI STEN

6. ... <SEQ100><CTL=SYN> --> SYN- RECEI VED
7. SYN- SENT <-- <SEQ@400><ACK=101><CTL=SYN, ACK> <-- SYN RECEI VED
8. ESTABLI SHED --> <SEQ=101><ACK=401><CTL=ACK> --> ESTABLI SHED
Recovery from A d Duplicate SYN
Fi gure 9.

As a sinple exanple of recovery fromold duplicates, consider

figure 9. At line 3, an old duplicate SYN arrives at TCP B. TCP B
cannot tell that this is an old duplicate, so it responds normally
(line 4). TCP A detects that the ACK field is incorrect and returns a
RST (reset) with its SEQ field selected to nake the segnent

believable. TCP B, on receiving the RST, returns to the LI STEN state.
When the original SYN (pun intended) finally arrives at line 6, the
synchroni zati on proceeds normally. |If the SYN at line 6 had arrived
before the RST, a nore conpl ex exchange m ght have occurred with RST s
sent in both directions.

Hal f - Open Connections and O her Anonalies

An established connection is said to be "half-open" if one of the
TCPs has cl osed or aborted the connection at its end w thout the

know edge of the other, or if the two ends of the connection have
becone desynchronized owing to a crash that resulted in | oss of
menory. Such connections will automatically becone reset if an
attenpt is made to send data in either direction. However, half-open
connections are expected to be unusual, and the recovery procedure is
mldly invol ved.

If at site A the connection no |onger exists, then an attenpt by the
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user at site Bto send any data on it will result in the site B TCP
receiving a reset control message. Such a nessage indicates to the
site B TCP that something is wong, and it is expected to abort the
connecti on.

Assunme that two user processes A and B are conmunicating with one

anot her when a crash occurs causing | oss of nmenory to A's TCP.

Dependi ng on the operating system supporting A's TCP, it is likely
that some error recovery mechani smexists. When the TCP is up again,
Ais likely to start again fromthe beginning or froma recovery
point. As aresult, Awll probably try to OPEN the connection again
or try to SEND on the connection it believes open. |In the latter
case, it receives the error nessage "connection not open" fromthe
local (A's) TCP. In an attenmpt to establish the connection, A's TCP
will send a segnment containing SYN. This scenario |leads to the
exanpl e shown in figure 10. After TCP A crashes, the user attenpts to
re-open the connection. TCP B, in the nmeantine, thinks the connection

i s open.

TCP A TCP B
1. (CRASH (send 300, recei ve 100)
2. CLOSED ESTABLI SHED
3.  SYN SENT --> <SEQ=400><CTL=SYN> --> (?27?)
4. (') <-- <SEQ=300><ACK=100><CTL=ACK> <-- ESTABLI SHED
5.  SYN SENT --> <SEQ=100><CTL=RST> --> (Abort!!)
6. SYN- SENT CLCSED
7. SYN SENT --> <SEQ=400><CTL=SYN> -->

Hal f - Open Connection Di scovery
Fi gure 10.

When the SYN arrives at line 3, TCP B, being in a synchroni zed state,
and the inconing segnment outside the wi ndow, responds with an

acknow edgnent indicating what sequence it next expects to hear (ACK
100). TCP A sees that this segnent does not acknow edge anything it
sent and, being unsynchroni zed, sends a reset (RST) because it has
detected a hal f-open connection. TCP B aborts at line 5. TCP A wll
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continue to try to establish the connection; the problemis now
reduced to the basic 3-way handshake of figure 7.

An interesting alternative case occurs when TCP A crashes and TCP B
tries to send data on what it thinks is a synchroni zed connecti on.
This is illustrated in figure 11. 1In this case, the data arriving at
TCP A from TCP B (line 2) is unacceptabl e because no such connection
exists, so TCP A sends a RST. The RST is acceptable so TCP B
processes it and aborts the connection.

TCP A TCP B
1. (CRASH (send 300, recei ve 100)
2. (??) <-- <SEQ=300><ACK=100><DATA=10><CTL=ACK> <-- ESTABLI SHED
3. --> <SEQ100><CTL=RST> --> (ABORT!!)
Active Side Causes Hal f-Open Connection Discovery
Figure 11.
In figure 12, we find the two TCPs A and B with passive connections
waiting for SYNN. An old duplicate arriving at TCP B (line 2) stirs B
into action. A SYNNACK is returned (line 3) and causes TCP A to

generate a RST (the ACKin line 3 is not acceptable). TCP B accepts
the reset and returns to its passive LISTEN state.

TCP A TCP B
1. LISTEN LI STEN
2. ... <SEQ=Z><CTL=SYN> --> SYN RECEI VED

3. (??) <-- <SEQ=X><ACK=Z+1><CTL=SYN, ACK> <-- SYN RECEI VED
4. --> <SEQ=Z+1><CTL=RST> --> (return to LISTEN)
5. LISTEN LI STEN

O d Duplicate SYN Initiates a Reset on two Passive Sockets

Figure 12.
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A variety of other cases are possible, all of which are accounted for
by the following rules for RST generation and processing.

Reset Generation

As a general rule, reset (RST) nmust be sent whenever a segnent arrives
whi ch apparently is not intended for the current connection. A reset
must not be sent if it is not clear that this is the case.

There are three groups of states:

1. |If the connection does not exist (CLOSED) then a reset is sent
in response to any inconing segnent except another reset. In
particul ar, SYNs addressed to a non-existent connection are rejected
by this means.

If the incom ng segnment has an ACK field, the reset takes its
sequence nunber fromthe ACK field of the segnent, otherw se the
reset has sequence nunber zero and the ACK field is set to the sum
of the sequence nunber and segnent |ength of the incomi ng segnent.
The connection remains in the CLOSED state.

2. If the connection is in any non-synchroni zed state (LI STEN

SYN- SENT, SYN- RECEI VED), and the inconing segnent acknow edges

somet hing not yet sent (the segnment carries an unacceptabl e ACK), or
if an incoming segment has a security |level or conpartnment which
does not exactly match the | evel and conpartment requested for the
connection, a reset is sent.

I f our SYN has not been acknow edged and the precedence |evel of the
i nconing segnent is higher than the precedence |evel requested then
either raise the local precedence level (if allowed by the user and
the systenm) or send a reset; or if the precedence |evel of the

i ncom ng segnent is |ower than the precedence | evel requested then
continue as if the precedence natched exactly (if the renote TCP
cannot raise the precedence level to match ours this will be
detected in the next segnent it sends, and the connection will be
terminated then). |f our SYN has been acknow edged (perhaps in this
i ncom ng segnent) the precedence | evel of the incom ng segnment nust
mat ch the | ocal precedence |evel exactly, if it does not a reset
must be sent.

If the incoming segment has an ACK field, the reset takes its
sequence nunber fromthe ACK field of the segnment, otherw se the
reset has sequence number zero and the ACK field is set to the sum
of the sequence number and segnent |ength of the incom ng segnent.
The connection remains in the same state.
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3. If the connection is in a synchronized state (ESTABLI SHED
FIN-WAIT-1, FIN-WAIT-2, CLOSE-WAIT, CLCSING LAST-ACK, TIME-WAIT),
any unaccept abl e segnment (out of w ndow sequence nunber or
unaccepti bl e acknow edgnent nunber) nust elicit only an enpty
acknow edgnent segnent containing the current send-sequence nunber
and an acknow edgnent indicating the next sequence nunber expected
to be received, and the connection remains in the same state.

If an incom ng segnent has a security level, or conpartnent, or
precedence whi ch does not exactly match the | evel, and conpartnent,
and precedence requested for the connection,a reset is sent and
connection goes to the CLOSED state. The reset takes its sequence
nunber fromthe ACK field of the inconing segnent.

Reset Processing

In all states except SYN-SENT, all reset (RST) segnents are validated
by checking their SEQfields. A reset is valid if its sequence nunber
isinthe window |In the SYNSENT state (a RST received in response
to an initial SYN, the RST is acceptable if the ACK field

acknow edges the SYN

The receiver of a RST first validates it, then changes state. |[If the
receiver was in the LISTEN state, it ignores it. |If the receiver was
i n SYN- RECEI VED state and had previously been in the LI STEN state,
then the receiver returns to the LI STEN state, otherw se the receiver
aborts the connection and goes to the CLOSED state. |If the receiver
was in any other state, it aborts the connection and advi ses the user
and goes to the CLOSED state.

3.5. dosing a Connection

CLCSE is an operation nmeaning "I have no nore data to send." The
notion of closing a full-duplex connection is subject to anbi guous
interpretation, of course, since it nmay not be obvious how to treat
the receiving side of the connection. W have chosen to treat CLOSE
in a sinplex fashion. The user who CLOSEs may continue to RECEl VE
until he is told that the other side has CLOSED al so. Thus, a program
could initiate several SENDs followed by a CLOSE, and then continue to
RECEI VE until signaled that a RECEI VE fail ed because the other side
has CLOSED. W assune that the TCP will signal a user, even if no
RECEI VEs are outstanding, that the other side has closed, so the user
can ternminate his side gracefully. A TCP will reliably deliver al
buffers SENT before the connection was CLOSED so a user who expects no
data in return need only wait to hear the connecti on was CLOSED
successfully to know that all his data was received at the destination
TCP. Users nust keep readi ng connections they close for sending unti
the TCP says no nore data.
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There are essentially three cases:
1) The user initiates by telling the TCP to CLOSE the connection
2) The renpte TCP initiates by sending a FIN control signa
3) Both users CLCSE sinultaneously

Case 1: Local user initiates the close

In this case, a FIN segnent can be constructed and placed on the

out goi ng segnent queue. No further SENDs fromthe user will be
accepted by the TCP, and it enters the FINNWAIT-1 state. RECElI VEs
are allowed in this state. Al segnments preceding and including FIN
will be retransmitted until acknow edged. When the other TCP has
bot h acknow edged the FIN and sent a FIN of its own, the first TCP
can ACK this FIN. Note that a TCP receiving a FIN wi |l ACK but not
send its own FIN until its user has CLOSED t he connection al so.

Case 2: TCP receives a FIN fromthe network

If an unsolicited FIN arrives fromthe network, the receiving TCP
can ACK it and tell the user that the connection is closing. The
user will respond with a CLOSE, upon which the TCP can send a FIN to
the other TCP after sending any renaining data. The TCP then waits
until its owmn FIN is acknow edged whereupon it del etes the
connection. |If an ACK is not forthcom ng, after the user timeout
the connection is aborted and the user is told.

Case 3: both users close sinultaneously

A simul taneous CLOSE by users at both ends of a connection causes
FIN segnments to be exchanged. When all segnments preceding the FINs
have been processed and acknow edged, each TCP can ACK the FIN it
has received. Both will, upon receiving these ACKs, delete the
connecti on.
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TCP A
ESTABLI SHED

(d ose)
FINWAIT-1 -->

FI N-WAI T- 2

TI ME-VAI T
TIME-VWAI T

(2 MBL)
CLOSED

TCP A
ESTABLI SHED

(d ose)
FINWAIT-1 -->

<--

CLGOSI NG -->

TI VE-VWAI T
(2 MBL)
CLOSED

Transm ssi on Contr ol

Functi onal

<SEQ=100><ACK=300><CTL=FI N, ACK>

<SEQ=300><ACK=101><CTL=ACK>

<SEQ=300><ACK=101><CTL=FI N, ACK>

<SEQ=101><ACK=301><CTL=ACK>

Nor mal Cl ose Sequence

Fi gure 13.

<SEQ=100><ACK=300><CTL=FI N, ACK>
<SEQ=300><ACK=100><CTL=FI N, ACK>
<SEQ=100><ACK=300><CTL=FI N, ACK>

<SEQ=101><ACK=301><CTL=ACK>

<SEQ=301><ACK=101><CTL=ACK>
<SEQ=101><ACK=301><CTL=ACK>

Si nul t aneous Cl ose Sequence

Fi gure 14.

<- -
-->

Pr ot ocol
Speci fication

TCP B

ESTABLI SHED

CLOSE-WAI'T
CLOSE-WAI T

(d ose)
LAST- ACK

CLGOSED

TCP B
ESTABLI SHED

(d ose)
FIN-WAIT-1

CLOSI NG

TI VE-VWAI T
(2 MBL)
CLOSED
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3.

6. Precedence and Security

The intent is that connection be allowed only between ports operating
with exactly the sane security and conpartnent values and at the
hi gher of the precedence |evel requested by the two ports.

The precedence and security paraneters used in TCP are exactly those
defined in the Internet Protocol (IP) [2]. Throughout this TCP
specification the term"security/conpartnent” is intended to indicate
the security parameters used in IP including security, conpartnent,
user group, and handling restriction.

A connection attenpt with m snmatched security/conpartnent values or a
| ower precedence val ue nust be rejected by sending a reset. Rejecting
a connection due to too | ow a precedence only occurs after an

acknow edgment of the SYN has been received.

Not e that TCP nodul es which operate only at the default val ue of
precedence will still have to check the precedence of incom ng
segnments and possibly raise the precedence | evel they use on the
connecti on.

The security paramaters nay be used even in a non-secure environnent
(the values would indicate unclassified data), thus hosts in
non-secure environnents nust be prepared to receive the security
paraneters, though they need not send them

LT Dat a Conmuni cati on

Once the connection is established data is communi cated by the
exchange of segments. Because segnents may be | ost due to errors
(checksumtest failure), or network congestion, TCP uses

retransm ssion (after a tinmeout) to ensure delivery of every segnent.
Duplicate segnents may arrive due to network or TCP retransm ssion
As discussed in the section on sequence nunbers the TCP perforns
certain tests on the sequence and acknow edgnent nunbers in the
segnents to verify their acceptability.

The sender of data keeps track of the next sequence number to use in
the variable SND. NXT. The receiver of data keeps track of the next
sequence nunber to expect in the variable RCV.NXT. The sender of data
keeps track of the ol dest unacknow edged sequence nunber in the
variable SND.UNA. If the data flowis nonentarily idle and all data
sent has been acknow edged then the three variables will be equal

When the sender creates a segnent and transmts it the sender advances
SND. NXT. When the receiver accepts a segnent it advances RCV. NXT and
sends an acknowl edgnent. Wen the data sender receives an
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acknow edgnent it advances SND. UNA. The extent to which the val ues of
these variables differ is a measure of the delay in the conmuni cation
The amount by which the variables are advanced is the length of the
data in the segment. Note that once in the ESTABLI SHED state al
segnments nust carry current acknow edgnment infornmation

The CLOSE user call inplies a push function, as does the FIN control
flag in an inconing segnent.

Ret ransm ssi on Ti neout

Because of the variability of the networks that conpose an

i nternetwork system and the w de range of uses of TCP connections the
retransm ssion tineout nust be dynamically determ ned. One procedure
for determining a retransm ssion tinme out is given here as an
illustration.

An Exanpl e Retransm ssion Ti neout Procedure

Measure the el apsed tinme between sending a data octet with a
particul ar sequence nunmber and receiving an acknow edgnent that
covers that sequence number (segnents sent do not have to match
segnents received). This neasured el apsed tine is the Round Trip
Time (RTT). Next conpute a Snoothed Round Trip Tine (SRTT) as:

SRTT = ( ALPHA * SRTT ) + ((1-ALPHA) * RTT)
and based on this, conpute the retransnission tineout (RTO as:
RTO = mi n[ UBOUND, max[ LBOUND, ( BETA* SRTT)] ]

where UBOUND i s an upper bound on the tinmeout (e.g., 1 mnute),
LBOUND is a | ower bound on the timeout (e.g., 1 second), ALPHA is
a smoothing factor (e.g., .8 to .9), and BETA is a delay variance
factor (e.g., 1.3 to 2.0).

The Communi cation of Urgent |Information

The objective of the TCP urgent nechanismis to allow the sending user
to stinmulate the receiving user to accept sonme urgent data and to
pernmt the receiving TCP to indicate to the receiving user when all
the currently known urgent data has been received by the user

Thi s nechanismpernits a point in the data streamto be designated as
the end of urgent information. Wenever this point is in advance of
the recei ve sequence nunber (RCV.NXT) at the receiving TCP, that TCP
must tell the user to go into "urgent node"; when the receive sequence
nunber catches up to the urgent pointer, the TCP nust tell user to go
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into "normal node". |If the urgent pointer is updated while the user
is in "urgent node", the update will be invisible to the user.

The met hod enmploys a urgent field which is carried in all segnents
transmtted. The URG control flag indicates that the urgent field is
meani ngf ul and nust be added to the segnment sequence nunber to yield
the urgent pointer. The absence of this flag indicates that there is
no urgent data outstanding.

To send an urgent indication the user nmust also send at | east one data
octet. |If the sending user also indicates a push, tinely delivery of
the urgent information to the destination process is enhanced.

Managi ng the W ndow

The wi ndow sent in each segnent indicates the range of sequence
nunbers the sender of the window (the data receiver) is currently
prepared to accept. There is an assunption that this is related to
the currently avail abl e data buffer space available for this
connecti on.

Indicating a | arge wi ndow encourages transnissions. |If nore data
arrives than can be accepted, it will be discarded. This will result
i n excessive retransm ssions, adding unnecessarily to the load on the
network and the TCPs. Indicating a snmall w ndow nay restrict the
transm ssion of data to the point of introducing a round trip delay
bet ween each new segnent transmtted.

The mechani sns provided allow a TCP to advertise a | arge wi ndow and to
subsequently advertise a nuch snaller w ndow wi thout having accepted
that nuch data. This, so called "shrinking the window," is strongly
di scouraged. The robustness principle dictates that TCPs will not
shrink the wi ndow thensel ves, but will be prepared for such behavi or
on the part of other TCPs.

The sending TCP nust be prepared to accept fromthe user and send at

| east one octet of new data even if the send window is zero. The
sending TCP nust regularly retransmit to the receiving TCP even when
the windowis zero. Two nminutes is recomrended for the retransm ssion
interval when the window is zero. This retransm ssion is essential to
guarantee that when either TCP has a zero wi ndow the re-opening of the
wi ndow will be reliably reported to the other.

When the receiving TCP has a zero wi ndow and a segnent arrives it mnust
still send an acknow edgnent showi ng its next expected sequence nunber
and current wi ndow (zero).

The sending TCP packages the data to be transnmitted into segnents
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which fit the current window, and may repackage segnents on the
retransm ssi on queue. Such repackaging is not required, but may be
hel pful .

In a connection with a one-way data flow, the wi ndow information wll
be carried in acknow edgnent segnents that all have the sane sequence
number so there will be no way to reorder themif they arrive out of
order. This is not a serious problem but it will allow the w ndow
informati on to be on occasion tenporarily based on old reports from
the data receiver. A refinement to avoid this problemis to act on
the wi ndow i nformation from segnments that carry the highest

acknow edgnent nunber (that is segnents with acknow edgrment nunber
equal or greater than the highest previously received).

The wi ndow nmanagemnent procedure has significant influence on the
communi cati on performance. The followi ng corments are suggestions to
i npl enent ers.

W ndow Managenent Suggesti ons

Al'locating a very small wi ndow causes data to be transmitted in
many small segnments when better performance is achieved using
fewer |arge segnents.

One suggestion for avoiding small windows is for the receiver to
defer updating a window until the additional allocation is at

| east X percent of the maximum all ocation possible for the
connection (where X nmight be 20 to 40).

Anot her suggestion is for the sender to avoid sending snall
segnments by waiting until the window is |arge enough before
sending data. |If the the user signals a push function then the
data nust be sent even if it is a small segnent.

Not e that the acknow edgnents should not be del ayed or unnecessary
retransmssions will result. One strategy would be to send an
acknow edgnent when a small segment arrives (with out updating the
wi ndow i nformation), and then to send anot her acknow edgnment with
new wi ndow i nformati on when the wi ndow is |arger.

The segnent sent to probe a zero wi ndow nmay al so begin a break up
of transmitted data into snmaller and snaller segnents. If a
segnment containing a single data octet sent to probe a zero w ndow
is accepted, it consumes one octet of the w ndow now avail abl e.

If the sending TCP sinply sends as nmuch as it can whenever the

wi ndow is non zero, the transmtted data will be broken into
alternating big and snmall segnments. As tinme goes on, occasiona
pauses in the receiver naking wi ndow allocation available wll
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result in breaking the big segnents into a snall and not quite so
big pair. And after a while the data transmission will be in
mostly small segments.

The suggestion here is that the TCP inplenentations need to
actively attenpt to conbine small w ndow allocations into |arger
wi ndows, since the nechani sns for nmanagi ng the wi ndow tend to | ead
to many small wi ndows in the sinplest mnded inplenentations.

3. 8. I nterfaces

There are of course two interfaces of concern: the user/TCP interface
and the TCP/lower-level interface. W have a fairly el aborate node

of the user/TCP interface, but the interface to the |ower |eve
protocol module is left unspecified here, since it will be specified
in detail by the specification of the |lowel |evel protocol. For the
case that the lower level is IP we note sone of the paraneter val ues
that TCPs m ght use

User/ TCP I nterface

The follow ng functional description of user commands to the TCP is,
at best, fictional, since every operating systemw || have different
facilities. Consequently, we nmust warn readers that different TCP

i npl ementations may have different user interfaces. However, al
TCPs nmust provide a certain mininumset of services to guarantee
that all TCP inplenentations can support the sane protoco

hi erarchy. This section specifies the functional interfaces
required of all TCP inpl enentations.

TCP User Commands

The follow ng sections functionally characterize a USER/ TCP
interface. The notation used is simlar to nbost procedure or
function calls in high level |anguages, but this usage is not
meant to rule out trap type service calls (e.g., SVCs, UUGCs,
EMIs) .

The user conmands descri bed bel ow specify the basic functions the
TCP must performto support interprocess conmunication

I ndi vi dual inplenmentations nust define their own exact format, and
may provi de conbi nations or subsets of the basic functions in
single calls. In particular, sone inplenentations may wish to
automatically OPEN a connection on the first SEND or RECEI VE

i ssued by the user for a given connection
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In providing interprocess conmunication facilities, the TCP nust
not only accept commands, but nust also return information to the
processes it serves. The latter consists of:

(a) general information about a connection (e.g., interrupts,
renote cl ose, binding of unspecified foreign socket).

(b) replies to specific user conmands indicating success or
various types of failure.

Open

Format: OPEN (local port, foreign socket, active/passive
[, timeout] [, precedence] [, security/conpartnent] [, options])
-> | ocal connection nane

We assune that the local TCP is aware of the identity of the
processes it serves and will check the authority of the process
to use the connection specified. Depending upon the

i mpl ementation of the TCP, the I ocal network and TCP identifiers
for the source address will either be supplied by the TCP or the
| oner |evel protocol (e.g., IP). These considerations are the
result of concern about security, to the extent that no TCP be
abl e to masquerade as another one, and so on. Simlarly, no
process can nmasquerade as another w thout the collusion of the
TCP.

If the active/passive flag is set to passive, then this is a
call to LISTEN for an incom ng connection. A passive open nay
have either a fully specified foreign socket to wait for a
particul ar connection or an unspecified foreign socket to wait
for any call. A fully specified passive call can be nade active
by the subsequent execution of a SEND.

A transmi ssion control block (TCB) is created and partially
filled in with data fromthe OPEN command paraneters

On an active OPEN command, the TCP will begin the procedure to
synchroni ze (i.e., establish) the connection at once.

The tineout, if present, pernmits the caller to set up a tineout
for all data submtted to TCP. |If data is not successfully
delivered to the destination within the tinmeout period, the TCP
will abort the connection. The present global default is five
m nut es.

The TCP or sone conponent of the operating systemwll verify
the users authority to open a connection with the specified
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precedence or security/conpartnent. The absence of precedence
or security/conpartnent specification in the OPEN call indicates
the default val ues nust be used.

TCP will accept inconming requests as natching only if the
security/conpartment information is exactly the same and only if
the precedence is equal to or higher than the precedence
requested in the OPEN call.

The precedence for the connection is the higher of the val ues
requested in the OPEN call and received fromthe incon ng
request, and fixed at that value for the life of the
connection. | nplementers may want to give the user control of
this precedence negotiation. For exanple, the user mght be
all owed to specify that the precedence nust be exactly matched,
or that any attenpt to raise the precedence be confirned by the
user.

A local connection nane will be returned to the user by the TCP
The | ocal connection name can then be used as a short hand term
for the connection defined by the <local socket, foreign socket>
pair.

Send

Format: SEND (Il ocal connection name, buffer address, byte
count, PUSH flag, URGENT flag [,timeout])

This call causes the data contained in the indicated user buffer
to be sent on the indicated connection. |f the connection has
not been opened, the SEND is considered an error. Sone

i mpl erentations may allow users to SEND first; in which case, an
aut omati ¢ OPEN woul d be done. |If the calling process is not
authorized to use this connection, an error is returned.

If the PUSH flag is set, the data nust be transmitted pronptly
to the receiver, and the PUSH bit will be set in the last TCP
segrment created fromthe buffer. |If the PUSH flag is not set,
the data may be conbined with data from subsequent SENDs for
transm ssion efficiency.

If the URGENT flag is set, segnents sent to the destination TCP
will have the urgent pointer set. The receiving TCP will signal
the urgent condition to the receiving process if the urgent

poi nter indicates that data preceding the urgent pointer has not
been consuned by the receiving process. The purpose of urgent
is to stinulate the receiver to process the urgent data and to
indicate to the receiver when all the currently known urgent
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data has been received. The nunber of times the sending user’s
TCP signals urgent will not necessarily be equal to the numnber
of times the receiving user will be notified of the presence of
urgent dat a.

If no foreign socket was specified in the OPEN, but the
connection is established (e.g., because a LI STEN ng connection
has beconme specific due to a foreign segnent arriving for the

| ocal socket), then the designated buffer is sent to the inplied
forei gn socket. Users who make use of OPEN with an unspecified
forei gn socket can nake use of SEND wi thout ever explicitly
knowi ng the forei gn socket address.

However, if a SEND is attenpted before the foreign socket
becones specified, an error will be returned. Users can use the
STATUS call to determ ne the status of the connection. In sone
i npl ementations the TCP nay notify the user when an unspecified
socket is bound.

If atimeout is specified, the current user timeout for this
connection is changed to the new one.

In the sinplest inplenentation, SEND woul d not return control to
the sending process until either the transm ssion was conpl ete
or the timeout had been exceeded. However, this sinple nethod
is both subject to deadl ocks (for exanple, both sides of the
connection mght try to do SENDs before doi ng any RECEI VEs) and
of fers poor performance, so it is not recommended. A nore
sophi sticated i nplenentation would return inmediately to allow
the process to run concurrently with network I/Q, and
furthernore, to allow nmultiple SENDs to be in progress.
Multiple SENDs are served in first come, first served order, so
the TCP will queue those it cannot service i mediately.

We have inplicitly assuned an asynchronous user interface in
which a SEND later elicits sone kind of SIGNAL or
pseudo-interrupt fromthe serving TCP. An alternative is to
return a response i mediately. For instance, SENDs ni ght return
i medi ate | ocal acknow edgnent, even if the segnent sent had not
been acknow edged by the distant TCP. W could optimistically

assune eventual success. |If we are wong, the connection will
cl ose anyway due to the tinmeout. |In inplenentations of this
ki nd (synchronous), there will still be sone asynchronous

signals, but these will deal with the connection itself, and not
with specific segnments or buffers

In order for the process to distinguish anong error or success
i ndications for different SENDs, it night be appropriate for the
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buffer address to be returned along with the coded response to
the SEND request. TCP-to-user signals are discussed bel ow,

i ndi cating the information which should be returned to the

cal ling process.

Recei ve

Format: RECEIVE (|l ocal connection name, buffer address, byte
count) -> byte count, urgent flag, push flag

This command al | ocates a receiving buffer associated with the
speci fied connection. |f no OPEN precedes this command or the
calling process is not authorized to use this connection, an
error is returned.

In the sinplest inplenentation, control would not return to the
calling programuntil either the buffer was filled, or sone
error occurred, but this schenme is highly subject to deadl ocks.
A nore sophisticated inplenentation would pernit severa

RECEI VEs to be outstanding at once. These would be filled as
segnments arrive. This strategy permts increased throughput at
the cost of a nore el aborate scheme (possibly asynchronous) to
notify the calling programthat a PUSH has been seen or a buffer

filled.

I f enough data arrive to fill the buffer before a PUSH i s seen
the PUSH flag will not be set in the response to the RECEl VE
The buffer will be filled with as nmuch data as it can hold. |If

a PUSH is seen before the buffer is filled the buffer will be
returned partially filled and PUSH i ndi cat ed.

If there is urgent data the user will have been informed as soon
as it arrived via a TCP-to-user signal. The receiving user
shoul d thus be in "urgent node". |If the URGENT flag is on
additional urgent data remains. |If the URGENT flag is off, this
call to RECEIVE has returned all the urgent data, and the user
may now | eave "urgent node". Note that data follow ng the
urgent pointer (non-urgent data) cannot be delivered to the user
in the same buffer with preceedi ng urgent data unless the
boundary is clearly marked for the user

To di stinguish anbng several outstanding RECEI VEs and to take
care of the case that a buffer is not conpletely filled, the
return code is acconpanied by both a buffer pointer and a byte
count indicating the actual length of the data received.

Al ternative inplenentations of RECElIVE m ght have the TCP
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al l ocate buffer storage, or the TCP nmight share a ring buffer
with the user.

Cl ose
Format: CLOSE (local connection nane)

This command causes the connection specified to be closed. |If
the connection is not open or the calling process is not

aut horized to use this connection, an error is returned.

Cl osing connections is intended to be a graceful operation in
the sense that outstanding SENDs will be transnmitted (and
retransmtted), as flow control permts, until all have been
serviced. Thus, it should be acceptable to nmake several SEND
calls, followed by a CLOSE, and expect all the data to be sent
to the destination. It should also be clear that users should
continue to RECElI VE on CLOSI NG connections, since the other side
may be trying to transmit the last of its data. Thus, CLCSE

means "I have no nore to send" but does not mean "I wll not
receive any nore." It may happen (if the user level protocol is
not well thought out) that the closing side is unable to get rid
of all its data before timng out. 1In this event, CLOSE turns

into ABORT, and the closing TCP gives up

The user may CLCSE the connection at any time on his own
initiative, or in response to various pronpts fromthe TCP
(e.g., renote close executed, transm ssion tinmeout exceeded,
destination inaccessible).

Because cl osing a connection requires comunication with the
foreign TCP, connections nmay remain in the closing state for a
short tinme. Attenpts to reopen the connection before the TCP
replies to the CLOSE conmand will result in error responses.
Close also inplies push function

St at us
Format: STATUS (Il ocal connection nanme) -> status data
This is an inplenentation dependent user conmmand and coul d be
excluded without adverse effect. Information returned would
typically come fromthe TCB associated with the connection

This command returns a data bl ock containing the foll ow ng
i nformation:

| ocal socket,
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foreign socket,

| ocal connection nane,

recei ve wi ndow,

send w ndow,

connection state,

nunber of buffers awaiting acknow edgnent,
nunber of buffers pending receipt,
urgent state,

pr ecedence,

security/ conpartnent,

and transm ssion tineout.

Dependi ng on the state of the connection, or on the

i mpl erentation itself, some of this information may not be

avail abl e or nmeaningful. |If the calling process is not

aut horized to use this connection, an error is returned. This
prevents unaut horized processes fromgaining information about a
connecti on.

Abort
Format: ABORT (|l ocal connection nane)

This command causes all pending SENDs and RECEI VES to be
aborted, the TCB to be renpbved, and a special RESET nessage to
be sent to the TCP on the other side of the connection
Dependi ng on the inplementation, users may receive abort

i ndi cations for each outstanding SEND or RECEIVE, or may sinply
recei ve an ABORT- acknow edgnent .

TCP-t 0o- User Messages

It is assuned that the operating system environnent provides a
means for the TCP to asynchronously signal the user program \hen
the TCP does signal a user program certain information is passed
to the user. Oten in the specification the infornmation will be
an error nessage. In other cases there will be information
relating to the conpletion of processing a SEND or RECEI VE or

ot her user call

The following information is provided:

Local Connection Nane Al ways
Response String Al ways
Buf f er Address Send & Receive
Byte count (counts bytes received) Recei ve
Push fl ag Recei ve
Urgent flag Recei ve
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TCP/ Lower - Level Interface

The TCP calls on a lower |evel protocol nodule to actually send and
receive informati on over a network. One case is that of the ARPA

i nternetwork system where the |lower |evel nodule is the Internet
Protocol (IP) [2].

If the lower level protocol is IP it provides argunments for a type
of service and for a time to live. TCP uses the follow ng settings
for these paraneters:

Type of Service = Precedence: routine, Delay: nornal, Throughput:
normal, Reliability: normal; or 00000000.

Time to Live = one mnute, or 00111100.

Note that the assuned nmaxi mum segnent lifetine is two mnutes
Here we explicitly ask that a segnent be destroyed if it cannot
be delivered by the internet systemw thin one mi nute.

If the lower level is IP (or other protocol that provides this
feature) and source routing is used, the interface nmust allow the
route information to be communicated. This is especially inportant
so that the source and destination addresses used in the TCP
checksum be the originating source and ultinate destination. It is
al so inportant to preserve the return route to answer connection
requests.

Any | ower |evel protocol will have to provide the source address,
destination address, and protocol fields, and sone way to determ ne
the "TCP length", both to provide the functional equivlent service
of IP and to be used in the TCP checksum
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3.9. Event Processing

The processing depicted in this section is an exanple of one possible
i npl ementation. Oher inplenentations may have slightly different
processi ng sequences, but they should differ fromthose in this
section only in detail, not in substance.

The activity of the TCP can be characterized as responding to events.
The events that occur can be cast into three categories: user calls,
arriving segnents, and tineouts. This section describes the
processing the TCP does in response to each of the events. |In many
cases the processing required depends on the state of the connection

Events that occur:
User Calls

OPEN
SEND
RECEI VE
CLGSE
ABCRT
STATUS

Arriving Segnents
SEGVENT ARRI VES
Ti meout s

USER Tl MEQUT
RETRANSM SSI ON TI MEQUT
TIME-WAI T TI MEOQUT

The nmodel of the TCP/user interface is that user commands receive an
i medi ate return and possibly a del ayed response via an event or
pseudo interrupt. |In the follow ng descriptions, the term"signal"
means cause a del ayed response.

Error responses are given as character strings. For example, user
commands referencing connections that do not exist receive "error
connecti on not open".

Pl ease note in the following that all arithmetic on sequence nunbers,
acknow edgment nunbers, wi ndows, et cetera, is nodulo 2**32 the size
of the sequence number space. Also note that "=<" neans |ess than or
equal to (nodulo 2**32).
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A natural way to think about processing incoming segnents is to

i magi ne that they are first tested for proper sequence nunber (i.e.,
that their contents lie in the range of the expected "receive w ndow'
in the sequence nunber space) and then that they are generally queued
and processed in sequence nunber order.

When a segnent overl aps other already received segnents we reconstruct
the segnment to contain just the new data, and adjust the header fields
to be consistent.

Note that if no state change is nentioned the TCP stays in the sane
state.
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OPEN Cal |

OPEN Cal |
CLOSED STATE (i.e., TCB does not exist)

Create a new transnission control block (TCB) to hold connection
state information. Fill in local socket identifier, foreign
socket, precedence, security/conpartment, and user tineout
information. Note that some parts of the foreign socket may be
unspecified in a passive OPEN and are to be filled in by the
paraneters of the incom ng SYN segnent. Verify the security and
precedence requested are allowed for this user, if not return
"error: precedence not allowed" or "error: security/conpartnent

not allowed." |If passive enter the LISTEN state and return. |If
active and the foreign socket is unspecified, return "error:
forei gn socket unspecified"; if active and the foreign socket is

specified, issue a SYN segnent. An initial send sequence numnber
(I1SS) is selected. A SYN segnent of the form <SEQ=I SS><CTL=SYN>
is sent. Set SND.UNA to ISS, SND.NXT to |SS+1, enter SYN SENT
state, and return.

If the caller does not have access to the | ocal socket specified,

return "error: connection illegal for this process". |If there is
no roomto create a new connection, return "error: insufficient
resources".

LI STEN STATE

If active and the foreign socket is specified, then change the
connection from passive to active, select an ISS. Send a SYN
segnment, set SND.UNA to ISS, SND.NXT to |ISS+1. Enter SYN SENT
state. Data associated with SEND nay be sent with SYN segnent or
queued for transm ssion after entering ESTABLI SHED state. The
urgent bit if requested in the command nmust be sent with the data
segnents sent as a result of this command. |If there is no roomto
queue the request, respond with "error: insufficient resources”

I f Foreign socket was not specified, then return "error: foreign
socket unspecified".
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OPEN Cal |

SYN- SENT STATE
SYN- RECEI VED STATE
ESTABLI SHED STATE
FI N-WAI T-1 STATE

FI N-WAI T-2 STATE
CLOSE- WAI T STATE
CLOSI NG STATE
LAST- ACK STATE

TI ME-WAI T STATE

Return "error: connection already exists".
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SEND Cal |

SEND Cal |
CLOSED STATE (i.e., TCB does not exist)

If the user does not have access to such a connection, then return
“error: connection illegal for this process".

G herwi se, return "error: connection does not exist".
LI STEN STATE

If the foreign socket is specified, then change the connection
from passive to active, select an ISS. Send a SYN segment, set
SND. UNA to I'SS, SND.NXT to | SS+1. Enter SYN-SENT state. Data
associated with SEND may be sent with SYN segnent or queued for
transm ssion after entering ESTABLI SHED state. The urgent bit if
requested in the command nust be sent with the data segnents sent
as a result of this conmand. |If there is no roomto queue the
request, respond with "error: insufficient resources". If

Forei gn socket was not specified, then return "error: foreign
socket unspecified".

SYN- SENT STATE
SYN- RECEI VED STATE

Queue the data for transm ssion after entering ESTABLI SHED st at e.
If no space to queue, respond with "error: insufficient
resources”.

ESTABLI SHED STATE
CLOSE-WAI T STATE

Segnenti ze the buffer and send it with a piggybacked

acknow edgnent (acknow edgnent value = RCV.NXT). |If there is
insufficient space to renenber this buffer, sinply return "error:
i nsufficient resources".

If the urgent flag is set, then SND.UP <- SND.NXT-1 and set the
urgent pointer in the outgoing segments.
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SEND Cal |

FI N-WAI T-1 STATE
FI N-WAI T-2 STATE
CLGCSI NG STATE
LAST- ACK STATE
TI ME-WAI T STATE

Return "error: connection closing" and do not service request.
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RECEI VE Cal |

RECEI VE Cal |
CLOSED STATE (i.e., TCB does not exist)

If the user does not have access to such a connection, return
“error: connection illegal for this process"

G herwise return "error: connection does not exist".

LI STEN STATE
SYN- SENT STATE
SYN- RECEI VED STATE

Queue for processing after entering ESTABLI SHED state. |If there
is no roomto queue this request, respond with "error
i nsufficient resources”.

ESTABLI SHED STATE
FI N-WAI T-1 STATE
FI N-WAI T-2 STATE

If insufficient incom ng segnents are queued to satisfy the

request, queue the request. |If there is no queue space to
remenber the RECElIVE, respond with "error: insufficient
resources".

Reassenbl e queued incomi ng segnents into receive buffer and return
to user. Mark "push seen" (PUSH) if this is the case.

If RCV.UP is in advance of the data currently being passed to the
user notify the user of the presence of urgent data.

When the TCP takes responsibility for delivering data to the user
that fact must be comunicated to the sender via an

acknow edgnent. The formation of such an acknow edgnent is
descri bed below in the discussion of processing an incomi ng
segnent .
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CLOSE- WAI T STATE

Since the renote side has already sent FIN, RECElIVEs nust be
satisfied by text already on hand, but not yet delivered to the
user. |If no text is awaiting delivery, the RECEIVE will get a
“error: connection closing" response. Oherw se, any renaining
text can be used to satisfy the RECElVE

CLGCSI NG STATE
LAST- ACK STATE
TI ME-WAI T STATE

Return "error: connection closing".
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CLCSE Cal |

CLOSED STATE (i.e., TCB does not exist)

If the user does not have access to such a connection, return
“error: connection illegal for this process".

G herwi se, return "error: connection does not exist".
LI STEN STATE

Any out standi ng RECElI VEs are returned with "error: closing"
responses. Delete TCB, enter CLOSED state, and return.

SYN- SENT STATE

Delete the TCB and return "error: closing" responses to any
queued SENDs, or RECEI VEs.

SYN- RECEI VED STATE

If no SENDs have been issued and there is no pending data to send,
then forma FIN segnent and send it, and enter FIN-WAIT-1 state;
ot herwi se queue for processing after entering ESTABLI SHED st ate.

ESTABLI SHED STATE

Queue this until all preceding SENDs have been segnentized, then
forma FIN segnent and send it. |In any case, enter FINNWAIT-1
state.

FI N-WAI T-1 STATE
FI N-WAI T-2 STATE

Strictly speaking, this is an error and should receive a "error:
connection closing" response. An "ok" response would be
acceptable, too, as long as a second FINis not enitted (the first
FIN may be retransm tted though).
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CLOSE- WAI T STATE

Queue this request until all preceding SENDs have been
segnenti zed; then send a FIN segnent, enter CLOSING state.

CLOSI NG STATE

LAST- ACK STATE
TI ME-WAI T STATE

Respond with "error: connection closing".

[ Page 61]

IPR2022-00833
CommScope, Inc. Exhibit 1034
Page 128 of 152



Sept enber 1981
Transm ssi on Control Protocol

Functi onal Specification
ABORT Cal |

ABORT Cal |
CLOSED STATE (i.e., TCB does not exist)

If the user should not have access to such a connection, return
“error: connection illegal for this process".

G herwise return "error: connection does not exist".

LI STEN STATE

Any out st andi ng RECEI VEs should be returned with "error:
connection reset" responses. Delete TCB, enter CLOSED state, and
return.

SYN- SENT STATE

Al'l queued SENDs and RECElI VEs shoul d be given "connection reset"
notification, delete the TCB, enter CLOSED state, and return.

SYN- RECEI VED STATE
ESTABLI SHED STATE
FI N-WAI T-1 STATE

FI N-WAI T- 2 STATE
CLOSE- WAI T STATE

Send a reset segment:
<SEQ=SND. NXT><CTL=RST>

Al'l queued SENDs and RECEI VEs shoul d be given "connection reset"”
notification; all segments queued for transm ssion (except for the
RST formed above) or retransm ssion should be flushed, delete the
TCB, enter CLOSED state, and return.

CLOSI NG STATE
LAST- ACK STATE
TI ME-WAI T STATE

Respond with "ok" and delete the TCB, enter CLOSED state, and
return.
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STATUS Cal |
CLOSED STATE (i.e., TCB does not exist)

If the user should not have access to such a connection, return
“error: connection illegal for this process".

O herwi se return "error: connection does not exist".
LI STEN STATE

Return "state = LI STEN', and the TCB pointer.
SYN- SENT STATE

Return "state = SYN-SENT", and the TCB pointer.
SYN- RECEIl VED STATE

Return "state = SYN RECEI VED', and the TCB pointer.
ESTABLI SHED STATE

Return "state = ESTABLI SHED', and the TCB pointer.
FI N-VWAI T-1 STATE

Return "state = FINNWAIT-1", and the TCB poi nter.
FI N-WAI T- 2 STATE

Return "state = FINNWAIT-2", and the TCB pointer.

CLOSE-WAI T STATE

Return "state CLCSE-WAI T*, and the TCB pointer.
CLCOSI NG STATE

Return "state = CLOSING', and the TCB pointer.
LAST- ACK STATE

Return "state = LAST-ACK", and the TCB pointer.
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TI ME-WAI T STATE

Return "state = TIME-WAIT', and the TCB pointer.
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SEGVENT ARRI VES
If the state is CLOSED (i.e., TCB does not exist) then
all data in the inconm ng segnent is discarded. An inconing
segnent containing a RST is discarded. An inconing segnent not
contai ning a RST causes a RST to be sent in response. The
acknow edgment and sequence field values are selected to make the
reset sequence acceptable to the TCP that sent the offending
segnment .
If the ACK bit is off, sequence nunber zero is used,
<SEQ=0><ACK=SEG SEQ+SEG LEN><CTL=RST, ACK>
If the ACK bit is on,
<SEQ=SEG. ACK><CTL=RST>
Ret ur n.
If the state is LISTEN then
first check for an RST
An incom ng RST should be ignored. Return.
second check for an ACK
Any acknow edgnent is bad if it arrives on a connection still in
the LI STEN state. An acceptable reset segnent should be forned
for any arriving ACK-bearing segnent. The RST shoul d be
formatted as foll ows:
<SEQ=SEG. ACK><CTL=RST>
Ret ur n.
third check for a SYN
If the SYN bit is set, check the security. |If the
security/conpartnment on the incom ng segnent does not exactly
mat ch the security/conpartment in the TCB then send a reset and

return.

<SEQ=SEG ACK><CTL=RST>
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If the SEG PRC is greater than the TCB. PRC then if all owed by
the user and the system set TCB. PRC<-SEG PRC, if not all owed
send a reset and return.

<SEQ=SEG. ACK><CTL=RST>
If the SEG PRC is |ess than the TCB. PRC t hen conti nue.

Set RCV.NXT to SEG SEQ+1, IRS is set to SEG SEQ and any ot her
control or text should be queued for processing later. |ISS
shoul d be selected and a SYN segnent sent of the form

<SEQ=| SS><ACK=RCV. NXT><CTL=SYN, ACK>

SND. NXT is set to 1SS+1 and SND. UNA to ISS. The connection
state shoul d be changed to SYN-RECEI VED. Note that any other

i ncom ng control or data (conbined with SYN will be processed
in the SYN-RECElI VED state, but processing of SYN and ACK shoul d
not be repeated. |If the listen was not fully specified (i.e.,
the foreign socket was not fully specified), then the
unspecified fields should be filled in now

fourth other text or control
Any ot her control or text-bearing segnent (not containing SYN
must have an ACK and thus woul d be discarded by the ACK
processing. An incom ng RST segnent could not be valid, since
it could not have been sent in response to anything sent by this
i ncarnati on of the connection. So you are unlikely to get here,
but if you do, drop the segnent, and return.

If the state is SYN SENT t hen

first check the ACK bit

If the ACK bit is set

If SEG ACK =< | SS, or SEG ACK > SND. NXT, send a reset (unless
the RST bit is set, if so drop the segnment and return)

<SEQ=SEG. ACK><CTL=RST>
and discard the segment. Return.
If SND. UNA =< SEG ACK =< SND. NXT then the ACK is acceptabl e.

second check the RST bit
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If the RST bit is set
If the ACK was acceptabl e then signal the user "error
connection reset”, drop the segnent, enter CLOSED state,

del ete TCB, and return. Oherwise (no ACK) drop the segnent
and return.

third check the security and precedence

If the security/conpartnent in the segment does not exactly
mat ch the security/conpartnment in the TCB, send a reset

If there is an ACK
<SEQ=SEG. ACK><CTL=RST>
Gt herwi se
<SEQ=0><ACK=SEG. SEQ+SEG. LEN><CTL=RST, ACK>
If there is an ACK

The precedence in the segnment nmust nmatch the precedence in the
TCB, if not, send a reset

<SEQ=SEG. ACK><CTL=RST>
If there is no ACK
If the precedence in the segnent is higher than the precedence
inthe TCB then if allowed by the user and the systemraise
the precedence in the TCB to that in the segnment, if not
allowed to raise the prec then send a reset.
<SEQ=0><ACK=SEG SEQ+SEG LEN><CTL=RST, ACK>

If the precedence in the segnent is lower than the precedence
in the TCB conti nue.

If a reset was sent, discard the segnent and return
fourth check the SYN bit

This step should be reached only if the ACKis ok, or there is
no ACK, and it the segnment did not contain a RST.

If the SYNbit is on and the security/conpartnment and precedence
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are acceptable then, RCV.NXT is set to SEG SEQ+t1l, IRS is set to
SEG SEQ  SND. UNA shoul d be advanced to equal SEG ACK (if there
is an ACK), and any segnents on the retransm ssi on queue which
are thereby acknow edged shoul d be renoved.

If SND.UNA > | SS (our SYN has been ACKed), change the connection
state to ESTABLI SHED, form an ACK segnent

<SEQ=SND. NXT><ACK=RCV. NXT><CTL=ACK>
and send it. Data or controls which were queued for
transm ssion may be included. |f there are other controls or
text in the segnent then continue processing at the sixth step
bel ow where the URG bit is checked, otherw se return.
O herwi se enter SYN-RECEI VED, form a SYN, ACK segnent

<SEQ=l SS><ACK=RCV. NXT><CTL=SYN, ACK>
and send it. |If there are other controls or text in the
segnment, queue them for processing after the ESTABLI SHED state
has been reached, return.

fifth, if neither of the SYN or RST bits is set then drop the
segrment and return.
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O herwi se,
first check sequence nunber

SYN- RECEI VED STATE
ESTABLI SHED STATE
FI N-WAI T-1 STATE

FI N-WAI T-2 STATE
CLOSE-WAI T STATE
CLGOSI NG STATE
LAST- ACK STATE

TI ME-WAI T STATE

Segments are processed in sequence. Initial tests on arrival
are used to discard old duplicates, but further processing is
done in SEG SEQ order. If a segnent’s contents straddle the
boundary between old and new, only the new parts should be
processed.

There are four cases for the acceptability test for an inconing
segnent :

Segnent Receive Test
Length W ndow

0 0 SEG SEQ = RCV. NXT

0 >0 RCV. NXT =< SEG SEQ < RCV. NXT+RCV. WND
>0 0 not acceptabl e
>0 >0 RCV. NXT =< SEG SEQ < RCV. NXT+RCV. WND

or RCV.NXT =< SEG SEQ+SEG LEN-1 < RCV. NXT+RCV. WVAND

If the RCV.VWND i s zero, no segnents will be acceptable, but
speci al all owance should be made to accept valid ACKs, URGs and
RSTs.

If an incom ng segnent is not acceptable, an acknow edgnent
should be sent in reply (unless the RST bit is set, if so drop
the segnment and return):

<SEQ=SND. NXT><ACK=RCV. NXT><CTL=ACK>

After sending the acknow edgnent, drop the unacceptabl e segnent
and return.
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In the following it is assumed that the segnment is the idealized
segrment that begins at RCV. NXT and does not exceed the w ndow.
One could tailor actual segnents to fit this assunption by
trimmng off any portions that |lie outside the wi ndow (including
SYN and FIN), and only processing further if the segnment then
begins at RCV.NXT. Segnents w th higher begining sequence
numbers may be held for | ater processing.

second check the RST bit,
SYN RECEI VED STATE
If the RST bit is set

If this connection was initiated with a passive OPEN (i.e.,
came fromthe LISTEN state), then return this connection to
LI STEN state and return. The user need not be inforned. |If
this connection was initiated with an active OPEN (i.e., canme
from SYN-SENT state) then the connection was refused, signal
the user "connection refused”. |In either case, all segnments
on the retransm ssion queue should be renoved. And in the
active OPEN case, enter the CLOSED state and del ete the TCB,
and return.

ESTABLI SHED
FI' N-VWAIT-1
FI N-WAI T- 2
CLOSE-WAI' T

If the RST bit is set then, any outstandi ng RECEI VEs and SEND
shoul d receive "reset" responses. All segment queues shoul d be
flushed. Users should al so receive an unsolicited general
"connection reset" signal. Enter the CLOSED state, delete the
TCB, and return.

CLOSI NG STATE
LAST- ACK STATE
TIME-VWAI T

If the RST bit is set then, enter the CLOSED state, delete the
TCB, and return.
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third check security and precedence
SYN- RECEI VED

If the security/conpartnent and precedence in the segnent do not
exactly match the security/conpartnent and precedence in the TCB
then send a reset, and return

ESTABLI SHED STATE

If the security/conpartnent and precedence in the segnent do not
exactly match the security/conpartnent and precedence in the TCB
then send a reset, any outstandi ng RECElI VEs and SEND shoul d
receive "reset" responses. All segnment queues shoul d be
flushed. Users should also receive an unsolicited genera
"connection reset" signal. Enter the CLOSED state, delete the
TCB, and return.

Note this check is placed followi ng the sequence check to prevent
a segnment from an old connection between these ports with a
different security or precedence from causing an abort of the
current connection

fourth, check the SYN bit,

SYN- RECEI VED
ESTABLI SHED STATE
FIN-VWAI T STATE-1
FI N-WAI T STATE- 2
CLOSE- WAI T STATE
CLOSI NG STATE
LAST- ACK STATE

TI ME-WAI T STATE

If the SYNis in the windowit is an error, send a reset, any
out st andi ng RECElI VEs and SEND shoul d receive "reset" responses,
all segment queues should be flushed, the user should al so
receive an unsolicited general "connection reset" signal, enter
the CLOSED state, delete the TCB, and return

If the SYNis not in the window this step would not be reached
and an ack woul d have been sent in the first step (sequence
nunmber check).
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fifth check the ACK field,
if the ACK bit is off drop the segment and return
if the ACK bit is on
SYN- RECEIl VED STATE

I f SND. UNA =< SEG ACK =< SND. NXT then enter ESTABLI SHED state
and continue processing.

If the segnent acknow edgnent is not acceptable, forma
reset segnent,

<SEQ=SEG. ACK><CTL=RST>
and send it.
ESTABLI SHED STATE

If SND. UNA < SEG ACK =< SND. NXT then, set SND. UNA <- SEG ACK.
Any segnents on the retransni ssion queue which are thereby
entirely acknow edged are renmoved. Users should receive
positive acknow edgnents for buffers which have been SENT and
fully acknowl edged (i.e., SEND buffer should be returned with
"ok" response). If the ACKis a duplicate

(SEG ACK < SND. UNA), it can be ignored. |If the ACK acks
sonet hing not yet sent (SEG ACK > SND. NXT) then send an ACK,
drop the segnent, and return.

I f SND. UNA < SEG ACK =< SND. NXT, the send w ndow shoul d be
updated. If (SND.W.1 < SEG SEQ or (SND.W.1 = SEG SEQ and
SND. W.2 =< SEG ACK)), set SND. WD <- SEG WAD, set

SND. W.1 <- SEG SEQ and set SND.W.2 <- SEG ACK

Note that SND.WAD is an offset from SND. UNA, that SND. W1
records the sequence nunber of the |last segnent used to update
SND. WND, and that SND. W.2 records the acknow edgment number of
the | ast segment used to update SND. WND. The check here
prevents using old segnents to update the w ndow.
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FI N-WAI T-1 STATE

In addition to the processing for the ESTABLI SHED state, if
our FIN is now acknow edged then enter FIN-WAIT-2 and conti nue
processing in that state.

FI N-WAI T-2 STATE

In addition to the processing for the ESTABLI SHED state, if
the retransni ssion queue is enpty, the user’'s CLOSE can be
acknow edged ("ok") but do not delete the TCB.

CLOSE- WAI T STATE
Do the same processing as for the ESTABLI SHED st at e.
CLCSI NG STATE

In addition to the processing for the ESTABLI SHED state, if
the ACK acknow edges our FIN then enter the TIME-WAIT state,
ot herw se ignore the segnent.

LAST- ACK STATE

The only thing that can arrive in this state is an
acknow edgment of our FIN. If our FINis now acknow edged,
delete the TCB, enter the CLOSED state, and return.

TI ME-WAI T STATE

The only thing that can arrive in this state is a
retransm ssion of the renote FIN. Acknow edge it, and restart
the 2 MSL tinmeout.

si xth, check the URG bit,

ESTABLI SHED STATE
FI N-WAI T-1 STATE
FI N-WAI T-2 STATE

If the URG bit is set, RCV.UP <- max(RCV. UP, SEG UP), and si gnal
the user that the renpote side has urgent data if the urgent

poi nter (RCV.UP) is in advance of the data consurmed. |If the
user has already been signaled (or is still in the "urgent
nmode") for this continuous sequence of urgent data, do not
signal the user again.
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CLOSE- WAI T STATE
CLGCSI NG STATE
LAST- ACK STATE
TIME-WAI T

This should not occur, since a FIN has been received fromthe
renote side. lgnore the URG

sevent h, process the segnent text,

ESTABLI SHED STATE
FI N-WAI T-1 STATE
FI N-WAI T- 2 STATE

Once in the ESTABLI SHED state, it is possible to deliver segnent
text to user RECEIVE buffers. Text from segnents can be noved
into buffers until either the buffer is full or the segnment is
enpty. |f the segnent enpties and carries an PUSH flag, then
the user is informed, when the buffer is returned, that a PUSH
has been received.

When the TCP takes responsibility for delivering the data to the
user it must al so acknow edge the receipt of the data.

Once the TCP takes responsibility for the data it advances
RCV. NXT over the data accepted, and adjusts RCV. WD as
apporopriate to the current buffer availability. The total of
RCV. NXT and RCV. WND shoul d not be reduced.

Pl ease note the w ndow nanagenent suggestions in section 3.7.
Send an acknow edgnment of the form

<SEQ=SND. NXT><ACK=RCV. NXT><CTL=ACK>

Thi s acknow edgrment shoul d be piggybacked on a segnent being
transmitted if possible wi thout incurring undue del ay.
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e

CLOSE- WAI T STATE
CLGCSI NG STATE
LAST- ACK STATE
TI ME-WAI T STATE

This should not occur, since a FIN has been received fromthe
renote side. Ignore the segment text.

ghth, check the FIN bit,

Do not process the FINif the state is CLOSED, LISTEN or SYN SENT
since the SEG SEQ cannot be validated; drop the segnent and
return.

If the FINDbit is set, signal the user "connection closing" and
return any pending RECEI VEs with sane nessage, advance RCV. NXT
over the FIN, and send an acknow edgnment for the FIN. Note that
FIN inplies PUSH for any segnent text not yet delivered to the
user.

SYN- RECEI VED STATE
ESTABLI SHED STATE

Enter the CLOSE-WAI T state.

FI N-WAI T-1 STATE
If our FIN has been ACKed (perhaps in this segnent), then
enter TIME-WAIT, start the tine-wait tiner, turn off the other
tinmers; otherwi se enter the CLOSI NG state.

FI N-WAI T-2 STATE

Enter the TIME-WAIT state. Start the time-wait tinmer, turn
off the other tiners.

CLOSE-WAI T STATE

Remain in the CLOSE-WAIT state.
CLGOSI NG STATE

Remain in the CLOSI NG st at e.
LAST- ACK STATE

Remain in the LAST-ACK state.
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Remain in the TIME-WAIT state.

ti meout.

and return.
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USER Tl MEQUT

For any state if the user tinmeout expires, flush all queues, signal
the user "error: connection aborted due to user tineout"” in general
and for any outstanding calls, delete the TCB, enter the CLOSED

state and return.
RETRANSM SSI ON Tl MEOQUT

For any state if the retransm ssion tinmeout expires on a segnent in
the retransm ssion queue, send the segnment at the front of the
retransm ssion queue again, reinitialize the retransm ssion tiner,

and return.

TIME-WAI T TI MEQUT

If the tinme-wait tinmeout expires on a connection delete the TCB,
enter the CLOSED state and return.
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1822
BBN Report 1822, "The Specification of the Interconnection of
a Host and an I MP". The specification of interface between a
host and t he ARPANET.

ACK

A control bit (acknow edge) occupying no sequence space, which
i ndi cates that the acknow edgnent field of this segnent
specifies the next sequence nunber the sender of this segnent
is expecting to receive, hence acknow edgi ng receipt of all
previ ous sequence numnbers.

ARPANET message
The unit of transm ssion between a host and an IMP in the
ARPANET. The naxi mum size is about 1012 octets (8096 bhits).

ARPANET packet
A unit of transmi ssion used internally in the ARPANET between
| MPs. The maxi mum size is about 126 octets (1008 bits).

connection
A | ogi cal comunication path identified by a pair of sockets.

dat agram
A nessage sent in a packet sw tched computer comunications
net wor K.

Destinati on Address
The destinati on address, usually the network and host
identifiers.

FI'N
A control bit (finis) occupying one sequence nunber, which
i ndi cates that the sender will send no nore data or contro
occupyi ng sequence space.

f ragment
A portion of a logical unit of data, in particular an internet
fragment is a portion of an internet datagram

FTP

A file transfer protocol.
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G ossary

header
Control information at the beginning of a nessage, segnent,
fragment, packet or block of data.

host

A conputer. |In particular a source or destination of nessages
fromthe point of view of the conmunication network

I dentification
An Internet Protocol field. This identifying val ue assigned
by the sender aids in assenbling the fragnents of a datagram

The Interface Message Processor, the packet switch of the
ARPANET.

i nternet address
A source or destination address specific to the host |evel

i nternet datagram
The unit of data exchanged between an internet nodul e and the
hi gher | evel protocol together with the internet header

i nternet fragnent
A portion of the data of an internet datagramw th an internet

header .

I P
I nt ernet Protocol

I RS
The Initial Receive Sequence nunber. The first sequence
nunber used by the sender on a connection

I SN
The Initial Sequence Nunber. The first sequence nunber used
on a connection, (either 1SS or IRS). Selected on a clock
based procedure.

| SS
The Initial Send Sequence nunber. The first sequence nunber
used by the sender on a connection

| eader
Control information at the beginning of a message or bl ock of
data. In particular, in the ARPANET, the control information
on an ARPANET nessage at the host-1MP interface.
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| eft sequence
This is the next sequence nunber to be acknow edged by the
data receiving TCP (or the |l owest currently unacknow edged
sequence nunber) and is sonetines referred to as the |eft edge
of the send w ndow.

| ocal packet
The unit of transmission within a | ocal network

nmodul e
An inplenentation, usually in software, of a protocol or other
procedur e.
MBL
Maxi mum Segnent Lifetime, the time a TCP segnent can exist in
the internetwork system Arbitrarily defined to be 2 m nutes.
oct et
An eight bit byte.
Opti ons
An Option field may contain several options, and each option
may be several octets in length. The options are used
primarily in testing situations; for exanple, to carry
timestanps. Both the Internet Protocol and TCP provide for
options fields.
packet
A package of data with a header which may or nmay not be
logically conplete. More often a physical packaging than a
| ogi cal packagi ng of dat a.
port
The portion of a socket that specifies which |ogical input or
out put channel of a process is associated with the data.
process
A programin execution. A source or destination of data from
the point of view of the TCP or other host-to-host protocol
PUSH
A control bit occupying no sequence space, indicating that
this segnent contains data that nust be pushed through to the
recei ving user.
RCV. NXT

recei ve next sequence nunber
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RCV. UP
receive urgent pointer

RCV. VWD
recei ve w ndow

recei ve next sequence nunber
This is the next sequence nunber the local TCP is expecting to
receive.

recei ve wi ndow
This represents the sequence nunbers the | ocal (receiving) TCP
iswilling to receive. Thus, the local TCP considers that
segment s overl apping the range RCV. NXT to
RCV. NXT + RCV.WAND - 1 carry acceptable data or control
Segments contai ni ng sequence nunbers entirely outside of this
range are considered duplicates and di scarded.

RST
A control bit (reset), occupying no sequence space, indicating
that the receiver should del ete the connection w thout further
interaction. The receiver can deternine, based on the
sequence nunber and acknow edgnent fields of the incomng
segnment, whether it should honor the reset comand or ignore
it. In no case does receipt of a segnent containing RST give
rise to a RST in response.

RTP
Real Tinme Protocol: A host-to-host protocol for communication
of time critical information.

SEG ACK
segment acknow edgnent

SEG LEN
segnent |ength

SEG PRC
segment precedence val ue

SEG. SEQ
segnent sequence

SEG UP
segment urgent pointer field
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SEG VWND
segrment wi ndow field

segment
A logical unit of data, in particular a TCP segnent is the
unit of data transfered between a pair of TCP nobdul es.

segnent acknow edgnent
The sequence nunber in the acknow edgnent field of the
arriving segnent.

segnent |ength
The amobunt of sequence nunber space occupi ed by a segnent,
i ncludi ng any control s which occupy sequence space.

segnent sequence
The nunber in the sequence field of the arriving segnent.

send sequence
This is the next sequence nunber the local (sending) TCP will
use on the connection. It is initially selected from an
initial sequence nunber curve (ISN) and is increnmented for
each octet of data or sequenced control transmitted.

send wi ndow
This represents the sequence nunbers which the renote
(receiving) TCP is willing to receive. It is the value of the
wi ndow field specified in segnents fromthe renote (data
receiving) TCP. The range of new sequence nunbers which may
be emitted by a TCP |ies between SND. NXT and
SND. UNA + SND. WND - 1. (Retransmi ssions of sequence numnbers
bet ween SND. UNA and SND. NXT are expected, of course.)

SND. NXT
send sequence
SND. UNA
| eft sequence
SND. UP
send urgent pointer
SND. W.1
segment sequence nunber at | ast wi ndow update
SND. W.2

segnment acknow edgnent nunber at | ast w ndow update
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SND. VWD
send wi ndow

socket
An address which specifically includes a port identifier, that
is, the concatenation of an Internet Address with a TCP port.

Sour ce Address
The source address, usually the network and host identifiers.

SYN
A control bit in the incom ng segnent, occupying one sequence
nunber, used at the initiation of a connection, to indicate
where the sequence nunbering will start.

TCB
Transm ssion control block, the data structure that records
the state of a connection

TCB. PRC
The precedence of the connection

TCP
Transm ssion Control Protocol: A host-to-host protocol for
reliable comunication in internetwork environnents.

TOS

Type of Service, an Internet Protocol field.

Type of Service
An Internet Protocol field which indicates the type of service
for this internet fragnent.

URG
A control bit (urgent), occupying no sequence space, used to
i ndicate that the receiving user should be notified to do
urgent processing as long as there is data to be consuned with
sequence nunbers | ess than the value indicated in the urgent
poi nter.

urgent pointer
A control field neaningful only when the URG bit is on. This
field communi cates the value of the urgent pointer which
i ndi cates the data octet associated with the sending user’s
urgent call.
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