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METHOD AND APPARATUS FOR VISUAL 
LOSSLESS IMAGE SYNTACTIC ENCODING 

FIELD OF THE INVENTION 

The present invention relates generally to processing of 
video images and, in particular, to syntactic encoding of 
images for later compression by standard compression tech­
niques. 

BACKGROUND OF THE INVENTION JO 

2 
Takashi Ida and Yoko Sambansugi, "Image Segmentation 

and Contour Detection Using Fractal Coding", IEEE 
Transactions on Circuits and Systems for Video 
Technology, vol. 8, No. 8, pp. 968-975, December 
1998; 

Liang Shen and Rangaraj M. Rangayyan, " A 
Segmentation-Based Lossless Image Coding Method 
for High-Resolution Medical Image Compression," 
IEEE Transactions on Medical Imaging, vol. 16, No. 3, 
pp. 301-316, June 1997; 

There are many types of video signals, such as digital 
broadcast television (TV), video conferencing, interactive 
TV, etc. All of these signals, in their digital form, are divided 
into frames, each of which consists of many pixels (image JS 

clements), each of which requires 8--24 bits to descnbe 
them. The result is megabits of data per frame. 

Adrian Munteanu et al., "Wavelet-Based Lossless Com­
pression of Coronary Angiographic Images", IEEE 
Transactions on Medical Imaging, vol. 18, No. 3, p. 
272-281, March 1999; and 

Akira Okumura et al. , " Signal Analysis and Compression 
Performance Evaluation of Pathological Microscopic 
Images," IEEE Transactions on Medical Imaging, vol. 
16, No. 6, pp. 701-710, December 1997. Before storing and/or transmitting these signals, they 

typically are compressed, urinal one of many standard video 
compression techniques, such as JPEG, MPEG, 20 

H-comprc.ssion, etc. These compression standards use video 
signal transforms and intra- and inter-frame coding which 
exploit spatial and temporal correlations among pixels of a 
frame and across frames. 

SUMMARY OF THE INVENTION 

An object of tbe present invention is to provide a method 
and apparatus for video compression which is generally 
lossless vis-a-vis what the human eye perceives. 

However, these compression techniques create a number 25 

of well-known, undesirable and unacceptable artifacts, such 
There is therefore provided, in accordance with a pre-

ferred embodiment of the present invention, a visual Jos.sless 
encoder for processing a video frame prior to compression 
by a video encoder. The encoder includes a threshold 
determination unit, a filter unit, an association unit and an 

as blockiness, low resolution and wiggles, among others. 
These are particularly problematic for broadcast TV 
(satellite TV, cable TV, etc.) or for systems with very low bit 
rates (video conferencing, videophone). 

Much research has been performed to try and improve the 
standard compression techniques. The following patents and 
articles discuss various prior art methods to do so: 

U.S. Pat. Nos. 5,870,501, 5,847,766, 5,845,012, 5,796, 
884, 5,774,593, 5,586,200, 5,491,519, 5,341,442; 

Raj Malluri ct al, "A Robust, Scalable, Object-Based 
Video Compression Technique for Very Low Bit-Rate 
Coding," IEEE Transactions of Circuit and System for 
Vuieo Technology, vol. 7, No. 1, February 1997; 

AwadKh. Al-Asmari, "An Adaptive Hybrid Coding 
Scheme for HDTV and Digital Sequences," IEEE 
Transactions on Conswner Electronics, vol. 42, No. 3, 
pp. 926-936, August 1995; 

Kwok-tung Lo and Jian Feng, "Predictive Mean Search 
Algorithms for Fast VQ Encoding of Images," IEEE 
Transactions On Cons1uner Electronics, vol. 41, No. 2, 
pp. 327-331, May 1995; 

James Goel et al. '"Pre-processing for MPEG Compres­
sion Using Adaptive Spatial Filtering", IEEE Transac­
tions On Consumer Electronics, "vol. 41, No. 3, pp. 
687-{;98, August 1995; 

Jian Feng et al. "Motion Adaptive Classified Vector 
Quantization for ATM Video Coding", IEEE Transac­
tions on Consumer Electronics, vol. 41, No. 2, p. 
322-326, May 1995; 

Austin Y. Lan et al., " Scene-Context Dependent 
Reference-Frame Placement for MPEG Video 
Coding," IEEE Transactions on Circuits and Systems 
for Video TechMlogy, vol. 9, No. 3, pp. 478-489,April 
1999; 

Kuo-Chio Fan, Kou-Sou Kan, "An Active Scene 
Analysis-Based approach for Pseudoconstant Bit-Rate 
Video Coding", IEEE Transactions on Circuits and 
Systems for Video Technology, vol. 8 No. 2, pp. 
159--170, April 1998; 

30 altering unit. The threshold determination unit identifies a 
plurality of visual perception threshold levels to be associ­
ated with the pixels of tbe video frame, wherein tbe thresh­
old levels define contrast levels above which a human eye 
can distinguish a pixel from among its neighboring pixels of 

35 tbe frame. The filter unit divides the video frame into 
portions having difterent detail dimensions. The association 
unit utilizes the threshold levels and the detail dimensions to 
associate the pixels of the video frame into subclasses. Each 
subclass includes pixels related to the same detail and which 

40 generally cannot be distinguished from each other. The 
altering unit alters the intensity of each pixel of the video 
frame according to its subclass. 

Moreover, in accordance with a preferred embodiment of 

45 
the present invention, the altering unit includes an inter­
frame processor and an intra-frame processor. 

Furthermore, in accordance with a preferred embodiment 
of the present invention, the intra-frame processor includes 
a controllable filter bank having a plurality of different filters 

50 and a filter selector which selects one of the filters for each 
pixel according to its subclass. 

Further, in accordance with a preferred embodiment of the 
present invention, the inter-frame processor includes a low 
pass filter and a high pass filter operative on a difference 

55 frame between a current frame and a previous frame, large 
and small detail threshold elements for thresholding the 
filtered difference frame with a large detail threshold level 
and a s,nall detail threshold level, respectively, and a sum­
mer which sums the outputs of the two filters as amended by 

60 the threshold elements. 

Still further, in accordance with a preferred embodiment 
of the present invention, the threshold unit includes a unit for 
generating a plurality of parameters describing at least one 
of the following parameters: the volume of information in 

65 the frame, the per pixel color and the cross-frame change of 
intensity, and unit for generating the visual perception 
threshold from at least one of the parameters. 
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There is also provided, in accordance with a preferred 
embodiment of the present invention, a method of visual 
lossless eocoding of frames of a video signal. The method 
includes steps of spatially and temporally separating and 
analyzing details of the frames, estimating parameters of the 
details, defining a visual perception threshold for each of the 
details in accordance with the estimated detail parameters, 
classifying the frame picture details into subclasses in accor­
dance wilb the visual perception thresholds and the detail 
parameters and transforming each the frame detail in accor- 10 

dance with its associated subclass. 

Additionally, in accordance with a preferred embodiment 

4 
steps of comparing multiple spatial high frequency levels of 
a pixel against its associated visual perception threshold and 
processing the comparison results to associate the pixel with 
one of the subclasses. 

Further, in accordance with a preferred embodiment of the 
present invention, the step, of transforming includes the step 
of filtering each subclass with an associa ted two­
dimensional low pass filter. 

Still further, in accordance with a preferred embodiment 
of the present invention, the step of transforroing includes 
the steps of generating a difference frame between the 
current frame and a previous transformed frame, low and 
high pass filtering of the difference frame, comparing the 
filtered frames with a large detail threshold and a small detail 

of the present invention, the step of separating and analyzing 
also includes the step of spatial high pass filtering of small 
dimension details and temporal filtering for detail motion 
analysis. 

JS threshold and summing those portions of the filtered frames 
which are greater than the thresholds. 

Moreover, in accordance with a preferred embodiment of 
the present invention, the step of estimating comprises at 
least one of the following steps, 

20 
determining Nd1, a per-pixel signal intensity change 

between a current frame and a previous frame, normal• 
ized by a maximum intensity; 

deterroining a NJ_,_.,,, a norroalized volume of intraframe 
change by high frequency filtering of the frame, sum- 25 
ming the intensities of the filtered frame and normal· 
izing the sum by the maximum possible amount of 
information within a frame; 

generating NI,,. a volume of inter-frame changes between 

Additionally, in accordance with a preferred embodiment 
of the present invention, the large detail threshold is 2 to 5 
percent. 

Moreover, in accordance with a preferred embodiment of 
the present invention, the method includes the step of 
rounding the output of lbe step of transforming. 

Finally, the intensity can be a luminance value or a 
chrominaoce value. 

BRIEF DESCRIPTION OF TI-IE DRAWINGS 

The present invention will be understood and appreciated 
more fully from the following detailed description taken in 
conjunction with the appended drawings in which: 

FIG. 1 is an example of a video frame; a current frame and its previous frame normalized by a 30 

maximum possible amount of information volume 
within a f:rame; FIG. 2 is a block diagram illustration of a video com­

pression system having a visual lossless syntactic encoder, 
constructed and operative in accordance with a preferred 

35 
embodiment of the present invention; 

generating NIGoP. a normalized volume of inter-frame 
changes for a group of pictures from the output of the 
previous step of generating; 

FIG. 3 is a block diagram illustration of the details of the 
visual lossless syntactic encoder of FIG. 2; evaluating a signal-to-noise ratio SNR by high pass 

filtering a difference frame between the current frame 
and the previous frame by selecting those intensities of 
the difference frame lower than a threshold defined as 

three times a noise level under which noise intensifies 40 

are not perceptible to the human eye, summing the 
intensities of the pixels in the filtered frame and nor­
malizing the sum by the maximum intensity and the 
total number of pixels in the frame; 

generating NY,. a normalized intensity value per-pixel; 45 

generating a per-pixel color saturation level p1; 

generating a per-pixel hue value h1; and 
deterroining a per-pixel response R,{h1) to the hue value. 
Further, in accordance with a preferred embodiment of the so 

present invention, the step of defining includes the step of 
producing the visual perception thresholds, per-pixel, from 
a minimum threshold value and at least one of the param• 
eters. 

Still further, in accordance with a preferred embodiment 55 

of the present invention, the step of defining includes the 
step of producing the visual perception thresholds, per-pixel, 
according to the following equation, 

FIG. 4 is a graphical illustration of the transfer functions 
for a number of high pass fillers useful in the syntactic 
encoder of FIG. 3; 

FIGS. 5A and SB are block diagram illustrations of 
alternative embodiments of a controllable filter bank form­
ing part of the syntactic encoder of FIG. 3; 

FIG. 6 is a graphical illustration of the transfer functions 
for a number of low pass filters useful in the controllable 
filter bank of FIGS. 5A and 5B; 

FIG. 7 is a graphical illustration of the transfer function 
for a oon-linear filler useful in the controllable filter bank of 
FIGS. 5A and 5B; 

FIGS. 8A, 8B and 8C are block diagram illustrations of 
alternative embodiments of an inter-frame processor form­
ing a controlled filter portion of the syntactic encoder of 
FIG. 3; 

FIG. 9 is a block diagram illustration of a spatial-temporal 
analyzer forming part of the syntactic encoder of FIG. 3; 

FIGS. lOA and lOB are detail illustrations of the analyzer 
of FIG. 9; and 

THD; = THDIN,. (l +NA; +Nlxr + 

FIG. 11 is a detail illustration of a frame analyzer forroing 
60 part of the syntactic encoder of FIG. 3 . 

200 
NIF +NIG<Jp+NYi+ p; + (1-R;(h;))+ SNR) 

wherein THD.,1• is a minimum threshold level. 
Moreover, in accordance with a preferred embodiment of 

the present invention, the step of classifying includes the 

DETAILED DESCRIPTION OF THE PRESENT 
INVENTION 

Applicants halve realized that there are different levels of 
65 image detail in an image and tbat the human eye perceives 

these details in different ways. In particular, Applicants have 
realized the following: 
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1. Picture details whose detection mainly depends on the 
level of noise in the image occupy approximately 
50--80% of an image. 

6 
frame memory 40, a frame analyzer 42, an intra-frame 
processor 44, an output frame memory 46 and an inter-frame 
processor 48. Analyzer 42 analyzes each frame to separate 

2. A visual perception detection threshold for image 
details does not depend on the shape of the details in the 5 

it into subclasses, where subclasses define areas whose 
pixels cannot be distinguished from each other. Intra-frame 
processor 44 spatially filters each pixel of the frame accord-imag.e. 

3. A visual perception threshold THD depends on a 
number of picture parameters, including the general 
brightnes.s of the image. It does not depend on the noise 
spectrum. 

The prt:sent invention is a method for describing, and theo 
encoding, images based on which details in the image can be 
distinguished by the human eye and which ones, can only be 
detected by it. 

Reference is now made to FIG. 1, which is a grey-scale 
image of a plurality of shapes of a bird in flight, ranging 
from a photograph of one (labeled 10) to a very stylized 
version of one (labeled 12). The background of the image is 
very dark at the top of the image and very light at the bottom 
of the image. 

The human eye can distinguish most of the birds of the 
image. However, there is at least one bird, labeled 14, which 
the eye can detect but cannot deterroioe aU of its relative 
contrast details. Funhermore, there are large swaths of the 
imago (in the background) which have no details io them. 

The prnseot invention is a method aod system for syn­
tactic encoding of video frames before they are sent to a 
standard video compression unit. The present invention 
separates the details of a frame into two different types, 
those that can only be detected (for which only one bit will 
suffice to describe each of their pixels) and those which can 
be distinguished (for which at least three bits are needed to 
describe the intensity of each of their pixels). 

ing to its subclass and, optionally, also provides each pixel 
of the frame with the appropriate number of bits. Inter-frame 
processor 48 provides temporal filtering (i.e. inter-frame 

10 filtering) and updates output frame memory 46 with the 
elements of the current frame which are different than those 
of the previous frame. 

It is noted that frames are composed of pixels, each 
having lumioaoce Y and two chrominaoce C, and c. 

15 components, each of which is typically defined by eight bits. 
VLS encoder 20 generally separately processes the three 
components. However, the bandwidth of the chrominance 
signals is half as wide as that of the luminance signal. lbus, 
the filters (in the x direction of the frame) for chrominance 

20 have a narrower bandwidth. The following discussion shows 
the filters far the luminance signal Y. 

Frame analyzer 42 comprises a spatial-temporal analyzer 
50, a parameter estimator 52, a visual perception threshold 
determiner 54 aod a subclass deterroiner 56. Details of these 

25 elements are provided in FIGS. 9-11, discussed hereinbe­
low. 

As discussed hereinabove, details which the human eye 
distinguishes are ones of high contrast and ones whose 
details have small dimensions. Areas of high contrast are 

30 areas with a lot of high frequency content. Thus, spatial­
temporal analyzer SO generates a plurality of liltered frames 
from the current frame, each filtered through a different high 
pass filter (HPF), where each high pass filter retains a 
different range of frequencies therein. 

FIG. 4, to which reference is now briefly made, is an 
amplitude vs. frequency graph illustrating the transfer func­
tions of an exemplary set of high pass filters for frames io a 
non-interfacing scao format. Four graphs are shown. It can 
be seen that the curve labeled HPF-R3 has a cutoff frequency 

Reference is now made to FIG. 2, which illustrates the 
present invention within an image transmission system. 35 

Thus, FIG. 2 shows a visual lossless (VLS) syntactic 
encoder 20 connected to a standard video transmitter 22 
which includes a video compression encoder 24, such as a 
standard MPEG encoder, aod a modulator 26. VLS syntactic 
encoder 2.0 transforms an incoming video signal such that 
video compression encoder 24 can compress the video 
signal two to five times more than video compression 
encoder 24 can do on its own, resulting in a significantly 
reduced volume bit stream to be transmitted. 

40 of 1 MHz and thus, retains portions of the frame with 
information above I MHz. Similarly, curve HPF-R2 has, a 
cutoff frequency of 2 MHz, HPF-C2 bas a cutoff frequency 
of 3 MHz and HPF-Rl and HPF-Cl have a cutoff frequency 
of 4 MHz. As will be discussed hereinbelow, the terroiool-

Modulator 26 modulates the reduced volume bit stream 
and transmits it to a receiver 30, which, as io the prior art, 
includes a demodulator 32 and a decoder 34. Demodulator 
32 demodulates the transmitted signal and decoder 34 
decodes and decompresses the demodulated signal. The 
result is provided to a monitor 36 for display. 

45 ogy "Rx" refers to operations on a row of is pixels while the 
terroinology "Cx" refers to operations oo a column of pixels. 

In particular, the filters of FIG. 4 implement the following 
finite impulse response (FIR) filters on either a row of pixels 
(the x direction of the frame) or a column of pixels (the y 

50 direction of the frame), where the number of pixels used in 
the filter definess the power of the cosine. For example, a 
filter implementing cos10x takes 10 pixels around the pixel 
of interest, five to one side and five to the other side of the 
pixel of interest. 

It will be appreciated that, although the compression 
ratios are high in the present invention, the resultant video 
displayed on monitor 36 is not visually degraded. This is 
because encoder 20 attempts to quantify each frame of the 
video s ignal according to which sections of the frame are 55 

more or less distinguished by the human eye. For the 
less-distinguished sections, encoder either provides; pixels 

HPF-RJ: 1-cos'"x 

HPF-R2: 1-coo"x 

HPF-RI: t•coo'x 

HPF-C2: 1-cos'y 

HPF-Cl : 1-cos2y 

o[ a minimum bit volume, thus reducing the overall bit 
volume of the frame or smoothe.st the data of the sections 
such that video compression encoder 24 will later signifi- 60 

cantly compress these sections, thus resulting io a smaller bit 
volume in the compressed frame. Since the human eye does 
not distinguish these sections, 1he reproduced frame is not 
perceived significanlly differently than the original frame, 
despite its smaller bit volume. 

The high pass filters can also be considered as digital 
65 equivalents of optical apenures. The higher the cut-off 

frequency, the smaller the aperture. Thus, filters HPF-Rl and 
HPF-Cl retain only very small details in the frame (of 1-4 

Reference is now made to FIG. 3, which details the 
elements of VLS encoder 20. Encoder 20 comprises ao input 
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pixels in size) while filter HPF-R3 retains much larger 
details (of up 10 11 pixels). 

In the following, the filtered frames will be labeled by the 
type or filler (HPF-X) used m create them. 

Retum,ing lo R G. 3, analyzer 50 also generates difference 
frames between the CUITeol frame arnl another, earlier frame. 
The previous frame is typically at most 15 frames earlier. A 
"group" of pictures or frames (GOP) is a series of frames for 
which dilference frames are generated. 

8 
Hue h,: lhis is the general hue of lbe ith pixel and is 

determined by: 

Alternatively, hue h, can be determined by interpolating 
Table I, below. 

Parnm,,ter estimator S2 lakes the •1un:nt frame and the 10 

filtered and differcnc-., frames and gcuerates a sci of param­
eter.; that describe the information content of the current 
frame. TI,e parameters are determined on a pixel-by-pixel 
basis or on a per frame basis, as relevant. It is noted lbat U,e 
parameters do not have to be calculated lo great accuracy as 

they are used in combination 10 determine a per pixel, visual 
perception threshold THO,. 

JS 

Response 10 hue R.(bJ: this is the human vision response 

lo a given hw and is given by Table 1, below. laterpolalion 
is typically used to produce a specific value of the response 
R(h) for a specific value of hue h. 

TABLE I 

b R 
C.Olor y c, c,, (•m) (h) 

Al least some of lbe following parameters arc determined: 
Signal ID noise nlio (SNR): this parameter can be deter­

mined by generating a difference frame between the current 
frame a.nd the frame before it, high pass filtering of the 
difference frame, summing the inlensities of the pixels in the 
filtered fr,1me, normalized by both the number of pixels Nin 

a frame ood lhe maximum inteosty IMAX possible for the 
pixel. If the frame is a television frame the maximum 
in1ensily is 255 quanta (8 bits). 1be high frequency filter 

selects only those intensities lower than 3o, where a indi­
cates a level Jess than which the human eye caonol perceive 
nolsc. Fer example, o can be 46 dB, equivalent to a 

reductioo in signal strength of a factor of 200. 

Normalized NA;: this measures the change t.1, per pixel i, 
from the current frame lo its previous frame. This value is 
then nom,alized by the maximum inteo.,ity l......,possible for 
the pixel. 

20 

25 

30 

Normalized volume of intra frame change NI_,,,,; this mea- 3~ 

sures the volume of change in a frame IX>' (or bow much 
detail there is in a frame), normali7.cd by the maximum 
possible amount of information MAX,,..Fo wilhin a frame 

(i.e. 8 biL, per pixelxN pixels per frame). Since the highest 

frequeocy range indicates the amount c,f change in a frame, 40 

the volume of change lx,.• fa, a :'it.Um of rhe inten~itie!I. in the 

filtered frame having lhe higbesl frequency range, such as 
filleccd frame HPF•Rl . 

Normal ized volume of interframc changes NIF: this mea­
sures the \'Olume of changes IF between the current frame ◄S 

and its p .. evious frame, normalized by the maximum pos­
sible amount of information MAXINFO within a frame. The 
volume of interfrarne changes IF is the sum of the intensities 
in the difference frame. 

NorTDalized volume of change within a group of frames 50 

NI00,.: this measures the volume of changes la 0 ,, over a 
grou11 of frames, where the group is from 2 to 15 frames, as 
selected by the user. II is normalized by the maximum 
possible 1,mount of information MAX1NFo within a frune 
and by the number of frames io the group. 55 

Normal.ized luminance level NY,: Y, is the luminance 

level of a pixel in the current frame. II is normalized by the 
maximum intensity 1-'«>' possible for the pixel. 

Color saturation p,: this is the color saturation level of the 
ilh pixel ,rnd it is determined by: 

107,(C,,- 12&)' 0,./Cu- 12&)']\ 
' "\ 160 + '\ 126 

where C,., and c •. , arc the chrominance levels of the ith 
pixel. 

60 

65 

White 235 128 128 

Yellow 210 16 146 575 0.92 
Cya• J70 166 16 490 0.21 
Green 145 54 34 510 0.59 
Magenl.11 106 202 222 0,2 
Red 81 !IC) 2<0 6JO O.J 
Blue •1 240 110 415 0.11 
Black 16 128 128 

Visual perception threshold determiner 54 determines the 
visual perception threshold nm, per pixel as follows: 

TIID; = TIID,, .. ,.(1 +Nb., ♦ Nlxr ♦ 

Nlr +Nicor+ NY; + p; + (I - R,(h;)J + 
200 

) 
SNR 

Subclass determiner 56 compares each pixel i of each higb 
pass filtered frame HPF-X lo its associated threshold 1HD. 
to determine whether or not that pixel is significantly prcscni 
in each filtered frame, where "significantly present" is 

defined by the threshold level and by the "deail dimension" 
(i.e. the size of the object or detail in lhe image of which the 
pixel forms • part). Subclass determiner 56 theo defines the 
subclass to which the pixel belongs. 

For the example provided above, if the pixel is not present 
in any of the filtered frames, the pixel must belong 10 an 
object of large size or lhc detail is only detected but 0 0 1 

distinguished. If the pixel isooly found in the filtered frame 

of HPF-C2 or in both frames HPF-Cl and HPF-C2, ii must 
be a horizontal edge (an edge in the Y direction ol' lhe 
frame). If it is found in fillcred frames HPF-R3 and HPF-C2, 
it is a single small detail. If the pixel is found only in filtered 
frames HPF-Rl, HPF-R2 grind HPF-R3, it is a very small 
vertical edge. l f, in additioo, ii is also found in filtered frame 
HPF-C2, then lhe pixel is a very small, single detail. 

The above logic is summarized and expanded in lable 2. 

TABLE 2 

HiBh Pass Filteri 

Subclast RJ R2 Rl Ct Cl Remarks 

1 0 0 0 0 0 1..&.rge i!ctail or detected detail only 
2 0 0 0 0 l Horizontal oclge 
3 0 0 0 l l Horizonl41 edge 
• 0 0 l 0 0 \t:rtictl edic 
5 0 0 1 0 I Sin!i:Lc: 1mu1II dctuil 
6 0 0 , I Singte small detail 
7 0 I 0 0 \btical tdg< 
8 0 1 1 0 Single ,mall detail 



US 6,473,532 Bl 
9 

TABLE 2-continued 

High Pass Filters 

inabove. Low pass filter LPF-RJ has a cutoff frequency of 
0.5 MHz and thus, generally does not retain anything which 
its associated high pass filter HPF-R3 (with a cutoff fre­
quency of 1 MHz) retains. Filter LPF-R2 bas a cutoff 

Subclass RI R2 R3 

9 0 
10 l 
11 I 
12 I 

Cl C2 

I 
0 
0 
l 

Remarks 

Single small detail 
Very small vertical edge 
Very small single detail 
Very small single detail 

5 frequency of 1 MHz, filter LPF-C2 has a cutoff frequency of 
1.25 MHz and filters LPFCL and LPF-Rl have a cutoff 
frequency of about 2 MHz. As for the high frequency filters, 
filters LPF-Cx operate on the columns of the frame and 
fillers LPF-Rx operate on the rows of the frame. 

FIG. 7, to which reference is now briefly made, illustrates 
an exemplary transfer function for the □on-linear filters 
(NLF) which models the response of the eye when detecting 
a detail. The transfer function defines an output value Vout 
normalized by the threshold level THO, as a function of an 

The output of subclass determiner 56 is an indication of the 
subclass to which each pixel of the current frame belongs. 
Intra-frame processor 44 performs spatial filtering of the 
frame, where the type of filter utilized varies in accordance 
with the subclass to which the pixel belongs. 15 input value Vin also normalized by the threshold level THO,. 

In accordance with a preferred embodiment of the present 
invention. intra-frame processor 44 filters each subclass of 
the frame differently and according to the information 
content of the subclass. The filtering limits the bandwidth of 
each subc:lass which is equivalent to sampling the data at 20 
different frequencies. Subclasses with a lot of content are 
sampled at a higb frequency while subclasses with little 
content, such as a plain background area, are sampled at a 
low frequency. 

Another way to consider the operation of the filters is that 25 
they smocitb the data of the subclass, removing "noisiness" 
in the picture that the human eye does not perceive. Thus, 
intra-frame processor 44 changes the intensity of the pixel 
by an amount less than the visual distinguishing threshold 
for that pixel. Pixels whose contrast is lower than the 30 
threshold (i.e. details which were detected only) are trans­
formed with non-linear filters. If desired, the data size of the 
detected only pixels can be reduced from 8 bits to 1 or 2 bits, 
depending on the visual threshold level and the detail 
dimension for the pixel. For the other pixels (i.e. the 
distinguished ones), 3 or 4 bits is sufficient. 35 

Intra-frame processor 44 comprises a controllable filter 
bank 60 and a filter selector 62. Controllable filter bank 60 
comprises a set of low pass and non-linear filters, shown in 
FIGS. SA and 5B to which reference is now made, which 
filter selector 62 activates, based on the subclass to which 40 

the pixel belongs. Selector 62 can activate more than one 
filter, as necessary. 

FIGS. SA and SB are two, alternative embodiments of 
controllable filter bank 60. Both comprise two sections 64 
and 66 which operate on columns (i.e. line to line) and on 45 

rows (i.e. within a line), respectively. In each section 64 and 
66, there is a choice of filters, each controlled by an 
appropriate switch, labeled SW-X, where Xis ore of Cl, C2, 
Rl, R2, R3 (selecting one of the low pass filters (LPF)), 
O-C, O-R (selecting to pass the relevant pixel directly). 
Filter sekctor 62 switches the relevant switch, thereby 
activating the relevant filter. It is noted that the non-linear 
filters NLE'-R and NLF-C are activated by switches R3 and 
C2, respe.ctively. Thus, the outputs of non-linear filters 
NLF-R and NLF-C are added to the outputs of low pass 
filters LPF-R3 and LPF-C2, respectively. 

50 

55 

Controllable filter bank 60 also includes time aligners 
(TA) which add any necessary delays to ensure that the pixel 
currently being processed remains at its appropriate location 
within the frame. 

The low pass filters (LPF) are associated with the high 
pass filters used in analyzer 50. This, the cutoff frequencies 
of the low pass filters are close to those of the high pass 
filters. TI,e low pass filters thus pass that which their 
associated high pass filters ignore. 

FIG. 6, to which reference is now briefly made, illustrates 
exemplary low pass filters for the example provided here-

60 

65 

As can be seen in the figure, the input--output relationship 
is described by a polynomial of high order. A typical order 
might be six, though lower orders, of power two or three, arc 
also feasible . 

Table 3 lists the type of filters activated per subclass, 
where the header for the column indicates both the type of 
filter and the label of the switch SW-X of FIGS. 5A and 58. 

TABLE 3 

Low Pass Fitters 

Subclass Rl R2 RJ Cl C2 D-R D-C 

I 0 0 0 0 
2 0 0 0 0 

0 I 0 0 0 J 
4 I 0 0 0 [) 

5 I 0 I 0 0 n 
6 I 0 0 0 0 1 
7 0 0 0 l 0 0 
8 0 0 l 0 0 0 
9 0 0 0 0 0 1 

10 0 0 J 0 
ll 0 0 0 0 
12 0 0 0 

FIG. SB includes rounding elements RNO which reduce 
the number of bits of a pixel from eight to three or four bits, 
depending on the subclass to which the pixel belongs. Table 
4 illustrates the logic for the example presented hereinabove, 
where the items which are not active for the subclass are 
indicated by "N/A". 

TABLE4 

RND-R0 RND-Rl RND-R2 RND-CO RND-C! 
subclass (Zl) (22) (23) (ZA) (ZS) 

l NIA NIA NIA NIA NIA 
2 NIA NIA NIA NIA 4 bit 
3 NIA NIA NIA 4 bit NIA 
4 NIA NIA 4 bit NIA NIA 
5 NIA NIA 4 bit NIA 4 bit 
6 NIA NIA 4 bit 4 bit NIA 
7 NIA 4 bit NIA NIA NIA 
8 NIA 3 bit NIA NIA 3 bit 
9 NIA 3 bit NIA 3 bit NIA 

JO 4 bit NIA NIA NIA NIA 
ll 3 bit NIA NIA NIA 3 bit 
12 3 bit NIA NIA 3bit NIA 

The output of intra-frame processor 44 is a processed 
version of the current frame which uses fewer bits to 
describe the frame than the original version. 

Reference is now made to FIGS. SA, SB and SC, which 
illustrate three alternative embodiments for inter-frame pro-
cessor 48 which provides temporal filtering (i.e. inter-frame 
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filtering) to further process the current frame. Since the 
present invention provides a full frame as output, inter-frame 
processor 48 determines which pixels have changed signifi­
cantly from the previous frame and amends those only, 
storing the new version in the appropriate location in output 5 

frame: memory 46. 
The embodiments of FIGS. SA and SB are open loop 

versions (i.e. the previous frame is the frame previously 
input into inter-frame processor 48) while the embodiment 
of FIG. SC is a closed loop version (i.e. the previous frame 10 

is the frame previously produced by inter-frame processor 
48). All of the embodiments comprise a summer 68, a low 
pass filter (LPF) 70, a high pass filter (HPF) 72, two 
comparators 74 and 76, two switches 78 and 80, controlled 
by the results of comparators 74 and 76, respectively, and a JS 
summer 82. FIGS. 8A and 8B additionally include an 
intermediate memory 84 for storing the output of intra-frame 
processor 44. 

Summer 68 takes the difference of the processed current 
frame, produced by processor 44, and the previous frame, 20 

stored in either in intermediate memory 84 (FIGS. SA and 
8B) or in frame memory 46 (FIG. 8C). The difference frame 
is the.n processed in two parallel tracks. 

12 
nary skill in this art to readily adapt commercially available 
hardware and software as may tic needed to reduce any of 
the embodiments of the present invention to practice without 
undue experimentation and using conventional techniques. 

It will be appreciated by persons skilled in the art that the 
present invention is not limited by what has been particu­
larly shown and described herein above. Rather the scope of 
the invention is defined by the claims that follow: 

What is claimed is: 
1. A visual lossless encoder for processing a video frame 

prior to compression by a video encoder, tbe encoder com­
prising: 

threshold means for identifying a plurality of visual 
perception threshold levels to be associated with the 
pixels of said video frame, wherein said threshold 
levels define contrast levels above which a human eye 
can distinguish a pixel from among its neighboring 
pixels of said frame; 

filter means for dividing said video frame into portions 
having different detail dimensions; 

means, utilizing said threshold levels and said detail 
dimensions, for associating said pixels of said video 
frame into subclasses, wherein each subclass includes 
pixels related to the same detail and which generally 
cannot be distinguished from each other; and 

means for altering the intensity of each pixel of said video 
frame according to its subclass. 

In the first track, the low pass filter is used. Each pixel of 
the filter<d frame is compared to a general, Iai:ge detail, 25 

threshold TIID-LF which is typically set to 5% of the 
maximum expected intensity for the frame. Thus, the pixels 
which are kept are only those which changed by more than 
5% (i.e. those whose changes can be "seen" by the human 
eye). 

2. An encoder according to claim 1 wherein said means 
for altering comprises an inter-frame processor and an 

30 
intra-frame processor. 

3. An encoder according to claim 2 and wherein said 
intra-frame processor comprises a controllable filter bank 
having a plurality of different filters and a filter selector 
which selects one of said filters for each pixel according to 

In the second track, the difference frame is high pass 
filtered. Since high pass filtering retains the small details, 
each pixel of the high pass filtered frame is compared to the 
particular threshold 111D1 for that pixel, as produced by 
threshold determiner 54. If the difference pixel has an 35 

intensity above the threshold TIID, (i.e. the change in the 
pixel is significant for detailed visual perception), it is 
allowed through (i.e. switch 80 is set to pass the pixel). 

Summer 82 adds the filtered difference pixels passed by 
switches 78 and/or 80 with the pixel of the previous fame to 40 

"produce the new pixel". If switches 78 and 80 did not pass 
anything, the new pixel is the same as the previous pixel. 
Othe,wiS<,, the new pixel is the sum of the previous pixel and 

its subclass. 
4. An encoder according to claim 2 and wherein said 

inter-frame processor comprises a low pass filter and a high 
pass filter operative on a difference frame between a current 
frame and a previous frame, large and small detail threshold 
elements for thresholding the filtered difference frame with 
a large detail threshold level and a small detail threshold 
level, respectively, and a summer which sums the outputs of 
said two filters as amended by said threshold elements. 

5. An encoder according to claim 1 and wherein said 
the low and high frequency components of the difference 
pixeL 

Reference is now briefly made to FIGS. 9, lOA, lOB and 
45 

threshold means comprises means for generating a plurality 
of picture parameters describing at least one of the following 
parameters: the volume of information in said frame, the per 
pixel color and the cross-frame change of intensity and 
means for generating said virtual perception threshold from 

11 which detail elements of frame analyzer 42. In these 
figures, the term "ML'' indicates a memory line of the 
current fame, "MP" indicates a memory pixel of the current 
frame, " MF" indicates a memory frame, "VD" indicates the 50 

vertical drive signal, «TA" indicates a time alignment, e.g. a 
delay, and CNT indicates a counter. 

FIG. 9 generally illustrates the operation of spatial­
temporal analyzer SO and FIGS. lOA and 10B provide one 
detailed embodiment for the spatial analysis and temporal 55 

analysis portions 51 and 53, respecth·ely. FIG. 11 details 
parameter estimator 52, threshold determiner 54 and sub­
class det,,rminer 56. As these figures are deemed to be 
self-explanatory, no further explanation will be included 
here. 60 

It is noted that the present invention can be implemented 
with a field programmable gate array (FPGA) and the frame 
memory c:an be implemented wilh SRAM or SORAM. 

The methods and apparatus disclosed herein have been 
described without reference to specific hardware or soft• 65 

ware. Rather, the methods and apparatus have been 
described in a manner sufficient to enable persons of ordi-

said at least one parameter. 
6. A method of visual lossless encoding of frames of a 

video signal, the method comprising steps of: 
spatially and temporally separating and analyzing details 

of said frames; 
estimating parameters of said details; 
defining a visual perception threshold for each of said 

details in accordance with said estimated detail param­
eters; 

classifying said frame picture details into subclasses in 
accordance with said visual perception thresholds and 
said detail parameters; and 

transforming each said frame detail in accordance with its 
associate subclass. 

7. The method according to claim 6 and wherein said step 
of separating and analyzing also includes the step of spatial 
high pass filtering of small dimension details and temporal 
filtering for detail motion analysis. 
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8. The method according to claim 6 and wherein the step 
of estimating comprises at least cane of the following steps: 

determining NA;, a per-pixel signal inte□sity change 
between a current frame and a previous frame, normal­
ized by a maximum intensity; 

14 
10. The method according to claim 8, wherein said step of 

defining includes the step of producing said visual percep­
tion thresholds, per-pixel, according to the following 
equation, 

THO; =THD,,.;11(1 +N!:J., +Nlxr + 

200 
NIF + Nlcop +NY;+ p; + (I - R;(h;)) + SNR ) 

determining a NlXY" a normalized volume of intrafrarne 
change by high frequency filtering of said frame, sum• 
ming the intensities of said filtered frame and normal· 
izing said sum by the maximum possible amount of 
information within a frame; 10 

wherein THDm;,, is a minimum threshold level. 
generaling Nip~ a volume of inter-frame changes between 

a current frame and its previous frame normalized by a 
maximum possible amount of information volume 
within a frame; 

generating Nlaop, a normalized volume of inter-frame 
changes for a group of pictures from the output of said 
previous step of generating; 

evaluating a signal-to-noise ratio SNR by high pass 
filtering a difference frame between said current frame 
and ~,aid previous frame by selecting those intensifies of 
said difference frame lower than a threshold defined as 
three times a noise level under which noise intensities 
are not perceptible to the human eye, summing the 
intensities of the pixels in the filtered frame and nor­
malizing said sum by said maximum intensity and by 
the total number of pixels in a frame; 

generating NY,, a normalized intensity value per-pixel; 
generating a per-pixel color saturation level p,; 
generating a per-pixel hue value h,; and 

determining a per-pixel response R,(b.) to said hue value. 
9. The method according to claim 8, wherein said step of 

defining includes the step of producing said visual percep· 
tion thresholds, per-pixel, from a minimum threshold value 
and at least one of said parameters. 

11. The method according to claim 6, wherein said step of 
classifying includes the steps of comparing multiple spatial 
high frequency levels of a pixel against its associated visual 

15 
perception threshold and processing said comparison results 
to associate said pixel with one of said subclasses. 

12. The method according to claim 6, wherein said step of 
transforming includes the step of filtering each subclass with 
an associated two dimensional low pass filter. 

13. The method according to claim 12, wherein said step 
20 of transforming includes the steps of generating a difference 

frame between said current frame and a previous trans­
formed frame, low and high pass filtering of said difference 
frame, comparing said filtered frames with a large detail 
threshold and a small derail threshold and summing those 

25 portions of said filtered frames which are greater than said 
thresholds. 

14. The method according to claim 13 and wherein said 
large detail threshold is 2 to 5 percent. 

15. The method according to claim 6 and also including 
30 the step of rounding the output of said step of transforming. 

16. The method according to claim 6, and wherein said 
intensity is a luminance value. 

17. The method according to claim 6, and wherein said 
intensity is a chrominance value. 
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ABSTRACT 

A visual lossless encoder for processing a video frame prior to 

compression by a video encoder includes a threshold unit, a filter unit, an 

association unit and an altering unit. The threshold unit identifies a plurality of 

s visual perception threshold levels to be associated with the pixels of the video 

frame, wherein the threshold levels define contrast levels above which a human 

eye can distinguish a pixel from among its neighboring pixels of the frame. The 

filt1~r unit divides the video frame into portions having different detail 

dimensions. The association unit utilizes the threshold levels and the detail 

Jo dimensions to associate the pixels of the video frame into subclasses. Each 

subclass includes pixels related to the same detail and which generally cannot 

be distinguished from each other. The altering unit alters the intensity of each 

pixel of the video frame according to its subclass. 
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METHOD AND APPARATUS FOR VISUAL LOSSLESS IMAGE 

SYNTACTIC ENCODING 

Semien SHERAIZIN and Vitaly SHERAIZIN 

FIELD OF THE INVENTION 

The present invention relates generally to processing of video images 

and, in particular, to syntactic encoding of images for later compression by 

standard compression techniques. 

BACKGROUND OF THE INVENTION 

There are many types of video signals, such as digital broadcast 

television (TV), video conferencing, interactive TV, etc. All of these signals, in 

their digital form, are divided into frames, each of which consists of many pixels 

(image elements), each of which requires 8 - 24 bits to describe them. The 

result is.megabits of data per frame. 

Before storing and / or transmitting these signals, they typically are 

bi compressed, using one of many standard video compression techniques, such 

as JPEG, MPEG, H-compression, etc. These compression standards use 

video signal transforms and intra- and inter-frame coding which exploit spatial 

and temporal correlations among pixels of a frame and across frames. 

20 However, these compression techniques create a number of 

well-known, undesirable and unacceptable artifacts, such as block:iness, low 

resolution and wiggles, among others. These are particularly problematic for 

broadcast 1V (satellite lV, cable TV, etc.) or for systems with very low bit rates 

(video conferencing, videophone). 



Much research has been perfonned to try and improve the standard 

comp!'eSl:>lon techniques. The following patents and articles discuss various 

prior art methods to do so: 

US Patents 5,870,501, 5,847,766, 5,845,012, 5,796,864, 5,774,593, 

s 5,586,200, 5,491,519, 5,341,442; 

Raj Malluri et al, "A Robust, Scalable, Object-Based Video 

Compression Technique for Very Low Bit-Rate Coding: IEEE Transactions of 

Circuit and Systems for Video Technology. vol. 7, No. 1, Feb. 1997; 

AwadKh. Al-Asmari, "An Adaptive Hybrid Coding Scheme for HD1V 

10 and Digital Sequences," IEEE Transactions on Consumer Electronics, vol. 42, 

No. 3, pp. 926-936, Aug, 1995; 

15 

Kwok-tung Lo and Jlan Feng, "Predictive Mean Seerch Algorithms for 

Fast VQ Encoding of Images," !EEE Transactions On Consumer Electronics, 

vol. 41, No. 2, pp. 327-331, May 1995; 

James Goel et al. "Pre-processing for MPEG Compression Using 

Adaptive Spatial Filtering", IEEE Transactions On Consumer Electronics, • vol. 

41, No. 3, pp. 687-698, Aug. 1995; 

Jlan Feng et al. "Motion Adaptive Classified Vector Quantization for 

ATM Video Coding", IEEE Transactions on Consumer Electronics, vol. 41, No. 

20 :?, p. 322-326, May 1995; 

Austin Y. Lan et al., ''Scene-Context Dependent Reference - Frame 

Placement for MPEG Vldeo Coding," IEEE Transactions on Circuits and 

~ystems for Video Technolog'l. vol. 9, No. 3, pp. 478-489, Apr. 1999; 

· Kuo-Ctiin fan, Kou-Sou Kan, "An Active Scene Analysis-Based 

25 ,;ipproach for Pseudoconstant Bit-Rate Video Coding•. IEEE Transactions on 
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Circuits and Systems for Video Technology, vol. 8 No. 2, pp. 159-170, Apr. 

1998; 

Takashi Ida and Yoko Sambansugl, "Image Segmentation and Contour 

Detection Using Fractal Coding", IEEE Transactions on CJrcuits and Systems 

s fgrVjdeo Technology, vol. 8, No. 8, pp. 968-975, Dec, 1998; 

Liang Shen and Rangaraj M. Rangayyan. "A Segmentation-Based 

Lossless Image Coding Method for High-Resolution Medical Image 

Compression," IEEE _Transactions on Medical Imaging, vol. 16, No. 3, pp. 

301-316, June 1997; 

10 Adrian Munteanu et al., "Wavelet-Based Lossless Compression of 

Coronary Anglographic Images", IEEE Transactions on Medical Imaging, vol. 

18, No. 3, p. 272-281, March 1999; and 

Akira Okumura et al., "Signal Analysis and Compression Performance 

Evaluation of Pathological Microscopic Images." IEE:E Transactions on Medical 

1s Lim9in9, vol. 16, No. 6, pp. 701-710, Dec. 1997. 
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SUMMARY OF THE INVENTION 

An object of the present invention is to provide a method and apparatus 

for video compression which is generally lossless vis-a-vis what the human eye 

perceives. 

There Is therefore provided, in accordance with a preferred 

embodiment of the present invention, a visual lossless encoder for processing a 

video frame prior to compression by a video encoder. The encoder includes a 

threshold determination unit, a filter unit, an association unit and an altering 

unlt. The threshold determination unit Identifies a plurality of visual perception 

10 threshold levels to be associated with the piXels of the video frame, wherein the 

threshold levels define contrast levels above which a human eye can 

distinguish a pixel from among its neighboring plxels of the frame. The filter unit 

,!,') divides the video frame into portions having different detail dimensions. The 

t; association unit utilizes the threshold levels and the detail dimensions to 

1... 15 associate the pixels of the video frame into subclasses. Each subclass includes 

::;) pixels related to the same detail and which generally cannot be distinguished 

from each other. The altering unit alters the intensity of each pixel of the video 

frame according to its subclass. 

Moreover, in accordance with a preferred embodiment of the present 

20 invention, the altering unit includes an inter-frame processor and an intra-frame 

processor. 

Furthermore, in accordance with a preferred embodiment of the 

pmsent invention, the intra-frame processor Includes a controllable filter bank 

having a plurality of different filters and a filter selector which selects one of the 

2s filters for each pixel according to its subclass. 
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Further, In accordance with a preferred embodiment of the present 

invention, the inter4rame processor includes a low pass filter and a high pass 

filter operative on a difference frame between a current frame and a previous 

frame, large and small detail threshold elements for thresholding the filtered 

s difference frame with a large detail threshold level and a small detail threshold 

level, respedlvely, and a summer which sums the outputs of the tv,,o filters as 

amended by the threshold elements. 

Still further, In accordance with a preferred embodiment of the present 

invention, the threshold unit includes a unit for generating a plurality of 

10 parameters describing at least one of the following parameters: the volume of 

Information in the frame, the per pixel color and the cross-frame change of 

intensity, and unit for generating the visual perception threshold from at least 

iJ\ one of the parameters. 

~ There is also provided, in accordance with a preferred embodiment of 

~ 1s the present Invention, a method of visual lossless encoding of frames of a video 

:~• signal. The method includes steps of spatially and temporally separating and 
+';' 
i::J analyzing details of the frames, estimating parameters of the details, defining a 

visual perception threshold for each of the details in accordance with the 

estimated detail parameters, classifying the frame picture details into 

20 subclasses in accordance with the visual perception thresholds and the detail 

parameters and transforming each the frame detail in accordance with its 

associated subclass. 

Additionally, in accordance with a preferred embodiment of the present 

invention, the step of separating and analyzing also includes the step of spatial 

s 



5 

10 

high pass filtering of small dimension details and temporal filtering for detail 

motion analysis. 

Moreover, In accordance with a preferred embodiment of the present 

invention, the step of estimating comprises at least one of the following steps: 

determining N~. a per-pixel signal intensity change between a current 

frame and a previous frame, nOITTlalized by a maximum intensity; 

determining a Nlxv, a normalized volume of intrafrarne change by high 

frequency filtering of the frame, summing the intensities of the filtered frame 

and normalizing the sum by the maximum possible amount of information within 

a frame; 

generating NIF, a volume of inter-frame changes between a current 

frame and its previous frame normalized by a maximum possible amount of 

information volume within a frame; 

generating NIGoP, a nom,alized volume of inter-frame changes for a 

1s group of pictures from the output of the previous step of generating; 

evaluating a signal-to-noise ratio SNR by high pass filtering a difference 

frame between the current frame and the previous frame by selecting those 

intensities of the difference frame lower than a threshold defined as three times: 

a noise level under which noise intensities are not perceptible to the human 

20 eye, summing the intensities of the pixels in the filtered frame and normalizing 

25 

the sum by the maximum intensity and the total number of pixels in the frame; 

generating NY,, a normalized intensity value per-pixel; 

generating a per-pixel color saturation level p1; 

generating a per-pixel hue value h1; and 

determining a per-pixel response R1{h1) to the hue value. 
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Further, In accordance with a preferred embodiment of the present 

invention, the step of defining includes the step of producing the visual 

perception thresholds, per..pixel, from a minimum threshold value and at least 

one of the parameters. 

5 Still further, in accordance with a preferred embOdiment of the present 

to 

invention, the step of defining Includes the step of producing the visual 

perception thresholds, per-pixel, according to the following equation, 

wherein THDm1n is a minimum threshold level. 

Moreover, In accordance with a preferred embodiment of the present 

invention, the step of classifying includes the steps of comparing multiple 

spatial high frequency levels of a pixel against Its assocfated visual perception 

threshold and processing the comparison results to associate the pixel with one 

15 of the subclasses. 

,i: Further, In accordance with a preferred embodiment of the present 

0 
~ Invention, the step of transforming Includes the step of flltetlng each subclass 

with an associated two-dimensional low pass filter. 

still further, in accordance with a preferred embodiment of the present 

20 invention, the step of transforming includes the steps of generating a difference 

frame between the current frame and a previous transformed frame, low and 

high pass filtering of the difference frame, comparing the filtered frames with a 

large detail threshold and a small detail threshold and sumrnfng those portions 

of the filtered frames which are greater than the thresholds. 
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Additionally, in accordance with a preferred embodiment of the present 

invention, the large detail threshold Is 2 to 5 percent. 

Moreover, In accordance with a preferred embodiment of the present 

invention, the method includes the step of rounding the output of the step of 

5 transfonning. 

Finally, the Intensity can be a luminance value or a chrominance value. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention Will be understood and appreciated more fully 

from the following detailed description taken in conjunction with the appended 

dr"dwings In whi¥ 

s Fig. '0s y'~xarnple of a video frame; 

Fig, 2/4 a block diagram Illustration of a video compression system 

having a visual tossless syntactic encoder, constructed and operative in 
1' 

accordance wi~ preferred embodiment of the present invention; 

Fig. -ts a ~lock diagram illustration of the details of the visual IOssless 

10 syntactic encode(~~ Fig. 2; 

Fig, /s a graphical illustration of the transfer functions for a number of 

high pass filters u;,fffi in the sy,6ctic encoder of Fig. 3; 

Figs. 5A and 5~re block diagram illustrations of altemative 

embodiments of a controllable filter bank forming part of the syntactic encoder 

lS ofFig. 3; / 

. Fig. 
1
,{s a graphical illustration of the transfer functions for a number of 

low pass flltersjfseful In the controllable niter bank of Figs. 5A and 5B; 

Fig . ./ is a graphical illustration of the transfer function for a non-linear 

filter useful in tfh. e cont71fu.ble tilter bank of Figs. 5A and 5B; 

20 Figs. A, si. and al.re block diagram illustrations 
. ,r 

of alternative 

25 

embodiments of an inter-frame processor forming a controlled filter portion of 

the syntactic erder of Fig. 3; 

Fig. 1l is a bloc!< diagram illustration of a spatial-temporal analyzer 

forming part oftha syntactic-encoder of Fig. 3; 

Figs. 1,A and 1 J are detail illustrations of the analyzer of Fig. 9; and 

9 



Fig. 1/is a detail illustration of a frame analyzer forming part of the 

syntactic encoder of Fig. 3. 
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OET AILED DESCRIPTION OF THE PRESENT INVENTION 

Applicants have realized that there are different levels of image detail in 

an image and that the human eye perceives these details in different ways. In 

particular, Applicants have realized the following: 

s 1 . Picture details whose detection mainly depends on the level of 

10 

15 

noise in the image occupy approximately 50 - 80% of an image. 

· 2. A visual perception detection threshold for image details does not 

depend on the shape of the details in the image. 

3. A visual perception threshold THO depends on a number of picture 

parameters, including the general brightness of the image. It does 

not depend on the noise spectrum. 

The present Invention is a method for describing, and then encoding, 

irriages based on Which details in the image can be distinguished by the human 

eye and which ones can only be detected by it. 

Reference ls now made to Fig. 1, which Is a grey-scale image of a 

plurality of shapes of a bird in flight, ranging from a photograph of one (labeled 

10) to a very stylized version of one (labeled 12). The background of the image 

is very dark at the top of the image and very light at the bottom of the image. 

The human eye can distinguish most of the birds of the image. 

20 However, there ls at least one bird, labeled 14, which the eye can detect but 

cannot determine all of its relative contrast details, Furthermore, there are large 

swaths of the image (In the background) which have no details in them. 

The present invention Is a method and system for syntactic encoding of 

video frames before they are sent to a standard video compression unit The 

2s present invention separates the details of a frame Into two different types, thosei 
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that can only be detected (for which only one bit will suffice to describe each of 

their pixels) and those which can be distinguished {for which at least three bits 

are needed to describe the Intensity of each of their pixels). 

an Incoming video signal such that 

ncoder 24 can compress the video s)gnal two to five times 

encoder 24 can do on its own, resulting in a significantly reduced 

Modulator 26 modulates the reduced volume bit stream and transmits it 

to a receiver 30, which, as in the prior art, Includes a demodulator 32 and a 

decoder 34. Demodulator 32 demodulates the transmitted signal and decoder 

CJ 15 34 decodes and decompresses the demodulated signal. The result is provided 

to a monitor 36 for display. 

It will be appreciated that, although the compression ratios are high in 

the present invention, the resultant video displayed on monitor 36 is not visually 

degraded. This is because encoder 20 attempts to quantify each frame of the 

20 video sigt'lal according to which sections of the frame are more or less 

distinguished by the human eye. For the less-distinguished sections, encoder 
\ 

20 either provides pixels of a minimum bit volume, thus reducing the overall bit 

volume of the frame or smoothes the data of the sections such that video 

compression encoder 24 will later significantly compress these sections, thus 

2s resulting in a smaller bit volume In the compressed frame. Since the human eye 

12 
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does not distinguish these sections, the reproduced frame is not perceived 

significantly differently than the original frame, despite its smaller bit Volume. 

Reference Is now made to Fig. 3, which details the elements of VLS 

encoder 20. Encoder 20 comprises an input frame memory 40, a frame 

s analyzer 42, an Intra-frame processor 44, an output frame memory 46 and an 

inter-fmme processor 48. Analyzer 42 analyzes each frame to separate it into 

subclasses, where subclasses define areas whose pixels cannot - be 

distinguished from each other. Intra-frame processor 44 spatially filters each 

pixel of the frame according to its subclass and, optionally, also provides each 

10 pixel of the frame With the appropriate number of bits. Inter-frame processor 48 

provides temporal filtering (i.e. inter-frame filtering) and updates output frame 

memory 46 with the elements of the current frame which are different than 

those of the previous frame. 

It is noted that frames are composed of pixels, each having luminance 

1 s Y and_ two chromlnance C, and Cb components, each of which is typically 

defined by eight bits. VLS encoder 20 generally separatety processes the threei 

components. However, the bandwidth of the chrominance signals is half as 

wide as that of the luminance signal. Thus, the filters (in the x direction of the 

frame) for chrorninance have a narrower bandwidth. The following discussion 

20 shows the filters for the luminance signal Y. 

Frame analyzer 42 comprises a spatial-temporal analyzer 50, a 

parameter estimator 52, a visual perception threshold detem,iner 54 and a 

subclass detenniner 56. Details of these elements are provided in Figs. 9 - 11, 

discussed hereinbelow. 
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As discussed hereinabove, details which the human eye distinguishes 

are ones of high contrast and ones whose details have small dimensions. 

Areas of high contrast are areas with a tot of high frequency content. Thus, 

spatial-temporal analyzer 50 generates a plurality of filtered frames from the 

s current mime, each filtered through a different high pass filter (HPF), where 

each high pass filter retains a different range of frequencies therein. 

Fig. 4, to which reference Is now briefly made, is an amplitude vs. 

frequency graph illustrating the transfer functions of an exemplary set of high 

pass filters for frames in a non-interlacing scan format. Four graphs are shown. 

10 It can be seen that the curve labeled HPF-R3 has a cutoff frequency of 1 MHz 

sb) and thus, retains portions of the frame with Information above 1 MHz. Similarly, 

curve HPF-R2 has a cutoff frequency of 2 MHz, HPF-C2 has a cutoff frequency 

of 3MHz and HPF-R1 and HPF-C1 have a cutoff frequency of 4MHz. As will be 

discussed hereinbelow, the terminology "Rx" refers to operations on a row of 

1s pixels while the terminology "Cx" refers to operations on a column of pixels. 

In particular, the filters of Fig. 4 implement the following finite impulse 

response (FIR) filters on either a row of pixels (the x direction of the frame) or a 

column of pixels (they direction of the frame), where the number of pixels used 

in the filter defines the power of the cosine. For example, a filter implementing 

20 cos10x takes 10 pixels around the pixel of interest, five to one side and five to 

the other side of the pixel of interest. 

HPF-R3: 1 - cos 1
0x 

HPF-R2: 1-cos6x 

HPF-R 1: 1-cos2x 

25 HPF-C2: 1-cos
4y 
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HPF-C1: 1-cos'y 

The high pass filters can also be considered as digital equivalents of 

optical apertures. The higher the cut-off frequency, the smaller the aperture. 

Thus, filters HPF-R1 and HPF-C1 retain only very small details in the frame (of 

s 1 -· 4 pixels in size) while filter HPF-R3 retains much larger details (of up to 11 

pixels). 

In the following, the filtered frames will be labeled by the type of filter 

(HPF-X) used to create them. 

Returning to Fig. 3, analyzer 50 also generates difference frames 

10 beitween the current frame and another, earlier frame. The previous frame is 

typically at most 15 frames earlier. A "group" of pictures or frames (GOP) is a 

series of frames for which difference frames are generated. 

Parameter estimator 52 takes the current frame and the filtered and 

difference frames and generates a set of parameters that describe the 

1s information content of the current frame. The parameters are determined on a 

pixel-by-pixel basis or on a per frame basis, as relevant. It is noted that the 

bl parameters do not have to be calculated to great accuracy as they are used in 

combination to detennine a per pixel, visual perception threshold THDi, 

At least some of the following parameters are determined: 

20 Signal to noise ratio (SNR): this parameter can be detennined by 

11enerating a difference frame between the current frame and the frame before 

it, high pass filtering of the difference frame, summing the intensities of the 

pixels in the filtered frame, normalized by both the number of pixels N in a 

frame and the maximum intensity IMAX possible for the pixel. If the frame is a. 

25 television frame, the maximum intensity is 255 quanta (8 bits). The high 
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frequency filter selects only those intensities lower than 3cr, where er Indicates a 

level less than which the human eye cannot perceive noise. For example, cr can 

be 46dB, equivalent to a reduction in signal strength of a factor of 200. 

Normalized Nt.i: this measures the change A, per pixel i, from the 

5 current frame to its previous frame. This value is then normalized by the 

maximum Intensity lw.x possible for the pixel. 

Normalized volume of lntraframe change Nlxv: this measures the 

vc,lume of change in a frame lxv (or how much detail there is In a frame), 

ncmnaliZed by the maximum possible amount of information MAX1NF0 within a 

10 frame (i.e. 8 bits per pixel x N pixels per frame). Since the highest frequency 

range indicates the amount of change in a frame, the volume of change lxy is a 

sum ofthe intensities in the filtered frame having the highest frequency range, 

such as filtered frame HPF-R 1. 

Nonnalized volume of lnterframe changes NIF: this measures the 

15 volume of changes IF between the current frame and its previous frame, 

normalized by the maximum possible amount of information MAX1NFO within a 

· frame. The volume of interframe changes IF is the sum of the intensities in the 

difference frame. 

Normalized volume of change within a group of frames NlaoP: this 

20 measures the volume of changes IGoP over a group of frames, where the group 

is from 2 to 15 frames, as selected by the user. It is normalized by the 

maximum possible amount of information MAX1NFO within a frame and by thH 

number of frames in the group. 
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Normalized luminance level NY1: Y1 Is the luminance level of a pixel in 

the current frame. It is normalized by the maXimum intensity IMAX possible for 

the pixel. 

Color saturation p1: this Is the color saturation level of the ith pixel and It 

\' [ ]Ill . . (C .-128)2 (C -128)" s 1s determined by: 0.78 •~
60 

+0.24 6
~

26 
where C,,i and Cb,i are 

\ 

10 

the chrornlnance levels of the ith pixel. 

Hue n.: this Is the general hue of the ith pixel and is detennined 

by\rct~Jt.4 C,J - l2S). Alternatively, hue h1 can be determined by interpolating "1_ Ci,; -128 ·: 

Table 1, below. 

Response to hue R;(h1): this Is the human vls[on response to a given 

hue and is given by Table 1, below. Interpolation is typically used to produce a 

specific value of the response R(h) for a specific value of hue h. 

Table 1 
Color y c, C, h R(b) 

<.wn) 
White 235 128 128 . . 
Yellow 210 16 146 575 0.92 
Cvan 170 166 16 490 0.21 
Gi-cen 145 S4 34 510 0.59 
Maecenta 106 20'2 222 . 0.2 
Red 81 90 240 630 0.3 
Blu~ 41 240 110 41S 0.11 
Black Hi 128 128 . . 

15 Visual perception threshold determiner 54 determines the visual 

perception threshold THD1 per pixel as follows: 

THD, =-THD-(l+NI).; + Nlxr +NIF +Nl00p +NY°i + p , +(l-R,(h,))+ .:~) 

Subclass determiner 56 compares each pixel i of each high pass filtered frame 

HPF-X to its associated threshold THD; to determine whether or not thal pixel ls 
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significantly present In each filtered frame, where "significantly present'' is 

defined by the threshold level and by the "detail dimension• (i.e. the size of the 

object or detail in the Image of which the pixel fonns a part). Subclass 

determiner 56 then defines the subclass to which the pixel belongs. 

s For the example provided above, if the pixel is not present in any of the 

filtered frames, the pixel must belong to an object of large size or the detail Is 

only detected but not distinguished. If the pbce1 Is only found in the filtered frame 

of HPF-C2 or in both frames HPF-C1 and HPF-C2, it must be a horizontal edge 

(an edge in the Y direction of the frame). If it is found In filtered frames HPF-R3 

to and HPF-C2, it Is a single small detail. If the pixel Is found only In filtered frames 

HPF-R1, HPF-R2 and HPF-R3, It is a very small vertical edge. If, in addition, it 

is also found in filtered frame HPF-C2, then the pixel is a very small, single 

detail. 

IS 

The above logic ls summarized and expanded In Table 2. 

Hio-k Pass Filters 
Subclass Rl R2 :R3 Cl C2 Remarks 
t 0 0 0 0 0 T .,,...,.e detail or detected dmil onlv 
2 0 0 0 0 I Horizontal ed .. e 
3 ·o 0 0 l 1 Horiz.ontal edize 
4 0 0 t 0 0 V•rticaled!!C , . ., 0 0 l 0 1 Sin!!le small detail 
6 0 0 l l 1 Sine:lc small detail 
7 0 1 l 0 0 Vertical ed11:e 
g 0 1 t 0 1 Sin<>l"'- small detail 
!) 0 l 1 1 I Sin!!le small detaH 
10 l l I 0 0 V «v small vertical edJ:te 
11 l 1 l 0 1 V erY small sinrrle detail 
12 I l l 1 t V erv small sJrul.le detail 

The output of subclass determiner 56 Is an Indication of the $Ubclass to whicl':1 

each pixel of the current frame belongs. Intra-frame processor 44 performs 

spatial filtering of the frame, where the type of filter utilized varies in accordanco 

20 with the subclass to which the pixel belongs. 
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In accordance with a preferred embodiment of the present invention, 

intra-frame processor 44 filters each subclass of the frame differently and 

according to the information content of the subclass. The filtering limits the 

bandwidth of each subclass which Is equivalent to sampling the data at different 

s frequencies. Subclasses with a lot of content are sampled at a high frequency 

while subclasses with little content, such as a plain background area, are 

sampled at a low frequency. 

Another way to consider the operation of the filters is that they smooth 

the data of the subclass, removing "noisiness" in the picture that the human eye 

10 does not perceive. Thus, Intra-frame processor 44 changes the intensity of the 

pixel by an amount less than the visual distinguishing threshold for that pixel. 

Pixels whose contrast is lower than the threshold (i.e. details which were 

detected only) are transformed with non-linear filters. If desired, the data size of 

the detected only pixels can be reduced from 8 bits to 1 or 2 bits, depending on 

15 the visual threshold level and the detail dimension for the pixel. For the other 

pixels (i.e. the distinguished ones), 3 or 4 bits is sufficient. 

Intra-frame processor 44 comprises a controllable filter bank 60 and a 

filter selector 62. Controllable filter bank 60 comprises a set of low pass and 

non-linear filters, shown ln Figs. 5A and 5B to which reference Is now made, 

20 which filter selector 62 activates, based on the subclass to which the pixel 

belongs. Selector 62 can activate more than one filter, as necessary. 

Figs. 5A and 5B are two, alternative embodiments of controllable filter 

bank 60. Both comprise two sections 64 and 66 which operate on columns (i.e. 

line to line) and on rows (i.e. within a line), respectively. In each section 64 and 

2s 66, there is a choice of filters, each controlled by an appropriate switch, labeled 
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SW-X, Where X Is one of C1, C2, R1, R2, R3 (selecting one of the low pass 

filters (LPF)), D-C, 0-R (selecting to pass the relevant pixel directly). Filter 

selector 62 switches the relevant switch, thereby activating the relevant filter. It 

is noted that the non-linear filtera NLF-R and NLF-C are activated by switches 

s R3 and C2, respectively. Thus, the outputs of non-linear filters NLF-R and 

NLF-C are added to the outputs of low pass filters LPF-R3 and LPF-C2, 

respectively. 

Controllable filter bank 60 also Includes time aligners (TA) which add 

any necessary delays to ensure that the pixel currently being processed 

10 remains at its appropriate location within the frame. 

15 

The low pass filters (l.PF) are associated with the high pass filters used 

in analyzer 50. Thus, the cutoff frequencies of the low pass filters are close to 

those of the high pass filters. The low pass filters thus pass that which their 

associated high pass filters Ignore. 

Fig. 6, to which reference is now briefly made, illustrates exemplary low 

pass filters for the example provided hereinabove. Low pass filter LPF-R3 has a 

cutoff frequency of 0.5MHz and thus, generally does not retain anything which 

its associated high pass filter HPF-R3 (with a cutoff frequency of 1 MHz) retains. 

Filter LPF-R2 has a cutoff frequency of 1 MHz, filter LPF-C2 has a cutoff 

20 frequency of 1.25MHz and filters LPF~C1 and LPF-R1 have a cutoff frequency 

of about 2MHz. As for the high frequency filters, filters LPF-Cx operate on the 

columns of the frame and filters LPF-Rx operate on the rows of the frame. 

Fig. 7, to which reference is now briefly made, illustrates an exemplary 

transfer function for the non-linear tilters (NLF} which models the response of 

25 the eye when detecting a detail. The transfer function defines an output value 

20 



Vout normalized by the threshold level THD1 as a function of an Input value Vin 

also normalized by the threshold level THD,. As can be seen In the figure, the 

input - output relationship is described by a polynomial of high order. A typical 

order might be six, though lower orders, of power two or three, are also 

s feasible. 

Table 3 lists the type of filters activated pet subclass, where the header 

for the column indicates both the type of filter and the label of the switch SW-X 

of Figs. 5A and 5B. 

Table 3 
Low Pass Filters 

Sabc:lass lU R2 ru Cl Cl D-R D..C 
1 0 0 I 0 I 0 0 
:2 0 0 1 l 0 0 0 
3 0 0 1 0 0 0 I 
4 0 I 0 0 l 0 0 
5 0 1 0 l 0 0 0 
6 0 1 0 0 0 0 1 
7 l 0 0 0 l 0 0 
8 1 0 0 I 0 0 0 
9 l 0 0 0 0 0 l 
10 0 0 0 0 1 l 0 
11 0 0 0 l 0 I 0 
12 0 0 0 0 0 l l 

:) 10 

~ Fig. 58 includes rounding elements RNO which reduce the number of 
~r 
r:J bits of a pixel from eight to three or four bits, depending on the subclass to 

which the pixel belongs. Table 4 illustrates the logic for the example presented 

hereinabove, where the items which are not active for the subclass are 

1s indicated by "N/A". 

'rable4 
subclass RND-MCZI) RND-RI (Zl) RND-R2(Z3) RND-CO(Z4) RND-CI (Z5) 
1 NIA NIA NIA N/A N/A 
2 NIA NIA NIA NIA 4bit 
3 NIA NIA NIA 4bit NIA 
4 NIA NIA 4bit NIA N/A 
s NIA NIA 4bit NIA 4bit 
f , NIA NIA 4bit 4bit NIA 
7' NIA 4bit NIA NIA NIA 
li NIA 3bit NIA N/A 3bit 
11 NIA 3bit NIA 3bit NIA ,o 4bit NIA NIA NIA NIA 
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5 

IO 

11 3bit NIA 
12 NIA 

NIA 
N/ 

NIA 
3bit 

3bit 
"NIA 

The output of intra-frame processor 44 is a processed version of the 

current frame which uses fewer bits to describe the frame than the original 

version. 

alternative embodiments 

me as output, inter-frame processor 48 

els have changed significantly from the previous frame 

The embodiments of Figs. 8A and 8B are open loop versions (i.e. the 

previous frame is the frame previously Input Into Inter-frame processor 48) while 

the embodiment of Fig. SC Is a closed loop version (I.e. the previous frame is 

15 the frame previously produced by inter-frame processor 48). All of the 

embodiments comprise a summer 68, a low pass filter (LPF) 70, a high pass 

filter (HPF) 72, two comparators 74 and 76, two switches 78 and 80, controlled 

by the results of comparators 74 and 76, respectively, and a summer 82. Figs. 

:BA and 8B additionally Include an intermediate memory 84 for storing the 

20 output of intra-frame processor 44. 

Summer 68 takes the difference of the processed current frame, 

produced by processor 44, and the previous frame. stored in either In 

intermediate rnernory 84 (Figs. BA and 88) or in frame memory 46 (Fig, 8C). 

The difference frame Is then processed in two parallel tracks. 

Z2 

·l . 
,'."i : , 
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In the first track, the low pass filter Is used . Each pixel of the filtered 

frame is compared to a general, large detail, thresnold THD-LF which is 

typically set to 5% of the maximum expected Intensity for the frame. Thus, the 

pixels which are kept are only those which changed by more than 5% (i.e. those 

s whose changes can be "seen· by the human eye). 

In the second track, the difference frame is high pass filtered. Since 

high pass filtertng retains the small details, each pixel of the high pass filtered 

frame is compared to the particular threshold THD; for that pixel, as produced 

by threshold determiner 54. If the difference pixel has an intensity above the 

10 threshold THDi (I.e. the change in the pixel is significant for detailed visual 

perception), it is allowed through (I.e. switch 80 is set to pass the pixel). 

Summer 82 adds the filtered difference pixels passed by switches 78 

and/or 80 with the pixel of the previous frame to "produce the new pixel". If 

rt switches 78 and 80 did not pass anything, the new pixel is the same as the 

~ 15 previous pixel. Otherwise, the new pixel Is the sum of the previous pixel and th1~ 

low and high frequency components of the difference pixel. 

Reference is now briefly made to Figs. 9, 1 QA, 1 OB and 11 which detail 

elements of frame analyzer 42. In these figures, the term "ML" indicates a 

memory line of the current frame, "MP" indicates a memory pixel of the current 

20 frame, "MF" indicates a memory frame, "VD" Indicates the vertical drive 

signal, "TA" indicates a time alignment, e.g. a delay, and CNT indicates a 

counter. 

Fig. 9 generally illustrates the operation of spatial-temporal analyzer SO 

and Figs. 10A and 108 provide one detailed embodiment for the spatial 

2s analysis and temporal analysis portions 51 and 53, respectively, Fig. 11 details 
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parameter estimator 52, threshold determiner 54 and subclass determiner 56. 

As these figures are deemed to be setf-explanatory, no further explanation will 

be included here. 

It is noted that the present Invention can be implemented with a field 

s programmable gate array {FPGA) and the frame memory can be implemented 

with SRAM or SDRAM. 

The methods and apparatus disclosed herein have been described 

without reference to specific hardware or software. Rather, the methods and 

apparatus have been described in a manner sufficient to enable persons of 

10 ordinary skill in the art to readily adapt commercially available hardware and 

software as may be needed to reduce any of the embodiments of the present 

invention to practice without undue experimentation and using conventional 

techniques. 

It Will be appreciated by persons skilled in the art that the present 

1s invention is not limited by what has been particularly shown and described 

herein above. Rather the scope of the Invention Is defined by the claims that 

follow: 
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CLAIMS 

1. A visual lossless encoder for processing a video frame prior to 

compression by a video encoder, the encoder comprising: 

threshold means for identifying a plurality of visual perception 

s threshold levels to be associated with the pixels of said video frame, 

wherein said threshold levels define contrast levels above which a 

human eye can distinguish a pixel from among its neighboring pixels 

of said frame; 

10 

filter means for dividing said video frame into portions having 

different detail dimensions; 

means, utilizing said threshold levels and said detail 

dimensions, for associating said pixels of said video frame into 

subclasses, wherein each subclass Includes pixels related to the same 

detail and which generally cannot be distinguished from each other; 

and 

means for altering the Intensity of each ptxel of said video 

frame according to its subclass. 

2. An encoder according to claim 1 wherein said means for altering comprises 

an inter-frame processor and an intra-frame processor. 

20 3. An encoder according to claim 2 and wherein said intra-frame processor 

comprises a controllable filter bani< having a plurality of different filters and a 

filter selector which selects one of said filters for each pixel according to its 

subclass. 

4. An encoder according to claim 2 and wherein said inter-frame processor 

2s comprises a low pass filter and a high pass fitter operative on a difference 

?.5 



frame between a current frame and a previous frame, large and small detail 

threshold elements for thresholding the filtered difference frame with a large 

detail threshold level and a small detail threshold level, respectively, and a 

summer which sums the outputs of said two filters as amended by said 

s threshold elements. 

5. An encoder according to claim 1 and wherein said threshold means 

comprises means for generating a plurality of picture parameters describing at 

least one of the following parameters: the volume of information in said frame, 

the per pixel color and the cross-frame change of intensity and means for 

10 generating said visual perception threshold from said at least one parameter. 

6. A method of visual lossless encoding of frames of a video signal, the 

method comprising steps of: 

15 

spatially and temporally separating and analyzing details of 

said frames; 

estimating pararneters of said details; 

defining a visual perception threshold for each of said 

details in accordance with said estimated detail parameters; 

classifying said frame picture details into subclasses in 

accordance with said visual perception thresholds and said detail 

21> parameters; and 

transforming each said frame detail In accordance with its 

associated subclass. 

7. The method according to claim 6 and wherein said step of separating and 

analyzing also includes the step of spatial high pass filtering of small 

25 dimension details and temporal filtering for detail motion analysis. 
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8. The method according to claim 6 and wherein the step of estimating 

comprises at least one of the following steps: 

determining NAi, a per-pixel signal intensity chsnge 

between a current frame and a previous frame, nonnaliz:ed by a 

5 maximum intensity; 

10 

15 

determintning a Nlxv, a normalized volume of intraframe 

change by high frequency filtering of said frame, summing the 

intensities of said filtered frame and normalizing said sum by the 

maximum possible amount of infonnatlon within a frame; 

generating NIF, a volume of inter.frame changes between a 

current frame and its previous frame normalized by a maximum 

possible amount of information volume within a frame; 

generating NIGoP, a normalized volume of inter-frame 

changes for a group of pictures from the output of said preview,; 

. step of generating; 

evaluating a signal-to-noise ratio SNR by high pass filtering 

a difference frame between sald current frame and said previous 

frame by selecting those intensities of said difference frame lower 

than a threshold defined as three times a noise level under which 

20 noise intensities are not perceptible to the human eye, summing 

the intensities of the pixels in the filtered frame and normalizing 

said sum by said maximum intensity and by the total number of 

pixels in a frame; 

2.5 

generating NY1, a normalized Intensity value per-pixel; 

generating a per-pixel color saturation level p,; 
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generating a per-pixel hue value h1; and 

determining a per-pixel response R1(h1) to said hue value. 

9. The method according to claim 8, wherein said step of defining includes the . 

step of producing said visual perception thresholds, per-pixel, from a 

s minimum threshold value and at least one of said parameters. 

10. The method according to claim 8, wherein said step of defining Includes 

the step of producing said visual perception thresholds, per-pixel, according to 

the following equation, 

;: , 10 wherein THDm1n is a minimum threshold level. 

11. The method according to claim 6, wherein said step of classifying includes 

th~, steps of comparing multiple spatial high frequency levels of a pixel against 

its associated visual perception threshold and processing said comparison 

re~;ults to associate said pixel with one of said subclasses. 

1s 12. The method according to claim 6, wherein said step of transforming 

"F' includes the step of filterlng each subclass with an associated two 
k~ 
k~ dimensional low pclss filter. 

13. The method according to claim 12, wherein said step of transforming 

includes the steps of generating a difference frame between said current 

20 frame and a previous transformed frame, low and high pass filtering of said 

diff-erence frame, comparing said flltered frames with a large detail threshold 

and a small detail threshold and summing those portions of said filtered 

frames which are greater than said thresholds. 

14. The method according to clalm 13 and wherein said large detail threshold 

2s is 2 to 5 percent. 

2S 



15. The method according to claim 6 and also including the step of rounding 

the output of said step of transforming. 

16. The method according to claim 6, and wherein said Intensity is a 

luminance value. 

s 17. The method according to claim 6, and wherein said intensity Is a 

chrominance value. 
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Title· METHOD AND APPARATUS FOR VISUAL LOSSU:SS IMAGE SYNTACTIC ENCQQ1N%1: 

. -- - . .. . 6 ,,. 
I i\~reby •late that I iifTl o -< 
Q the owner of the sm.111 bw;.lnou concern identified below: ,.. N 
~ an official of the small business eoneern empowered to •ct on be hall or the ooneern identified below: ~ W 

NAME OF SMALL BUSINESS CONCERN VLSCOM LTD. 
r :;; 

= c;, 

C) 

ADDRESS OF SMALL BUSINESS CONCERN 
4 Pikeris Street, (Lev Hatamar Building), RB}iovot 76545, 
Israel 

J hereby state that the above idQntY~d small buslne,• 0¢neero ~o•lifies as a small bUSill@SS eoneem as defined in ·13 
CFR Part 121 tot purposes of payiny redUC(!d f<1es lo the United Slales Patent and Trademark Office. Questions related to 
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PATEl\T 
P-2883-US 

IN THE UNITED ST ATES PA EMARK OFFICE 

APPLICANT(S): SHERAIZIN, et al. 

SERIAL NO.: unknown 

FILED: 

09/524,618 

March 14, 2000 GROUP ART UNIT: unknown 

FOR.: METHOD AND APPARATUS FOR VISUAL LOSSLESS IMAGE 
SYNTACTIC ENCODING 

ASSISTANT COMMISSIONER FOR PATENTS 
WASHINGTON, D.C. 20231 

RECEIVED 

FEB O 1 2001 

Technology Center 2600 Sir: 

INFORMATION DISCLOSURE STATEMENT 

Pursuant to 37 C.F.R. §§ 1.56, 1.97 and 1.98, this Information Disclosure Statement 

includes: 

l. l2sl Documents including patents, publications, and other information listed on the attached 

Form PTO-1449 for consideration by the Examiner; 

2. 0 Form PTO-1449 which lists documents including patents, publications and other 

information for consideration by the Examiner but in accordance with 37 C.F.R. l.98(d) 

does not include those documents which have been previously cited or submitted to the 

Patent Office in the following prior application U.S. Serial No. ___ _, filed __ _ 

which is properly identified and relied on. 

3. 0 Other information for the Examiner's consideration which was cited in a communication 

from a foreign patent office in a counterpart foreign application. 

The infonn.ation herein cited is only in fulfillment of Applicant(s) duty of candor in 

disclosing all information brought to Applicant(s) attention. This submission does not represent 

that a search has been made or that no better art exists and does not constitute an admission that 



APPLICANTS: 
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each or all of the listed documents are material or constitute "prior art". If it should be determined 

that any of the listed documents do not constitute "prior art" under United States law, Applicant(s) 

reserve the right to present to the office the relevant facts and law regarding the appropriate status 

of such documents. 

Applicant(s) further reserve(s) the right to take appropriate action to establish the 

patentability of the disclosed invention over the listed documents, should one or more of the 

documents be applied against the claims of the present application. 

In accordance with MPEP Sections 609 and 707.0S(b), it is requested that each and every 

document cited (including any cited in applicant's specification which is not repeated on the 

attached Form PTO-1449) be given thorough consideration and that it be cited of record in the 

prosecution history of the present application by initialing on Form PTO-1449. Such initialing is 

requested even if the Examiner does not consider it to be prior art for any reason, or even if the 

Examiner does not believe that the guidelines for citation have been fully complied with. Tb.is is 

requested so that each document becomes listed on the face of the patent issuing on the present 

application and is evidence that the Examiner has considered the document. 

This Information Disclosure Statement is being filed: 

I) 12'.J Within three (3) months of filing the subject Application or entry of the 

subject Application into the national stage or before mailing of the first Office Action on 

the merits whichever event occurs last pursuant to of 3 7 C.F .R § I. 97 (b ); or 

II) D After the period specified in (I) but before the mailing date of either a final 

Official Action under 37 C.F.R §1.l 13 or a notice of allowance under 37 C.F.R § 1.31 l 

whichever occurs first; 

III) 

I. D The undersigned hereby states that each item of information listed on 

the Form PTO-1449 was cited in a communication from a foreign Patent Office i~ a 

counterpart foreign application not more than three (3) months prior to the filing of 

this Information Disclosure Statement; or 

2. D the undersigned hereby authorizes the Patent Office to charge the fee 

in the amount of$240.00 under 37 C.F.R §1.17 (p) to Deposit Account 05-0649. 

□ After the period in (I) and (II) but before the payment of the issue fee, 

1. The Undersigned hereby states: 
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a) □ that each item of information cited on the form PTO-1449 

was cited in a communication from a foreign Patent Office in a counterpart 

foreign application not more than three (3) months prior to the filing of this 

Information Disclosure Statement; or 

b) □ that no items of information contained in Form PT0--1449 

was cited in a communication from a foreign patent office in a counterpart 

foreign application, _ and to the knowledge of the undersigned after making 

reasonable inquiry, no item of information contained in this Infomtation 

Disclosure Statement was known to any individual designated in 37 C.F.R. § 

l.56(c) more than three months prior to the filing of this Information 

Disclosure Statement; and 

2. The Undersigned submits the following Petition by the Applicant under 37 

CFR §197(d) 2: 

PETITION 

App/icant(s) hereby petition(s) the Patent Office to consider the attached 

Information Disclosure Statement 

3. The Undersigned hereby authorizes the Patent Office to charge the Petition 

fee in the Amount of $130.00 under 37 C.F.R § 1.17 (i) to Deposit Account 05-0649. 

Except for issue fees payable under 37 C.F.R. § 1.18, the Commissioner is hereby 

authorized by this paper to charge any additional fees during the entire pendency of this application 

including fees due under 37 C.F.R. §§ l.l 6 and 1.17 which may be required, including any required 

extension of time fees, or credit any overpayment to Deposit Account No. 05-0649. 

Applicants further reserve the right to take appropriate action to establish the patentability 

of the disclosed invention over the listed documents, should one or more of the documents be 

applied against the claims of the present application. 

In accordance with MPEP Sections 609 and 707.05(b), it is requested that each document 

cited (including any cited in applicant's specification which is not repeated on the attached Form 

PT0-1449) be given thorough consideration and that it be cited of record in the prosecution history 

of the present application by initialing on Form PT0-1449. Such initialing is requested even if the 

Examiner does not consider it to be prior art for any reason, or even if the Examiner does not 
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believe that the guidelines for citation have been fully complied with. This is requested so that each 

document becomes listed on the face of the patent issuing on the present application. 

Except for issue fees payable under 37 C.F.R. §1.18, the Commissioner is hereby 

authorized by this paper to charge any additional fees during the entire pendency of this application 

including fees due under 37 C.F.R. §§ 1.16 and 1.17 which may be required, including any required 

extension of time fees, or credit any overpayment to Deposit Account No. 05-0649. 

Dated: January 11, 2001 

Eitan, Pearl, Latzer & Cohen-Zedek 
One Crystal Park, Suite 210 
2011 Crystal Drive 
Arlington, VA 22202-3709 
Tel: 703.486.0600 
Fax: 703.486.0800 

Respectfully submitted, 

d;;:,,, -~ 
HeidiM.Brun 
Attorney for Applicant(s) 
Registration No. 34,504 
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Application No. , .1.-iJiioant(s } 

Notice of Allowabilit_y 
09/524,618 Sheralzln et al. 

Examiner Art l!nil 

Phuoc Tran 2621 

--The MA/UNG DA TE of this communication appears on the cover sheet with the correspondence address--

All claims being allowaole, PROSECUTION ON THE M ERITS IS IOR REMAINS! CLOSED in this applicat ion. If no1 included l1erewith 
(m prev,ously mai led), a Notice of Allowance and Issue Fee Due or o ther appropriate communication will be mailed in due eoursfi. 
THIS NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This applica1ton is subIec1 to w ithdrawal from is.sue at 
th.e inni,,tive a l the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 13OB. 

X Th:s commun1catIon Is responsive to ~P=a=p~e~r~fl~'/e~d~1/~2=6~/0~1~-----------------------

2 )i( ·:.,eaiiowed cla1m[Si1s/are ~ J_-~1~7 ____________________________ _ 

3 Th~ d rav, ings filed on __________ are acceptable as formal drawings. 

4 ¾ .AcKnowledgement is made of a claim for fore ign priority under 35 U.S.C. § 119(a)-(d) 

a} '/.. A i! b) ·~ome· c) tLne of the 

X Cert1f1e,d copies o f the priority dc,cuments have bee11 received 

2 Cert ified copies o f the priority documents have been received in Application No.~~--------

3 Copies of tne certified copies of the priority documents have been recer,;ed ,n t h,s nat onal stage 
application from the International Bureau (PCT Rule 17.2(a)) 

'Certif ied copies 1ot received 

5. ,. _; Acknowledgement is made of a claim for domestic priority under 35 U.S.C. § 119(eJ 

Aoplicart has THREE MONTHS FROM THE "MAILING DATE" of this communication to f ile a reply complying w ith l he requireme1ts 
nr)ted below. Failure 10 timely comply w ill result in ABANDONMENT of thrs application. THIS THREE-MONTH PERIOD IS NOT 
EXTENDABLE FOR SUBMITTING NEW FORMAL DRAWINGS, OR A SUBSTITUTE OATH OR DECLARATION. This rhree-month oerio,: 
for complying with the REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL is extencfable under 37 CFR 1.1 36/e,l. . 

6. ; ' Note the at1aGhed EXAMINER'S AMENDMENT or NOTICE OF INFORMAL APPLICAT ION (PT0-152) which g ives 
reason(s} w l,y the oath or declaration is deficient. A SUBSTITUTE OATH OR DECLARATION IS REQUIRED. 

7. Applicant MUST submit NEW FORMAL DRAWINGS 

,a, : including changes required by the Notice of Draftsperson's Patent Drawing Review (PT0-948) attached 

1) hereto or 2) to Paper No. --~ . 

(bl . ,ncIud1ng changes required bv the proposed drawing correction filed _________ _ , which has been 
approved b)' the examiner. 

(cJ ... including changes required by the ;attached Examiner's Amendment/Comment or in the O ffice action of 
Paper No . __ _ 

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings. The 
drawings should be f iled as a separate paper with a trans mittal letter addressed to the Offic ial Draftspe rson . 

8 ·- Note the attached Examiner's comment regard ing REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATEf~IAL 

Any reply to this letter should include, rn the upper right hand corner. lhe APPLICATION NUMBER (SERIES CODEISEl~IAL 
N J MBERl If applicant has received a Notice of A llowance and Issue Fee Due. the ISSUE BATCH NUMBER and DAT!: ottI1e 
NOTiCE O F ALLOWANCE should also be included 

Attachment(s) 
! X Nolice of Re!eren,,es Cited iPT0-892) 

3 ... Notice of Drafts~•rson's Patent Drawing Reviev• (PT0-948) 

s x~ rnfon·nation Oisclc,sure StatenH~nt(s) (PT0- 144Q). Pap.er No{s) ___ 3~ 

7 Examiner's Comment Regarding Requirement for Deposit of Biological 
rvl:3lenal 

9 · O:hec 

IJ S P ;1ten1 J11c, ~·r::ict-m:1r~ Ortic;, 

PT0-37 {Rt:'-' 01-01 ) Notice of Allowability 

2 Nch:e of inform~1 P~tent Appl1calion (PT0-15~~) 

4 lnta,•:iew Summa,y (PT0-413j, Paper No. __ 

6 ····: Examiner's Ami:imJnrnr tliCnmmi;;nl 

8 X] ExarTI1ner's Statement of Reasons for Allowance 

Part o f Paper No 4 



-----
Application/Control Number: 09/524,618 

Art Unit: 2621 

1'2.ge 2 

I. The following is an examiner's statement of reasons for allowance: None of the prior art 

whether taken singly or in combination teaches a visual lossless encoder for processing a video 

frame according to the claimed invention. The encoder comprises threshold means for identif}·ing 

a plurality of visual perception threshold levels to be associated with the pixels of the video frame, 

wherein the threshold levels above which a human eye can distinguish a pixel from among irs 

neighboring pixels of the frame; filter means for dividing the video frame into portions having 

details dimensions; means, utilizing the threshold levels and detail dimensions, for associating the 

pixels of the video frame into subclasses, wherein each subclass includes pixels related to the same 

detail and which generally cannot be distinguished from each other; and means for altering the 

intensity of each pixel of the video frame according to its subclass. The prior art also fails to 

teach the corresponding visual lossless encoding method according to the claimed invention. 

Any comments considered necessary by applicant must be submitted no later than the 

payment of the issue fee and, to avoid processing delays, should preferably accompany the issue 

fee. Such submissions should be clearly labeled "Comments on Statement of Reasons for 

Allowance." 

2. Any inquiry concerning this communication or earlier communications from the examiner 

should be directed to Phuoc Tran whose telephone number is (703) 305-4861. The examiner can 

normally be reached on 9:30 AM-6:00 PM from Monday to Friday. 



Application/Control Number: 09/524,6 I 8 

Art Unit: 2621 

Page 3 

If attempts to reach the examiner by telephone are unsuccessful , the examiner's supervi:,or. 

Leo H. Boudreau, can be reached on (703) 305-4706. 

Any response to this action should be mailed to: 

Commissioner of Patents and Trademarks 

Washington, D.C. 20231 

or faxed to: 

(703) 872-9314 (for Technology Center 2600 only) 

Any inquiry of a general nature or relating to the status of this application or proceeding 

should be directed to the receptionist whose telephone number is (703) 306-0377. 
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Attoraey D~ No:. P-21183-US J\\JY ,, 

. /::J_~.-.,Cj 
IN THE UNITED STATES PATENT AND TRADEMARK omg: ~ ·' 

Applicant: 

Serial No.: 

Filed: 

Title: 

SHERAIZIN et al. 

09/524,618 

March 14, 2000 

Examiner: 

Group Art Unit: 

TRAN,P. 

2621 

METIIOD .AND APPARATUS FOR VlSUAL LOSSLESS IMAGE 
SYNTACl1C ENCODING 

RECEIVED 
AMENDMENTUNDER37CFIU.312 MAR z l 2002 

As.1istant Commissioatr ror Patents Jecbnology Center 2000 
Washington,OC2023f -Match a Retal ft-
Sir: 

In response to the Notice of Allowance mailed December 18, 2001, kindty emend lhe 

above identified application as follows: 

h tH Spedflcatlom: 

Pleme rep~ the paragraph beginning at page 12, line 4, with the followirtg rewritten 

~: ______ ..:=::si:.::a-.-----------------JL 
- Rcfermcc is now made to Fig. 2, which illustrates the present invention within an 

image transmission S)'Stem. thus, Fig. 2 shows a visual lossless (VLS) syntactic encoder 20 

connected to a standard video transmitter 22 which includes a video compression encoder 24, 

such as a standard MPEG encoder, and a modulator 26. VLS syntacti.c encoder 20 transfonns an 

incom.ing video signal such that video compression encoder 24 can compress the video signal 

two to five times more tMn video compression encoder 24 can do on its own, resulting in a 

signiti.cantly reduced volume bit stream to be transmitted.-

·---..~ 

----------------------------------------·t-••...,~::--



APPLICANT: 
SERIALNO.: 
Fll.,ED: 

SHERAIZIN, Semion et al. 
09/524,618 
Mardi 14, 2000 

Page 2 

Please ~ the paragraph beginning at page 22, line S, with the following rewritten 

- _ _,: ___ _!paragrap=~:h~: ---------------.....,----------1~· ----Re~cc is now made to Figs. 8A. SB and SC, which illuslrate three alternative 

embodiments for inter-frame processor 48 which provides temporal filtering (i.e. inter-frame 

filte1ing) to further process the cunent frame. Since lhe present invention provides a full 

frame as output, inter.frame p=ssor 48 determines which pixels have changed significantly 

from the previous frame and amends those only, storing lhe new version in the appropriate 

location in output frame memory 46.- ~ -----____:---------JI. --
Attached henito is a maded-up version of the changes made to the specification by the t 

cwrent amendment. The attached page is captioned "Veniog wttt, marldpp to 1h01' 

clwlp made". 

REMARKS 

The foregoing amendments and the following remmks are directed to fonnalities, in 

order to move the abovo-referencod patent application to issue. Entl)' of this paper is 

respa:tfu.lly requested. 

Ameaclmeaa to Spedlkatio• 

The amendments to the Specification are either editorial in nature or arc provided to 

match the text with the drawings. No new matter has been added. 

Amenclaeatl to Drawillp 

Figs. SB, 88 and SC have been amended to match the drawinp to lhe text. 

Specifically, in Fig. SA. frames 64 and 66 were added and in Figs. 88 and BC, the title 

"FRAME MEMORY" of clement 46 bas been corrected to ' 'OUI'PUT FRAME MEMORY". 

Approval is requested. 

2 



APPLICANT: 
SERIALNO.: 

SHERAIZIN, Scmlon et al. 
09/524,618 

FILED: March 14, 2000 
Page3 

Should the Examiner have any question or comment as to the form, content, or entry 

of this Paper, the Examiner is requested to contact the undersigned at the telephone number 

below. Similarly, if there are any further issues to be resolved to advance the prosecution of 

this application to issue, the Examiner is requested to telephone the undersigned. 

Dated:Marchl4,2002 

Eitar1, Pearl, Latzcr & Coben-Zcdek 

~/ CalcbPoll 
Attorney for Appl! t(s) 
Registration No. 37,912 

One Crystal Parle, Suite 210, 2011 Crystal Drive 
Arlington, VA, USA 22202-3709 
Ttlepbone: (703) 486-0600 
F'ax: (703) 486-0800 

3 



APPLICANT: 
SEIUALNO.: 
FU.ED: 
Page4 

SHBRAIZIN, Semion et al. 
09/524,618 
March 14, 2000 

RECEIVED 
Version wjfl •,ckigu to show clluges mpde MAR 2 1 2002 

In t.lie Spedtlcadoa: 

Paragraph beginning at page 12, line 4, has been amended as follows: 

-Reference is now made to Fig. 2, which illustl'ates the present invention within an 

image transmission system. Thus, Fig. 2 shows a visual lossless (VLS) ~ encoder 20 

connected to a standard video trarumitt« 22 whidi includes a video compression mcoder 24, 

such as a standard MPEG encoder, and a modulator 26. VLS ~ encoder 20 transforms an 

incoming video sisnaJ sudt that video compression encoder 24 can compress the video signal 

two to five times more than video compression enaxler 24 can do on its own, resulting in a 

significantly reduced volume bit swam to be transmitted.-

Paragraph besfnning at page 22, line .S, has been amended as .follows: 

-Reference is now made to Figs. 8A, 8B and BC, which illustrate three alternative 

embodiments for inter-:frame processor 48 which provides tanporal filtering (i.e. inter-1hlmc: 

filtering) to further process the cunent &arne. Since the present invemlon provides a full ftarne 

as output, inrer-frame processor 48 determines which pixels have changed significantly from the 

previous mune and amends those only, storing the new version in the appropriate location in 

2!!ll!m :frame memory46.-
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APPUCATIC>N Nt.;MBEFI FIUNBOAlE 

UNITED STATES DEPARTMENT OF COMMERCE 
Patent andTrademark Office 
Address COMMISSIONER OF PATENTS AND TRADEMARKS 

\Vashington, O.C. 20231 

flAST ~AMEOAPPUCANT 

Response to Rule 312 
Communication 

ART UNIT 

DATE MAILED: 

ATTOR.NEY 000<.El NO 

PAPER NlJMBER 

D The petition filed __________ under 37 CFR 1.312(b) is granted. The paper has been 
forwarded to the examiner for consideration on the merits. 

Director, 
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FIELD OF THE INVENTION 

The present invention relates generally to processing of video images 

and, in particular, to pre-processing of images for later compression by 

5 standard compression techniques. 

BACKGROUND OF THE INVENTION 

There are many types of video signals, such as broadcast television 

(TV), digital, video conferencing, interactive TV, etc. All of these signals, in their 

digital form, are divided into frames, each of which consists of many pixels 

10 (image elements), each of which requires 8 - 24 bytes to describe them. The 

result is megabytes of data per frame. 

Before storing and / or transmitting these signals, they typically are 

compressed, using one of many standard video compression techniques, such 

as JPEG, MPEG, H-compression, etc. These compression standards use 

15 video signal transforms and intra- and inter-frame coding that exploits spatial 

and temporal correlations among pixels of a frame and across frames. 

However, these compression techniques create a number of 

well-known, undesirable and unacceptable artifacts, such as blockiness, low 

resolution and wiggles, among others. These are particularly problematic for 

20 broadcast 1V (satellite lV, cable lV, etc.) or for systems with very low bit rate 

(video conferencing, video phone). 

Much research has been performed to try and improve the standard 

compression techniques. The following articles and patents discuss various 

prior art methods to do so: 



• .Raj Malluri et al, "A Robust, Scalable, Object-Based Video 

Compression Technique for Very Low Bit-Rate Coding," IEEE Transactions of 

Circuit and Systems for Video Technology, vol. 7, No. 1, Feb. 1997; 

AwadKh. AI-Asmari, "An Adaptive Hybrid Coding Scheme for HDTV 

5 and Digital Sequences, " IEEE Transactions on Consumer Electronics, vol. 42, 

No. 3, pp. 926-936, Aug. 1995; 

Kwok-tung Lo and Jian Feng, "Predictive Mean Search Algorithms for 

Fast VQ Encoding of Images," IEEE Transactions On Consumer Electronics, 

vol. 41, No. 2, pp. 327-331 , May 1995; 

10 James Goel et al. "Pre-processing for MPEG Compression Using 

Adaptive Spatial Filtering", IEEE Transactions On Consumer Electronics, " vol. 

41, No. 3, pp. 687-698, Aug . 1995; 

Jian Feng et al. "Motion Adaptive Classified Vector Quantization for 

ATM Video Coding", IEEE Transactions on Consumer Electronics, vol. 41 , No. 

15 2, p. 322-326, May 1995; 

Austin Y. Lan et al., "Scene-Context Dependent Reference - Frame 

Placement for MPEG Video Coding," IEEE Transactions On Circuits and 

Systems for Video Technology, vol. 9, No. 3, pp. 478-489, Apr. 1999; 

Kuo-Chin Fan, Kou-Sou Kan, "An Active Scene Analysis-Based 

20 approach for Pseudoconstant Bit-Rate Video Coding", IEEE Transactions On 

Circuits and Systems for Video Technology, vol. 8 No. 2, pp. 159-170, Apr. 

1998; 

Takashi Ida and Yoko Sambansugi, "Image Segmentation and Contour 

Detection Using Fractal Coding", IEEE Transactions On Circuits and Systems 

25 for Video Technology, vol. 8, No. 8, pp. 968-975, Dec. 1998; 
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. Liang Shen and Rangaraj M. Rangayyan, "A Segmentation-Based 

Lossless Image Coding Method for High-Resolution Medical Image 

Compression," IEEE Transactions On Medical Imaging. vol. 16, No. 3, pp. 

301-316, June 1997; 

s Adrian Munteanu et al., "Wavelet-Based Lossless Compression of 

Coronary Angiographic Images", IEEE Transactions On Medical Imaging, vol. 

18, No. 3, p. 272-281 , March 1999; and 

Akira Okumura et al., "Signal Analysis and Compression Performance 

Evaluation of Pathological Microscopic Images," IEEE Transactions on Medical 

10 Imaging, vol. 16, No. 6, pp. 701-710, Dec. 1997. 

3 



SUMMARY OF THE INVENTION 

An object of the present invention is to provide a method and apparatus 

for vision compression which is generally lossless vis-a-vis what the human eye 

perceives. 

:i There is therefore provided, in accordance with a preferred 

embodiment of the present invention, a visual lossless pre-processor for 

processing a video frame prior to compression by a video encoder. The 

pre-processor includes a unit which identifies a plurality of threshold levels, one 

per pixel of the video frame, above which a human eye can distinguish the pixel 

10 from among the other pixels of the frame, a unit which associates the pixels of 

the video frame into subclasses and a unit which alters the intensity of each 

pixel of the video frame according to subclass and to whether or not the pixel is 

distinguished. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention will be understood and appreciated more fully 

from the following detailed description taken in conjunction with the appended 

drawings in which : 

5 Fig. 1 is an example of a video frame; 

Fig . 2 is a block diagram illustration of a video compression system 

having a visual lossless pre-processor, constructed and operative in 

accordance with a preferred embodiment of the present invention; 

Fig. 3 is a block diagram illustration of the details of the visual lossless 

10 pre-processor of Fig . 2; 

Fig. 4 is a graphical illustration of the transfer functions for a number of 

high pass filters useful in the pre-processor of Fig. 3; 

Figs. 5A and 58 are block diagram illustrations of alternative! 

embodiments of a filter bank forming part of the pre-processor of Fig. 3; 

1 s Fig. 6 is a graphical illustration of the transfer functions for a number of 

low pass filters useful in the filter bank of Figs. 5A and 58; 

Fig. 7 is a graphical illustration of the transfer function for a non-linear 

filter useful in the filter bank of Figs. 5A and 58; 

Figs. BA, 88 and BC are block diagram illustrations of alternative 

20 embodiments of an inter-frame processor forming part of the pre-processor of 

Fig. 3; 

Fig. 9 is a block diagram illustration of a spatial-temporal analyzer 

forming part of the pre-processor of Fig. 3; 

Figs. 1 OA and 1 OB are detail illustrations of the analyzer of Fig . 9; and 



• _Fig. 11 is a detail illustration of a frame analyzer forming part of the 

pre-processor of Fig. 3. 
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DETAILED DESCRIPTION OF THE PRESENT INVENTION 

Applicants have realized that there are different levels of texture detail 

in a image and that the human eye perceives these details in different ways. In 

particular, Applicants have realized the following: 

5 1. Texture details whose detection mainly depends on the level of 

noise in the image occupy approximately 50 - 80% of a image. 

2. A visual perception threshold T for texture details does not depend 

on the shape of the object in the image. 

3. Visual perception threshold T depends on a number of things, 

including the general brightness of the image. It does not depend on 

the noise spectrum. 

Using the above facts, the present invention is a method for describing, 

and then encoding, images based on which objects in the image can be clearly 

perceived by the human eye and which ones can only be detected by it. 

15 Reference is now made to Fig. 1, which is a grey-scale image of a 

plurality of shapes of a bird in flight, ranging from a photograph of one (labeled 

10) to a very stylized version of one (labeled 12). The background of the image 

is a vignette which is very dark at the top of the image and very light at the 

bottom of the image. 

20 The human eye can distinguish most of the birds of the image. 

However, there is at least one bird, labeled 14, which the eye can detect but 

cannot determine all of its details. Furthermore, there are large swaths of the 

image (in the background) which have no objects in them. 

The present invention is a method and system for pre-processing 

25 images before they are sent to a standard video compression unit. The present 

7 



inven!i~n separates the details of an image into two different types, those that 

can only be detected (for which only one bit will suffice to describe each of their 

pixels) and those which can be distinguished (for which at least three bits are 

needed to describe each of their pixels). 

5 Reference is now made to Fig. 2, which illustrates the present invention 

within an image transmission system. Thus, Fig. 2 shows a visual lossless 

(VLS) pre-processor 20 connected to a standard image transmitter 22 which 

includes a video compression encoder 24, such as a standard MPEG encoder, 

and a modulator 26. VLS pre-processor 20 preprocesses an incoming video 

10 signal such that video compression encoder 24 can significantly compress the 

video signal, resulting in a reduced size signal to be transmitted. Typical 

compression ratios for the combined VLS pre-processor / video compression 

encoder are 60 - 100 which is generally twice that of the video compression 

encoder by itself. 

15 Modulator 26 modulates the reduced size signal and transmits it to a 

receiver 30, which, as in the prior art, includes a demodulator 32 and a decoder 

34. Demodulator 32 demodulates the transmitted signal and decoder 34 

decodes and decompresses the demodulated signal. The result is provided to a 

monitor 36 for display. 

20 It will be appreciated that, although the compression rates are high in 

the present invention, the resultant video displayed on monitor 36 is not 

significantly degraded. This is because pre-processor 20 attempts to quantify 

each frame of the video signal according to which sections of the frame are 

more or less distinguished by the human eye. For the less-distinguished 

25 sections, pre-processor 20 provides pixels of a minimum bit size, thus reducing 



the o"'.e'.all size (in bits) of the frame. Since the human eye does not distinguish 

these sections, the reproduced frame does not appear significantly different 

than the original frame, despite its smaller size (in bits). 

Reference is now made to Fig. 3, which details the elements of VLS 

5 pre-processor 20. Pre-processor 20 comprises a memory 40, a frame analyzer 

42, a processor 44, a frame memory 46 and a frame memory updater 48. 

Analyzer 42 analyzes each frame to separate it into subclasses, where 

subclasses define areas which are distinguished and those which are not as 

well as areas which describe objects of large size and which of small size. 

10 Processor 44 spatially filters each pixel of the frame according to its subclass 

and, optionally, also provides each pixel of the frame with the appropriate 

number of bits. lnterframe updater 48 provides temporal filtering (i.e. inter-frame 

filtering) and updates frame memory 46 with the elements of the current frame 

which are different than those of the previous frame. 

15 It is noted that frames are composed of pixels, each having three color 

components, each of which is typically defined by ~ight bits. VLS pre-processor 

20 generally separately processes the three components. The following 

discusses the operation on the luminance signal Y, it being appreciated that the 

operation for the chrominance signals C, and Cb is similar. However, the 

20 bandwidth of the chrominance signals is half as wide as that of the luminance 

signal. Thus, the filters (in the x direction of the frame) for chrominance have a 

narrower bandwidth. The following discussion shows the filters for the 

luminance signal. 

Frame analyzer 42 comprises a- spatial-temporal analyzer 50, a 

25 parameter estimator 52, a visual perception threshold determiner 54 and a 
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subcl<;1s_s determiner 56. Details of these elements are provided in Figs. 9 - 11, 

discussed hereinbelow. 

As discussed hereinabove, areas which the human eye distinguishes 

are ones of high contrast or high information content. Areas of high contrast are 

s areas with a lot of high frequency content. Thus, spatial-temporal analyzer 50 

generates a plurality of filtered frames from the current frame, each filtered 

through a different high pass filter (HPF) , where each high pass filter retains a 

different range of frequencies therein. 

Fig. 4, to which reference is now briefly made, is an amplitude vs. 

10 frequency graph illustrating the transfer functions of an exemplary set of high 

pass filters. Four graphs are shown. It can be seen that the cuNe labeled 

HPF-R3 has a cutoff frequency of 1 MHz and thus, retains portions of the frame 

with information above 1 MHz. Similarly, curve HPF-R2 has a cutoff frequency 

of 2 MHz, HPF-C2 has a cutoff frequency of 3MHz and HPF-R1 and HPF-C1 

ts have a cutoff frequency of 4MHz. As will be discussed hereinbelow, the 

terminology "Rx" refers to operations on a row of pixels while the terminology 

"Cx" refers to operations on a column of pixels. 

In particular, the filters of Fig. 4 implement the following finite impulse 

response (FIR) filters on either a row of pixels (the x direction of the frame) or a 

20 column of pixels (they direction of the frame), where the number of pixels used 

in the filter defines the power of the cosine. For example, a filter implementini~ 

cos 10x takes 1 O pixels around the pixel of interest, five to one side and five to 

the other side of the pixel of interest. 

HPF-R3: 1 - cos 10x 

25 HPF-R2: 1-cos6x 

10 



HPF-R1: 1-cos2x 

HPF-C2: 1-cos4y 

HPF-C1: 1-cos2y 

The high pass filters can also be considered as digital equivalents of 

s optical apertures. The higher the frequency range, the smaller the aperture. 

Thus, filters HPF-R1 and HPF-C1 retain only very small details in the frame (of 

1 - 4 pixels in size) while filter HPF-R3 retains much larger details (of up to 10 

pixels). 

In the following, the filtered frames will be labeled by the type of filter 

10 (HPF-X) used to create them. 

Returning to Fig. 3, analyzer 50 also generates difference frames 

between the current frame and another, earlier frame. The previous frame is 

typically at most 15 frames earlier. A "group" of frames is a series of frames for 

which difference frames are generated. 

15 Parameter estimator 52 takes the current frame and the filtered and 

cliffererice frames and generates a set of parameters that describe the 

information content of the current frame. The parameters are determined on a 

pixel-by-pixel basis or on a per frame basis, as relevant. It is noted that the 

parameters do not have to be calculated to great accuracy as they are used in 

20 combination to determine a per pixel, visual perception threshold THO;. 

At least some of the following parameters are determined: 

Signal to noise ratio (SNR): this parameter can be determined by 

generating a difference frame between the current frame and the frame before 

it, filtering out the high frequency content of the difference frame and summing 

25 the intensities of the pixels in the filtered frame. 

II 



Normalized amount of change N6;: this measures the amount of 

change ,",;, per pixel i, from the current frame to its previous frame, normalized 

by the maximum intensity IMAX possible for the pixel. If the frame is a television 

frame, the maximum intensity is 255. 

s Normalized volume of change Nlxv: this measures the volume of 

change in a frame lxv, normalized by the maximum possible amount of 

information MAX1Nrn within a frame (i.e. 8 bits per pixel x N pixels per frame). 

Since the highest frequency range indicates the amount of change in a frame, 

the volume of change lxv is a sum of the intensities in the filtered frame having 

10 the highest frequency range, such as filtered frame HPF-R1. 

Normalized volume of interframe changes NIF: this measures the 

volume of changes IF between the current frame and its previous frame, 

normalized by the maximum possible amount of information MAXiNFO within a 

frame. The volume of interframe changes IF is the sum of the intensities in the 

1 s difference frame. 

Normalized volume of change within a group of frames NIGoP: this 

measures the volume of changes IGoP over a group of frames, where the group 

is from 2 to 15 frames, as selected by the user. It is normalized by the 

maximum possible amount of information MAXrNFO within a frame and by the 

20 number of frames in the group. 

Normalized luminance level NY1: Y; is the luminance level of a pixel in 

the current frame. It is normalized by the maximum intensity IMAX possible for 

the pixel. 

12 



_Color saturation p,: this is the color saturation level of the ith pixel and it 

amount of red in the ith pixel and Cb,i is the amount of blue in the ith pixel. 

Hue h;: this is the general hue of the ith pixel and is determined 

( 
C .-128] 

s by: arctan 1.4 '·' . 
C b.i -128 

Visual perception threshold determiner 54 determines the visual 

perception threshold THD1 as follows: 

( 200) 
THD, = THDmin 1 + Nt:,, + Nf,rr + NJF + NJ GOP + NY;+ P; + h, + SNR 

Subclass determiner 56 compares each pixel i of each high pass 

10 filtered frame HPF-X to its associated threshold THO; to determine whether or 

not that pixel is significantly present in each filtered frame, where "significantly 

present" is defined by the threshold level and by the "detail dimension" (i.e. the 

size of the object or detail in the picture of which the pixel forms a part). 

Subclass determiner 56 then defines the subclass to which the pixel belongs. 

1s For the example provided above, if the pixel is not present in any of the 

filtered frames, the pixel must belong to an object of large size or it. If the pixel 

is only found in the filtered frame of HPF-C2 or in both frames HPF-C1 and 

HPF-C2, it must be a horizontal edge (an edge in the Y direction of the frame). 

If it is found in filtered frames HPF-R3 and HPF-C2, it is a single small detail. If 

20 the pixel is found only in filtered frames HPF-R 1, HPF-R2 and HPF-R3, it is a 

very small vertical edge. If, in addition, it is also found in filtered frame HPF-C2, 

then the pixel is a very small, single detail. 

13 



.The above logic is summarized and expanded in Table 1. 

Table 1 

High Pass Filters 

Subclass RI R2 R3 Cl C2 Remarks 

1 0 0 0 0 0 Extended detail or detail detected onlv 

2 0 0 0 0 1 Horizontal edge 

3 0 0 0 1 1 Horizontal edge 

4 0 0 1 0 0 Vertical edge 

5 0 0 I 0 I Single small detail 

6 0 0 I I 1 Single small detail 

7 0 I I 0 0 Vertical edge 

8 0 1 1. 0 1 Single small detail 

9 0 1 I I I Single small detail 

10 1 1 I 0 0 Verv small vertical edee 

11 I 1 1 0 I Verv small sinele detail 

12 I I I I I Very small sim>:le detail 

The output of subclass determiner 56 is an indication of the subclass to 

5 which each pixel of the current frame belongs. Processor 44 performs spatial 

filtering of the frame, where the type of filter utilized varies in accordance with 

the subclass to which the pixel belongs. Processor 44 changes the intensity of 

the pixel by an amount less than the visual distinguishing threshold for that 

pixel. Pixels whose contrast is lower than the threshold are transformed with the 

10 non-linear filters. If desired, the data size of the pixel can be reduced from 8 bits 

to 3 or 4 bits, depending on the visual threshold level and the detail dimension 

for the pixel. 

Processor 44 comprises a filter bank 60 and a filter selector 62. Filter 

bank 60 comprises a set of low pass and non-linear filters, shown in Figs. 5A 

15 and 58 to which reference is now made, which filter selector 62 activates, 

based on the subclass to which the pixel belongs. Selector 62 can activate 

more than one filter, as necessary. 

Figs. 5A and 58 are two, alternative embodiments of filter bank 60. 

Both comprise two sections 64 and 66 which operate on columns and rows, 

20 respectively. In each section 64 and 66, there is a choice of filters, each 
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controll~d by an appropriate switch, labeled SW-X, where X is one of C1, C2, 

R1, R2, R3 (selecting one of the low pass filters (LPF)) or O-C, O-R (selecting 

to pass the relevant pixel directly). Filter selector 62 switches the relevant 

switch, thereby activating the relevant filter. It is noted that the non-linear filters 

5 (NLF) are activated together with low pass filter LPF-R3 and the outputs of the 

two filters are summed. 

Filter bank 60 also includes time adjusters (TA) which add any 

necessary delays to ensure that the pixel currently being processed remains at 

its appropriate location within the frame. 

10 The low pass filters (LPF) are associated with the high pass filters used 

in analyzer 50. Thus, the cutoff frequencies of the low pass filters are close to 

those of the high pass filters. The low pass filters thus pass that which their 

associated high pass filters ignore. 

Fig 6, to which reference is now briefly made, illustrates exemplary low 

15 pass filters for the example provided hereinabove. Low pass filter LPF-R3 has a 

cutoff frequency of 0.5MHz and thus, generally does not retain anything which 

its associated high pass filter HPF-R3 (with a cutoff frequency of 1 MHz) retains. 

Filter LPF-R2 has a cutoff frequency of 1MHz, filter LPF-C2 has a cutoff 

frequency of 1.25MHz and filters LPF-C 1 and LPF-R 1 have a cutoff frequency 

20 of about 2MHz. As for the high frequency filters, filters LPF-Cx operate on the 

columns of the frame and filters LPF-Rx operate on the rows of the frame. 

Fig. 7, to which reference is now briefly made, illustrates an exemplary 

transfer function for the non-linear filters (NLF). The transfer function defines an 

output value Vout normalized by the threshold level THO; as a function of an 

25 input value Vin also normalized by the threshold level THO;. As can be seen in 
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the fig~re, the input - output relationship is described by a polynomial of high 

order. A typical order might be six, though lower orders, of power two or three, 

are also feasible. 

Table 2 lists the type of filters activated per subclass, where the header 

s for the column indicates both the type of filter and the label of the switch SW-X 

of Figs. SA and 5B. 

Table 2 
Low Pass Filters 

Subclass RI R2 R3 Cl C2 D-R D-C 
I 0 0 I 0 I 0 0 
2 0 0 I I 0 0 0 
3 0 0 I 0 0 0 I 
4 0 . I 0 0 I 0 0 
5 0 I 0 I 0 0 0 
6 0 I 0 0 0 0 I 
7 I 0 0 0 I 0 0 
8 I 0 0 I 0 0 0 
9 I 0 0 0 0 0 I 
10 0 0 0 0 I I 0 
11 0 0 0 I 0 I 0 
12 0 0 0 0 0 I I 

Fig. 5B includes rounding elements RND which reduce the number of 

10 bits of a pixel from eight to three or four bits, depending on the subclass to 

which the pixel belongs. Table 3 illustrates the logic for the example presented 

hereinabove. 

Table 3 
RND-PO(Zl) RND•Pl (Z2) RND-P2 (Z3) RND-LO (Z4) RND-LI (Z5) 

subclass "I" equal 8 bit "I" equal 8 bit "I " equal 8 bit "l" equal8bit "I" equal 8 bit 
"O" equal 3 bit "O" equal 4 bit "O" equal 4 bit "O" equal 3 bit "O" equal 4 bit 

I I I I I I 
2 I I I I 0 

3 I I I I I 
4 I I I I I 

5 I I 0 I 0 
6 I I I I I 
7 I I I I I 
8 I 0 I 0 I 
9 I I I I I 
10 I I I I I 
II I I I I I 
12 I I I I I 
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• The output of processor 44 is a processed version of the current frame, 

typically having fewer bits than the original version. 

Reference is now made to Figs. 8A, 88 and 8C, which illustrate three 

alternative embodiments for interframe updater 48 which provides temporal 

5 filtering (i.e. inter-frame filtering) to further process the current frame. Since the 

present invention provides a full frame as output and since frame memory 46 

stores the previous frame, interframe updater 48 determines which pixels have 

changed significantly from the previous frame and amends those only, storing 

the new version in the appropriate location in frame memory 46. 

10 The embodiments of Figs. 8A and 88 are open loop versions while the 

embodiment of Fig. 8C is a closed loop version. All of the embodiments 

comprise a summer 68, a low pass filter (LPF) 70 , a high pass filter (HPF) 72, 

two comparators 74 and 76, two switches 78 and 80, controlled by the results of 

comparators 74 and 76, respectively, and a summer 82. 

15 Summer 68 takes the difference of the processed current frame, 

produced by processor 44, and the previous frame, stored in frame memory 46. 

The difference frame is then processed in two parallel tracks. 

In the first track, it is low pass filtered with either a cos6x filter (for 

broadcast frames) or a cos 10x filter (for video conferencing). Each pixel of the 

20 filtered frame is compared to a general threshold THD-LF which is typically set 

to 5% of the maximum expected intensity for the frame. Thus, the pixels which 

are kept are only those which changed by more than 5%. 

In the second track, the difference frame is high pass filtered with either 

a 1-cos6x filter (for broadcast frames) or a 1-cos10x filter (for video 

25 conferencing). Since high pass filtering retains the small details, each pixel of 

17 



the high pass filtered frame is compared to the particular threshold THO; for that 

pixel, as produced by threshold determiner 54. If the difference pixel has an 

intensity above the threshold THO; (i.e. the change in the pixel is significant), it 

is allowed through (i.e. switch 80 is set to pass the pixel). 

s Summer 82 adds the filtered difference pixels passed by switches 78 

and I or 80 with the pixel of the previous frame to produce the new pixel. If 

switches 78 and 80 did not pass anything, the new pixel is the same as the 

previous pixel. Otherwise, the new pixel is the sum of the previous pixel and 

one or more difference pixels. 

10 Reference is now briefly made to Figs. 9, 10A, 10B and 11 which detail 

elements of frame analyzer 42. In these figures, the term "ML" indicates a line 

of the current frame, "MP" indicates a pixel of the current frame, "MF" 

indicates a frame, "VD" indicates the vertical drive, "TA" indicates a time 

adjustment, e.g. a delay, and CNT indicates a counter. 

15 Fig. 9 generally illustrates the operation of spatial-temporal analyzer 50 

and Figs. 1 OA and 1 OB provide one detailed embodiment for the spatial 

analysis and temporal analysis portions 51 and 53, respectively. Fig. 11 details 

parameter estimator 52, threshold determiner 54 and subclass determiner 56. 

As these figures are deemed to be self-explanatory, no further explanation will 

20 be included here. 

The methods and apparatus disclosed herein have been described 

without reference to specific hardware or software. Rather, the methods and 

apparatus have been described in a manner sufficient to enable persons of 

ordinary skill in the art to readily adapt commercially available hardware and 

2s software as may be needed to reduce any of the embodiments of the present 

18 



inventjo_n to practice without undue experimentation and using conventional 

techniques. 

It will be appreciated by persons skilled in the art that the present 

invention is not limited by what has been particularly shown and described 

s herein above. Rather the scope of the invention is defined by the claims that 

follow: 

19 



CLAIMS 

1. A visual lossless pre-processor for processing a video frame prior 

to compression by a video encoder, the pre-processor comprising: 

Means for identifying a plurality of threshold levels, one per 

pixel of said video frame, above which a human eye can 

distinguish said pixel from among the other pixels of said frame; 

Means for associated said pixels of said video frame into 

subclasses; and 

Means for altering the intensity of each pixel of said video 

frame according to subclass and to whether or not said pixel is 

distinguished. 

2. A pre-processor according to claim 1 substantially as described 

hereinabove. 

15 3. A pre-processor according to claim 1 substantially as illustrated in 

any of the drawings. 

20 
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Department of Electrical Engineering 
King Saud University, P.O. Box 800 

Riyadh 11421 , Saudi Arabia 

1Abstract 

.In this paper, the image sequences are de­
composed into seven sub-bands in the spa­

,., t1a1 aoma1ii·using GQMF filters. Then, the 
base-band is interframe encodtd using a sim­

: ple 3-D block-matching method and LADVQ 
' search algorithm. This band is used to de­
·cide the codebooks and the blocks sizes for 
encoding the high frequency bands. To re­
duce the complexity, the high-bands are en­
coded using the LAVQ. 

The simulation results show that good 
quality pictures can be obtained at a bit rate 
as low as 0.290 bpp (about 15 Mbits/sec). 
This rate will facilitate the transmission of 
three HDTV channels via a DS3 rated 45 
Mbits/sec channel. 

This algorithm is tested on digital video 
sequences. We obtain a high quality recon­
structed images at an average bit rate of 
0.460 bpp with PSNR of 35.04 dB. 

I Introduction 
In a previous work [1-3], an HDTV codec 
operating at data rates between 27 and 55 
Mbits/sec, including the DS3 rate of 45 
Mbits/sec, was proposed. These algorithms 
employ an intraframe sub-band coding tech­
nique for the HDTV images. However, the 
frame to frame correlation was not taken into 
consideration. The HDTV picture is trans-

mitted at 30 frames per second, consequently 
a high degree of redundancy exists between 
adjacent frames. Therefore, more compres­
sion can be achieved by taking advantage of 
interframe and intra.frame data correlation. 

The motion compensated image coding 
technique is one of the most popular inter­
frame coding schemes which takes advan­
tage of the frame to frame redundancy to 
achieve high data rate compression [4j-fc'>J. 
1ilotion processmg 1s urnd in all well-known 
and efficient coding algorithms like MPEG 1, 
MPEG2, H.261 and other coding techniques 
[6]. It is also the basis of several frame rate 
standard conversion techniques proposed in 
the literature [6]. It has been found that 
the HDTV image sequences can be encoded 
at a rate of 20Mbits/sec [7]. However, the 
same sequences can be encoded at a lower 
rate with comparable complexity. The goal 
of this research effort is to develop a <la.ta 
compression scheme for the HDTV signals 
with data rate reduction from about 500 
Mbits/sec to around 15 Mbits/sec while still 
retaining the signal fidelity. Furthermore, 
the compression scheme is made simple and 
easy to implement in hardware. 

Vector quantization (VQ) is another cod­
ing technique for image sequences. Many 
adaptations and improvements have been 
made to the basic concept of vector quanti­
zation to remove the difficulties of codebook 
design, the codeword which gives the least 
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mean squared error (LMSE) , and the effect 
of blackness when the LMSE is large and the 
rate is low_ A number of reviewed papers 
which summarize these improvements have 
been reported in the literature (8]-(9]. The 
VQ algorithms, designed for coding video im­
ages, rely on shared codebooks which are ei­
ther designed for the entire sequence (10]­
[ll) or are updated for each image [12]­
[13]. These algorithms are adaptive for in­
terframe coding into the source statistics. 
Other methods for adaptive VQ for image 
coding based on DPCM have been presented 
in (14]. 

This _p_a.per introduces a new combine<! 
~-{~chnigue based on sub-band coding_ 

S C for the intraframe coding and vector 
quantizat:ion for the sub-bands. A search 
region for block matching is selected from 
the middle frame of the low frequency band. 
Then, the locally adaptive differential vector 
quantization (LADVQ) is used to encode this 
block. The result of the matching will de­
cide the codebook size of the high-frequency 
data. The detail~ of this coding technique is 
described in the following sections. The sub­
band filtering using the four-band filters is 
discussed in section 2. The LAVQ algorithm 
is given in section 3. Whereas the LADVQ 
algorithm for interframe coding is explored 
in section 4. While the proposed coding al­
gorithm is presented in section 5. Simulation 
results a.re given in section 6. Some conclu­
sions a.re drawn in section 7. 

2 Sub-Band Filtering by 
GQMF 

The im~ge sequences are split into seven 
bands, in the spatial aomam, using four­
band generalized guadra.tur~ mirror filters 
(GQMF) given in [2]. First, the image is 
filtered horizontally into four sub-bands us­
ing one-dimensional GQMF followed by 4:1 
decimation. Subsequently, the base-band is 
filtered vertically into four more sub-bands. 

The octave splitting of the image for this case 
is shown in Figure 1. 

1( 11 
4 2 1[ 

B1 -
ff 
2 

Bz - BS B6 B7 

B3 
...--

B4 

11 

Figure 1. The Octave spliting of the image 
(seven bands) 

The GQMF filters have been used for sub-· 
band coding of images and achieve high com­
pression rates [lj-(2]. The advantage of usin1; 
GQMF filters is the saving in computational 
complexity over the conventional QMF. It 
has been found that four-band GQMF filters 
scheme will give a 33.33% saving in FFT op­
eration over the QMF [1]-(2]. A number of 
low-pass prototype filters have been designed 
(2] using a nominal bandwidth 1r /2M, where 
M is the decimation factor. The filter used 
a.re 2D separable GQMF derived from the 1D 
filter named, 24 tap 4 band. 

3 The LAVQ Algorithn1 
The basic idea of the locally adaptive vector '--~ 
quantization (LAVQ) algorithm is to takiLL ' 
block from the input image seguences..,a.nd 
compare it with the stored codewords in th~ 
codebook. If there exists a codeword suffi­
ciently close to the image bl!:l.ck, within the 
error allowance, the index itself is sent and 
tlie codeword is moved to the top of the code-
book. If t e codeword does no e ist as It,_ 

cial index is sent an ollowed b t blocL. 
~f. This b ock becomes a new codeword 
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and is placed at the top of the codebook. As 
a result, all the codewords of the codebook 
are pushed down. If the number of code­
words exceeds the maximum allowed in the 
codebook, the last codeword is lost [15)-[16). 

At the decoder side, if the special index 
is sent, the receiver expects a block to be 
received. This block is placed at the top 
of the receiver codebook and all other code­
words are pushed down. If the codebook is 
already full, the last codeword will be dis­
carded. Therefore, the encoder and decoder 
will have the same codebook at each step 
[16]. 

The basic LAVQ generates a suboptimal 
codebook with an inferior rate-distortion 
performance as compare to that of the LBG 
algorithm [17] which spends more time op­
timizing the codebook for lower distortion. 
It has been found that LAVQ algorithm rep­
resents detailed areas and edges accurately, 
but it renders smooth, low detail areas with 
visible distortion. On the other hand, the 
LBG algorithm represents the smooth re­
gions without much distortion , and the de­
tail areas and edges with poor quality {16]. 
The most significant advantage of LAVQ al­
gorithm over other VQ-based image coding 
algorithm is the high speed in generating and 
encoding the codebook. 

4 The Codebook Design 
for LADVQ 

In this section, the (spatial/temporal) the 
locally adaptive differential vector quantiza­
tion (LADVQ) to encode the HDTV signal 
is introduced. The LADVQ combines the 
method of LAVQ and adaptive differential 
pulse code modulation (ADPCM). Hence, 
LADVQ has many of the compression advan­
tages of both LAVQ and AD PCM. In this pa­
per, a hybrid LADVQ/LAVQ scheme is used. 
The LADVQ is used for the lowest frequency 
sub-band (B1 ) whereas LAVQ is used to en­
code the high frequency bands ( B2-B1 ). 

The bit rate required to encode the band 
B1 using basic LAVQ is found to be twice 
that needed to encode the same band using 
LBG algorithm at the same mean square er­
ror (MSE). Therefore, improved techniques 
to encode the image at low bit rate with 
an acceptable image quality are developed. 
These improvements are the use of ADPCM 
technique for the codebook design and the 
use of the lossless data compression tech­
niques for the encoded information. More­
over, the computational complexity can be 
reduced by searching for the first occurrence 
of the codeword that satisfies the error al­
lowance. 

4.1 The Base-Band Coding 
using LADVQ 

The base-band B1 has a histogram that is 
similar to the original image with high pixel­
to-pixel correlation. Due to this high cor­
relation, the ADPCM with non-linear quan­
tization approach is chosen to encode this 
band. In the ADPCM encoder used, a, lin­
ear predictor constructs the predicted pixel 
as weighted summation of previous pixels in 
both intraframe and interframe. A very ef­
fective ADPCM sub-band encoder has been 
developed in [18]. Five different methods 
for linear predictive coding are tested on the 
sub-band data for several different image se-­
quences. It has been found that method ~i 
yields the best prediction gains but is based 
on a seventh-order predictor {18]. In this pa• 
per, we adapt method 2 because it provides a 
significant prediction gain with a third-order 
predictor. The predicted value is given by ' 

x(i,j,n) = ax(i,j-1,n) + bx(i - l, _i,n) 

+ cx(i,j,n -1) 

where x(ij-1,n), x(i-1,j,n) and x(i,j,n-1) are 
previously reconstructed pixels at location 
(ij) in the spatial coordinate at time n. The 
weighting factors a, b and c are adapted for 
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each frame and optimized to give the re­
quired minimum mean square error. 

The signal D(i,j,n) is the difference be­
tween pixel x(i,j,n) to be coded and corre­
sponding predicted pixel x(i,j, n) 

D(i,j, n) = x(i,j, n) - x(i,j, n) (2) 

This error signal is used to design the code­
book of the LADVQ. Hence, a block of N x N 
is stored in the codebook and used for encod­
ing. The elements of this block are D( i,j ,n) at 
location (i,j) (i=l, ... ,N and j=l,. .. ,N). Since 
the difference values for the vectors tend to 
be small, non-linear quantization and en­
tropy coding of codeword va.lues are used to 
improve encoding performance. Therefore, 
a 29-level symmetric, non-uniform Laplacian 
quantizer is used to quantize the difference 
values. 

The use of lossless data compression algo­
rithms for the quantized values and the in­
dices of the codebook can yield better com­
pression without image quality degradation. 
The variable-length codes (VLC's) are used 
to encode the quantized difference vectors. 
An average probability of each reconstructed 
level is computed, and the Huffman codes are 
designed accordingly. The one-dimensional 
B1 -code (19] is used to encode the indices. 

4.2 Interframe coding 

Figure 2 shows the overall hybrid coding 
system. For the best performance, a com­
bination of hybrid LADVQ/VLC's for B1 

and LAVQ/VLC's for bands B2 - B1 are 
considered. The VLC's is a combination 
of Huffman code for the quantized values 
and B 1-code for the indices of the codebook. 
Moreover, the LADVQ and LAVQ are de­
signed such that the correlation in the spa­
tial/temporal domains are considered. The 
bands QBi, QB2 , ••• , QB1, shown in Figure 2, 
are quantized/ encoded versions of the bands 
B1;B2,, ... ,B1. 

To preserve the Hierarchical encoding of 
the sequences, three frames are taken at a 

time and encoded independent of the other 
frames, but with a possibility of sharing the 
same codebook. Each group of thirty frames 
in the HDTV sequence are divided into ten 
groups, three frames each as shown in Fig­
ure 3 (a). The search regions in the three 
frames can be represented as shown in Fig­
ure 3(b ). The N X N block size is selected 
from the middle frame (current frame) and 
compared with the neighbors of the same size 
in the (spatial/temporal) domains. 

Since the prediction error vector informa­
tion has to be transmitted for every block, 
a larger block size will reduce the overall bit 
rate. However, a small block size, in gen­
eral, gives a better performance than a larger 
block size because the object motion can be 
tracked closely. Therefore, the block size is 
selected to compromise between the desired 
bit rate and image quality. Small block size 
for regions with more detail and larger block 
size for low detail regions are needed to re­
duce the distortion rate. 

In this paper, the block size of 4 x 4 is found 
to be an appropriate choice for B1 because it 
contains most of the information about the 
original image. Large changes of brightness 
in a picture occur at the edges and those 
sharp contours are contained in the high­
frequency bands ( B2-B1). The linear pre­
diction for sub-band (Bi) is locally adapted 
depending on the local activity of the image. 
This band is used to decide the codebooks 
and the blocks sizes for encoding the high­
bands. Two different LAVQ codebooks au: 
designed for these bands. The first codebook 
is designed with 8x 8 pixel blocks and 255 en- , 
try. The second codebook is applied with 128 
entry each of l 6x 16 pixel blocks. 

The codebook selection depends on the re­
sults of the block matching method used in 
encoding the base-band. If the matching ex-· 
ists, the block is classified as low activity 
block. Accordingly, the corresponding blocks 
of the high-frequency bands will have low in­
formation. Therefore, these bands are en .. 
coded using the second codebook as of its 
low bit rate requirements. If the matching 
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does not exist, the block of the lowest fre­
quency band ( B1 ) is classified as an active 
block. Hence, the corresponding blocks of 
the high-frequency bands are moving edges 
or highly textured regions. Therefore, the 
bit allocation for these bands are increased 
by using the first codebook. 

5 Description of the Al­
gorithm 

In this section, the proposed coding system is 
described for both LAVQ and LADVQ algo­
rithms. The block b of size NxN is selected 
from the middle frame. If LADVQ is used to 
encode the base-band (Bi), the entry of the 
block b would be the difference between the 
ori~;inaJ pixels of the band and the predicted 
pixels. The block b is sent first by searching 
the codebook. The searching method is per­
formed by calculating the difference ( dm) as 
follow: 

~ b(i)-vm(i) 
dm = L,_. I N 2 I, m = 1, 2, ... ,255 

•=l 
(3) 

where b(i) is the pixel value of the block b, 
vm(i) is the element value of the codebook 
vector Vm, and dm is the difference between 
the block b and the codebook vector Vm . 

Then, dm is compared with a pre-decided 
threshold error ( e,h)- The choice of e1h is 
based on the compromise between the re­
quired image quality and the computational 
complexity. If dm :S: e1h, then the index m 
is sent and the vector Vm is moved into the 
top of the codebook. Otherwise, a special 
codeword (SCW) is sent and .followed by the 
block h. The Huffman codes are used to en­
code this block. Then, block b becomes a 
new codeword and is placed at the top of the 
codebook. 

The next step is to test the neighbor's 
blocks for matching with the block b. The 
search regions in each frame will be a win­
dow of size 3Nx3N as shown in Figure 3. 
Therefore, the number of blocks to be tested 

for matching are 26 each of size N x N. The 
matching method is performed by calculat­
ing the difference ( dk) as 

d = ~ I b(i) - bk(i) I k 
k L,_. N2 , = 1,2, ... ,26 

i=l 
( 4) 

where bk(i) is the pixel value of the block 
bk at location k and di. is the difference be­
tween the block band the block bi.. Then, dk 
is compared with the threshold error (e,h) ­
If dk :S: Cth, then the matching exists and 
the block location (index "k") is sent . The 
modified B1-code shown in Table 1 is used 
to encode the index "k''. The e bit in each 
codeword is a "continuous bit" which can be 
either " O" or "1" . For this application , e is 
chosen to be "O" for odd locations and "l''' 
for even locations. 

All of the 26 blocks will be tested for 
matching with block b, whenever the match­
ing exists, the index "k" is sent by using 
modified B1-codes. After sending all of the 
matched blocks, a codeword end of match 
(EOM) will be sent. Then, the non-matched 
blocks will be sent by searching the code­
books. The receiver will expect the non­
matched block with the least index "k" to be 
received after the codeword (EOM) . For non­
matched blocks, the difference dkm is given 
by 

~ bi.(i) - Vm(i) 
dkm=L--1 N 2 /, m=l,2, ... ,255 

•=1 
(5) 

where bk( i) is the pixel values of the non­
matched block h . If dkm :S: eth, then the 
index rn is sent and the vector Vm is moved 
into the top of the codebook. Otherwise, the 
codeword (SCW) is sent and followed by the 
non-matched block bk. After sending all of 
the 26 blocks of the search regions, the code­
word end of search (EOS) is sent. 

The choices of the codewords sew, EOM 
and EOS will give a low bit rate and guaran­
tee that the encoded data will be uniquely 
decodable at the receiver. The codeword 
sew is found to be the one that comes more 

93 , 
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Table 1: The modified Bi -code codewords 
for the blocks locations and (indices). 

bk Codeword bk Codeword 
1 lC0 2 lC0 
3 lCl 4 lCl 
5 lC0C0 6 lC0C0 
7 lCOCl 8 1C0C1 
9 lClC0 10 lClC0 
11 1C1Cl 12 1C1Cl 
13 lC0C0C0 14 lC0C0C0 
15 lC0C0Cl 16 lC0C0Cl 
17 lC0ClC0 18 lC0ClC0 
19 lC0ClCl 20 lC0ClCl 
21 lClC0C0 22 lClC0C0 
23 lClC0Cl 24 lClC0Cl 
25 lClClC0 26 lClClC0 

C=0 C=l 

frequent, specially, for lower eth- Therefore, 
SCW should be represented with fewer bits. 

In this research, the codebook indices (m), 
Huffman codes and block locations (k) are 
sent serially one after another. For this to 
be practicable, it is obvious that the codes 
used must be uniquely decodable and distin­
guishable from each other. So the modified 
Bi-codes are designed by adding "1" to the 
original B1 -codes at the beginning as shown 
in Table 1. 

The least bits for the codewords SCW, 
EOM and EOS are selected to be uniquely 
decodable. Therefore, SCW will be rep­
resented by the codeword "11 l" and each 
of EOM and EOS will be i-epresented by 
the codeword "0111". Also, Huffman codes 
should not have codeword of one bit length. 
Moreover, the codeword "0l.11111" should 
not be in the Huffman codes. 

6 Simulation Results 
In order to evaluate the hybrid (interframe 
three codebooks/search regions) algorithm, 
a simulated coding system is developed. The 
algorithm is tested on the HDTV test se-

quence MIT to examine the performance. 
The results presented here represent the 
computer simulation on 15 frames (MITOl, 
MIT02, ... ,MIT15) of the MIT sequena.'S. 
They are windows of 768x416 pixels in size 
form the 1125x2000 pixels original images. 
These HDTV image sequences are divided 
into five groups three frames each. 

Although the final measure of the perfor­
mance of any compression algorithm is a sub­
jective quality depending on the processed 
picture, it is convenient to use a quantitative 
measure during the development phase of the 
algorithm. This is especially true when the 
facility to subjectively evaluate the pictures 
is not available at the same location where 
the algorithm is being developed. In our lab­
oratory, we do not have the ability of viewin,g 
HDTV sequences. Therefore, we use the ob­
jective quality measure. A commonly used 
quantitative measure for processed images is 
the peak signal to noise ratio (PSNR) being 
defined as 

PSNR = 20log10(255/JMSE) (6) 

where MSE is the mean square error. From 
experience, an SNR of 30 to 32 dB gives good 
picture quality. The average number of bits 
per pixel (bpp) is another quantitative mea.­
sure to evaluate the performance of the com­
pression algorithm. In this paper, the aver­
age bit rate is calculated as 

Average(bpp) = R9 +Rm+ R1 (7) 

where Rg is the number of bits due to quanti­
zation, Rm is the number of bits due to block 
matching, and R1 is the number of bits for 
sending the flags and the overhead bits. 

Table 2 shows the simulation results for 
the basic LAVQ, the LADVQ and the LBG 
algorithms. These results are calculated for 
the base-band of the first group. Since the 
band B1 has most of the information about 
the original image, this band should be en­
coded with high performance. Hence, Cth is 
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Table 2: The bit rate and SNR for B1 of the 
first group at and MSE = 5. 

Algorithm SNR (dB) Bit Rate (bpp) 
LBG 41.141 2.012 

LAVQ 41.141 4.050 
ILAVQ 41.141 1.931 

selected to be 2.5 for the base-band. On the 
average, MSE is found to be 5. For fixed er­
ror, it is clear that the bit rate required to 
encode B1 using LAVQ is more than twice 
as compa.red to that required to encode the 
same band using LBG algorithm. On the 
other hand, the performance of the LADVQ 
algorithm is found to be better than that of 
LBG algorithm. The encoding procedure of 
LADVQ is also computationally attractive. 
Although the scheme provides a 3-D hybrid 
coding, the computational complexity is less 
than that needed for LBG algorithm. In this 
study, the LBG algorithm is applied with 256 
vectors, each of a block 4x4 pixels. 

The simulation results for the proposed 
technique tested on the seven bands are 
shown in Table 3. The LADVQ with a block 
4x4 pixels is tested on B1 for the MIT test 
sequences. The· band B1 is encoded for the 
fifteen frames using LADVQ with an average 
MSE = 5.317. The threshold error (e1h) is se­
lected to be 6 for bands Bi, BJ, Bs and B5. 
For these bands, the average MSE for the 
fifteen frames is found to be 35.067. Since 
there is less information in bands B4 , B1, e1h 

is chosen to be 10. Based on the computer 
simulations, these thresholds give an accept­
able image quality at low bit rate. 

The interframe coding algorithm devel­
oped reconstructs the base-band (B1 ) with 
an average SNR of 40.874 dB at about 1.918 
bp1>. Figure 4 shows the simulation results 
for the first fifteen frames of the MIT se­
quences. It is found that this scheme gives 
good quality images at an average bit rate 
of 0.290 bpp for the test sequences with an 
average SNR of about 32.570 dB. 

In a previous study [7), the first group 

Table 3: The threshold error and MSE for 
the seven bands of the and MIT test se­
quences. 

Band(s) Codebook eth MSE 
Bi LADVQ 2.5 5.317 

B2, B3, Bs, Bs LAVQ 6 35.067 
B4 and B1 LAVQ 10 89.13 

has been encoded with a bit rate around 
20 Mbits/sec with a SNR of about 33 dB. 
In that study, all reconstructed images are 
found to have very good subjective qual­
ity. From Figure 4, it can be seen that the 
same images can be reconstructed with 0.287 
bpp (about 14.82 Mbits/sec) with a SNR of 
about 32. 737 dB. These results show that 
an improvement, in the bit rate, of about 
5 Mbits/sec can be obtained with a compa­
rable SNR (i.e. only 0.263 dB less). 

To test the performance of this algorithm 
on a regular digital video images, the WAL­
TER image sequences of 256x256 pixels are 
tested. The result of this simulation is shown 
in Figure 6 for the first fifteen frames. It is 
found that these images can be encoded at 
an average of 35.04 dB with bit rate of 0.460 
bpp. Figure 6 shows the original images fo r 
the first and the fifteenth frames. The recon­
structed for these frames are shown in Figure 
7. Therefore, it can be concluded that the 
digital video images used in this research can 
be reconstructed with high subjective quality 
as shown in Figure 7. 

7 Conclusions 

An efficient hybrid coding algorithm which 
compresses digitized HDTV signal to l ti 
Mbits/sec is developed. This rate will facil­
itate the transmission of three HDTV chan­
nels on the DS3 rated 45 Mbits/sec channel. 
Moreover, the computational complexity is 
reduced by using the GQMF filters. The 
overall delay is found to be small using such 
filters; which is of great importance in high 
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data rate applications such as HDTV. 
The base-band is interframe encoded us­

ing a simple 3-D block-matching method and 
LADVQ search algorithm. To reduce the 
complexity, the high-bands are encoded us­
ing the basic LAVQ. 

The performance of the overall algorithm 
is improved by using lossless compression 
technique. The simulation results show that 
good quality pictures can be obtained at a 
bit rate as low as 0.290 bpp (15 Mbits/sec) 
for the HDTV images. The results show that 
an improvement of about 5 Mbits/sec can 
be obtained when compared with the higher 
complexity algorithm reported in literature 
for the same test sequences, 

For the digital video images, this algo­
rithm shows a good performance. The visual 
quality of the reconstructed images is found 
to be the same as the original images at an 
average low bit rate of 0.460 bpp. There­
fore, it can be concluded that an adaptive 
algorithm is developed for different images 
resolution. 
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Abrtrod,;_ this paper desai1lcs 811 obJect~hased ri4eo · codJJlg 

scheme (OIIVC) that was proposed .by TeuJ lll5trlmleDt5, to 
the elJlerpllg ISO MPEG-4 -video com~D~D 
effort. Thb teclllllque adaieffS efflden~ ~00'6,:'ie~t~ 

~ad.by·:the ·,COIDJD.~--~J~;-~ ,11y 
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vid6o ccxijng standards 
-'anifa<::15 such as bl 

a1 1and!~B~t~~.-~eri/?r 
the video, at very low bit rates (high quantization factors) 
artifacts are introduced at the block boundaries. U:mally thiise 
bl . · . 
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(-__ , 
=:1n~:~~dard,~~=,~!l 

, . . .. . . . ,. . ... .. ·:· . . ·. • . . · .. e 
cmm introduced by the channel degradations. Unl,,ss suitably 
dealt with, these errors 11:Sult in loss of synchronization 
~~ the encoder and,decodeund also result in a sev<:re 
degradation in pictwe quality.- •The variable leligdl1 codes ai1d 
the predictive coding techniques used in the video'ccimpressfon 
schemes are particularly vulnerable to bit errors. Hence, 1he 
errors quickly PfOl)agaie across 1:he yideo seqtM;Ece,. rdpidly 
~1!9.1'~ theivideo data _unl!Sable . . Fig.. l(b), show,, one frallle 
Q{,.a vidJ:9 .. sequence: decixle(l ,t,y the H.263 in the 1~resence ,::,f 
i;and.1>11r,6it, ~JBER 10-:S,) ana. burst ,error patterns .. 11.<;1~ 

io. ~ ,Mlffl0;4, rq~tJ!CS!I ~- ],jg. 1(,) $)Wll ;~ · S81llC 
~wi~~t_thecn;(?[S, A~.,-.~ fi~_illJlS)nlteS, tlie_qwu:iiy 
oj;~-~~e<:,: de~ -.rapi_dly. __ .io .completely umisable 

hi~ comp,~ssiorr ~tes. fo~ ~g ~~ -~ ·liach 
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. . 

\,;f'.~;d,c-~'¥~~~~tfii1,f~;-10 spend ' 
. ·· __ · a parti¢ul~ obj~tof interest sui;h_as persm(Wkiog . 

ig~~~~;; 
video s~uence that is coded as individual objects base1 oil 

'tont'eot iind:istored iii ii'mtiltimedia1database. The u~·tar, 
· then 'm~ti:_iery' q~efy and retrieve individual o~jec~ Jroir 

this compressed scheme instead of retrieving the entire fram1:1. 
of tile video. This content manipulation is another functionalirr 
ti?-t .~e ~~ vi~<> ~~ing standards need to support. 

A.MPEG-i> 
' Tii~M~~ingPictihisExpert Grou1r(MPEG), which is a par 

of_the Intern~titi~ ~.ri)izatioo for Sta!ldardiiation {ISO), b 
i~; !lie pr~s of. creati]!g a. ~ew at!dio-vhual. coding Sllm· 
,da!!,l callc:d, WEG:4. M}ll'lG,4 supports new. ways ·, (notably 
conteilt0based) forocommunication, access, and •iru.nipuhtion 
df'iligiµif'ilQllio-visulif'datflIJ:'MJ>EG~4 wm offer 'a ·11eu6ti, 

. fi:~°}v<>rfaJid iin, §~nj~t -?f}<lOls: supj><)~gaillll{:e oJ 
both.:n()yeJ 8,lld co11,yenti1111atfµnctiqni.tlities . [Z]. Jn addition 

.. · to.:provi(ling!impt()ited ~g;cflicien_~y.at.lower bit rates, 
· _·. MPE6-4;'iialso cx~i'A:dJo_ provide a number of ncw amt 

. ~~~li·:~;~::s.;~f~t;t:~~ !~;u~1\:; 

Fig'. !. The,q,iality,~f-adecoded H.-263 vid.., 'scqu~i,c,e.<fe~'subiia,>­
tially in,the.pn,..,..ce Qf <;bannel errors (a).~ed ~iii/Oil\ = ,~ s,(b) 
decoded with .. mndom bit. errors and. bum erro,s, . · 

be defined as one embedded bit stream with many available 
rates. One of the advantages of a sc~ably encoded bit $fniani is 
that the encoder can inake optimal use of the v~um··~banilel 
bandwidth by exiracti11g 'a subset of tlie bitstreani;to 'match 
the available · charuiel · bandwidth. In a rriulticakti~viiiinm'ent; 

scalability ' is. -a particularly ust\ful ))roperty:'if ·ffie''iillf6e:iji 
receivers arE coimected by coiruminicm\:)n tbaiuie'l$"otf19ely 
varying channel. bandwidths,tl,e ~~c~r' F :aclili;v~'effideiit 

~~~~~~~ 
Current video coding standards Sll~has Mr~:J,:~~~2; 

H.261, and ,-1.263 deal wilb, videii'. ~~i0$l~~Ii % t ,~ 
level and therefore ci~ 'not have the ability i~ encode. decode; . 
and manipulate individual objects within a video: 'bitstieam.' 

improved ~g ~ffidency, scalability; robustness in error 

· ~lriel~W~~::t~;J~~~l:t~:~::;:~~ !~ti~~:~: 

. and improved random access [3]. 
e structure of MfEG-'1 \Vill be co osed of four different 

. e[e~~=:,~iax,tqO , a.Jgori , ll!)(lprofiles.1J;l~.it. 
~nsib~CS!;fi~ji'J~e that aifo_ws for selectill~' 
cles,cgption~ ~d do\\'lllo~diilg ofJools, algorithms and profiks 

. [4:],.[5],,AJ92! .. , .• k:\~h.riig~e (e,g., co:Qtour representmior., 
motiQn CQ!!lPeAAati~~~,} tJtilt is accessjble via the syntax. ~ ,1 

aj.g9,tij,!µnjs.im 9rg~·f11ll~ction of fool.s that provide_s_ 11ne 
~r.more,futtctlonalitl~J\, profilejs a collection of algor:itbms 
coris~~.\n,.-~.iiidific wayto address a-specific application. 
tt~iice;, ¥fE.fl:-4 ~s 1!11\V .4~.ti~ed tooffer a flexible synta.-.; and 
an ope~ ,set i>i tpiiis suppo~g a range. of boih novd and con -
v,eotio~al fl!riti,onaliti~s t!tat .e:,;tend,beyond just better cooing 
e'ffidliiicy ~ Yeti '.io\V·:hi~-tales_ MPEG-4. is also developing 
a)le~i>Je -~ ·e~li,iisibl~ :.syt112Ctic .. object,oriented description 

i~~~.;~;:¥1:'~9~'.,~~~te~ -~d j)escrjpli~m ,Language 
(MSDJ,.)which will not only allow for the description of the 
bi~ ~ctfu-e<but also configuration . and programming 
of'tlie· 'decoder: ' MSDL"witl support the varied sei of coding 
~1.1es-,that J~ tµe new Ji.mction:ilities MPEG-4 is 
planning to sypport . ·. · ,.· · •. ·. . ·. · 
:~<f"4; ~Siled a fust c~J for proposals for tools and 

algorlttims a4dressing )(subset of . these functionalities in 
November 1994 . . The pmposals were due in October 1995 and 
the subjective evaluatio9 pf these proposals took place in the 
first week of November 1995. Iri the first round of rests, pm­
posals were solicited for three representative functionalities: l) 

'\ 
' 
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improved coding efficiency, 2) content-based scalability, and . 
3) robustness to error-prone environments. A number of audio 
and video test sequences were selected for testing the proposed 
techniques [6]. The test sequences were classHied with respect 
to the complexity of the scene content, and a rang¢ of bit 
rates fi:)l!Il .IQ Kb/s to l Mb/s :v,as!lsed to code th~·segu~nc~s,: 
The · standard is· eii:pected tq· iiicti;the -· Cornmiuee)$iui.s4ge 
by November 1997 and bec~~e.'anlnternatioti'~i Stmd~d by 

of both. By employing motion segmentation techniques to sep­
arate moving objects from stationary backgrounds, the c:o<for 
opti.inizes the bit allocation to those areas that 'are <:hanging 
mos't frequently. By employing an efficient and modular syntax 
to: represeiif the shape, motion, and the residual!, for each 
segmente<I object, ihe coding scheme enables us to maintai.11 
the high f<>;lilig efficiency at very low .bitn1tes with red.ucc:d 
artifacts,'Uri~ techl!iqu~ also provides the ability to selectivel:1 
encode, dec:ode, and manipulate individual objects in a vidc,o 
stream and, hence, supports content0based functiona.Iities such 
as:pl,j<;ct .scalability and object manipulation easily. By using 
an ;efficient shape representation that is well matched wilh 
ilie residual coding stage, the coding scheme alleviate:; the 
drawbacks of traditional object-based coders thus o:fforing th,: 
best of both the object-based coders and the block-based 
coders. 

November 1998. · 

B. Object-Based Coding Versus Block-Based Coding: 

There has been considerable research in object-bas~ coding 
for very low bit rate video compression [7]-(10]. These tech­
niques achieve efficient compressjoil_~y separating coherently 
moving obje(;ts from stationary backip:o!l!ld ·and compactly 
representing their shape, motion, a;;d tii~.;roritent. Some of 
the advantag•~s of these approaches ·include a-more natural 
and accurate rendition of the mo;ing object motion and 
efficient utilization of the available bit rate by focusing on the 
moving objects. In addition to these ·compression advantages, 
if suitably constructed, ihe object~based'todirig techniques can 
also support content-based functiortali'ties' such as ·The· ability 
to selectively code, decode; and manipulate. spedfic objects 
iiJ. a · video. stream· · The ability to . scale the bit stream · at 
an object level can also be . supported 'by these techniques. 
To. elabornte, the_ decoder cart tise only part of the· original 
cooed bit stream to selectively dedide it'subset of the coded 
objects at varying quality iuld tesoliltion fcir' each individual 
object. These functionalities can ptovet() be useful iri'so111e PC 
m:nltimedia authoring iools and ·rea1ifuri.e ·video conferencing 
systems operating over low bandwidth channels. In light of 
these advantages, it'iS expected thafthe object-based coders 
will contribute to the MPEG-4 standard. 

However, traditionally mos,t of the object-based coding 
techniques suffer . from: I) th~. corisicietable overhead for 

( .a¢cllI3tely representing the shape ~ft!te moving objects results 
in inSµfficient nuniber of bilS;for.coding the.fOntent, and 2) the 
segmentatiqn and motion . esti.nJatiqn teclmiques can prove to 
be. compu~tionally very expensiye, The mqre recent blocl.c 
based video. compression. scheme~"such,as the .ITU H.263 
[11] do not suffer from ihe same,dra,wbacks as the object­
based coders_. By adopting a filled block-based partitioning 
of the image, they avoid the need for . shape coding. Some 
of the newer block motion co111pensation techniques such 
as overlapped block-motion coinpensatio11 (OBMC) also help 
reduce the prediction error significantly. These techniques 
provide computationally inexpensive. and efficient techniques 
for very low bit rate video communications. However, these 
new gen,iration block-based codefs:'siiffer from: l) the use of 
fixed block partitioning ori a fixed grid, resulting in ·blocking 
artifacts and unnatural object motion from afyery lo'w bit rates, 
2) inability t() support any of the colitent~based functionalities 

, such as objec:t scalability; and 3) the optiinized syntaii: of these 
coders for improved coding efficiency, making them highly 
susceptible to channel noise. 

In this papi,r )',e present a hybrid. object-based vicleo coding 
approach that retains the relative advantages of both the object­
based and_ block-based coders while minimizing the w:awbacks 

We also incorporated ·efficient error concealment a.nd error 
correction str~tegies into the overall coding scheme to en­
able robust transmission of the compresses video data over 
noisy communication channels, e.g., wireless channels [12]. 
The iirroi: correction techniques add a controlled amount of 
tedundimcy to the data to enable detection and com!Ction of 
the· bit errors. The error concealment techniques minimi2)! 
the degradation of the picture qua:lity by properly util.izing 
the correctly decoded data in masking the effects of residual 
errors {errors· remaining after correction). The -object-oriented 
structure of•the coder and the associated syntaii: enables n; 

to contain ihe effects- of errors within the boundaries of each 
coded object and hence stop the spreading of the enors acros , 
the image sequence. 

'This hybrid coding scheme was proposed by Texas Instrn­
ments as a candidate for the evolving ISO MPEG-4 at1dio and 
video coding standard. This proposal performed impressively 
iiJ. fl the three categories of MPEG-4 subjective tests held iJi 

. November f995; namely 1) compression, 2) eirot robustnesi., 
and' '3) sca1abi1ity:· Our ·coder ·competed in' tests i11;iiig IW•) 

classesofsequences-2-ClassAandClassB.(:lass A seqU(inces 
are' chai:acl'.erized by those havfu.g low motion and low spati.I 
detiill--fypical of a videophone-type application Class B 
seqUelices are chai:actcrized by~those •havfu.g either mediun 
motion or mediuntspatial detaiL Each 'Class of sequenc:es is 
cooed atthiee different bit rates. The:Class A sequences are 
coded at 10· Kb/s, 24Kb/s, and;48 Kb/s. The Class B sequ,:nc1:s 
are''Coded at 24 Kb/s, 48 Kb/s, and II 2 Kb/s. There are four 
seqlli:nces is each class. Akiyo, Hall Monitor, Container,, atid 
Mother Daughter in Class A and Coastguard, News, Foreman, 
and Silent in Class B. Each sequence is of 10 s dw·a1ion (3Cn 
frames). 

In the compression tests our coder was rated to be in fifth 
place (out of 18 proposals) for Class A sequences and sixt h 
place (oilt of 13) for Class B sequences. In the error resilience 
i!fl!ki;ew".e.fY; tests, our coder is, rated to be in se<;ond place 
(Clut of,njn¢ ptopo,sals) for Class A sequences and first place 
(outofseyeµ proposals) in for Class B sequences. In the object 
scalability tests, our coder is rated to be in fourth place (out 
of !rl.ne.prClppsa:Js).(13]. It outperformed all other object-based 
coders in •the: compression and.; robustness tests and wa.s . the 
only coder that suppqrted all three functionalities. 



IEEE TRANSACTIONS ON.CIRCUITS· AND s.YSll:MS FOR VIDEO TF.CHNQLOOY, VOL. 7, NO. l, FEBRUARY. 1991· 

Coded Blu:tream 

Sl111~i~ntatlon .· · · 
and Coding• 

. ·.· Fklcohs~cled 
'--- ------------------~ . ,Fraine . 

fig. 2: The overall block diagram of me hybrid object-based cooci. 

The rest of~ ,p;iper .is org.mized as follows: Section II 
describes. the .. overall., .codec .. ,architecrurc and . describes .. the 
various stages .of pr~ing ;in co~ng a video seq!Jllnce. 
Section. m describes the error correction and . concealment 
slflltegies. developed:• that . enable · roh.ust transmission .-.of the 
compri;:sse<l bit stream'over noisy • chl!llllels, Sectio11JV de­
scri~s the !c(;bniques employed,in building a ~(Intent scalable 
bit stream Jhat, enables .object manip!llatio11, S~tion V. sum.­
marizes the:Jccbniques presented ill this pa~r an.d poims .. oUl 
future directions of research. . 

· < Ii. .:opi;c M~ 
The. objcct,ba$ed l!Ppwl!Clt'h> vi(le9 co~sio11 ~i:nted 

in this paper operates.by cstilll.Bting moving objects andq;xling 
compact representations of the object's shape, motion, and;the 
coptent. [14], [15] . . ,This apprQach bas the .adrim!/!g~,qf en­
abling content.sc,1,h1l:>ility and ~r robustnbss while Pr9'9.ding 
efficient videq .compression •forJpw. bit nites (e.g;,,cIO:Kb/sJo 
H2Kli/s) and ~n\ial.·.q~c.y epbiui.;~,qi<:p.u ... at,hi~er ,bit 
rates . . F,ig. 2 shows the overall blcx:k 4iagf3-l]l of. the (Xlject, 
lxlsed video.coding (OB:VC) sc;he111e. -The fitst.-~e of.the 
video sequencejs coded ~ an inll,lfi;.une ~jng the: bfo<:k ab~d 
discrete co~ine tranSform (D~I}~g scheme. Sub~uent 
frames are partially . coded. in •the.following modular. five,step 
proce.ss; 

t) moving object dct=tion; . 
2) shape representation; 

:3) moti(,n estimation; 
4) motion failure region .detection; 
5) · residual signal encoding. 

The modularity of this framework facilitates 'future ellbance­
ments as unproved techniques are devised. Our methoos·:for 
error robw;mess and · content scalability were implemented 
within this framework and are described below -follciwmg a 
characterization of the :five main steps. We illustrate 'these 
steps with 1,xamples for the "Akiyo" video data used in MPEG 
testing, from which two frames are reproduced iil Fig. 3. · 

I) !efovingpbject Detecti<m: The goal_ of the first stej) is 
to . segment Abe images in .the. video,,sequence :into, mmiing 
objects and: stationary backgro~d: Whereas block-bas~ cod­
ing apP!'Pacb.es arbitrarily divide. the image into a regular set 
of square regions, 9bject,based .schemes idealli1· divide. 1he 
image ,along object boundalies. J.Iowever, it is not lleCCSSl'fll to 
produce." precise .segmentatjon of the objects to achieye, _g::tlns 
iq,.c~g ~fflciem;y. M;my ~que~ are relev1111t to I11m1ing 
1>bjec1,deteclioA and there. ;uc 1Dany. uadcoffa to ,::oosidcr. 

In O\II scheme, a segme111l!tion mask is gene1ated.for 1he 
current iinage .-using image i:lifferen~ing, .morpilolog~. :ind 
connected.comppnents analysis. Thus, the segmentatioii mi,sk 
C,, . is computed ~ . . . . . . . 

. On= icomps((Th • k) o k). 

Here; Th is tllj:: .binary image resulting from t)lfesholding rhe 
absolute • difference •of ·the• -current · and · previous. image,; · at 
h, • an~ o · are the·• morphological close and. open operat,:-rs, 
re~velyi\Wtlrstnieiurlnt·eteinent k;·and CC:Oltlj>s(·) 'is 1:he 
~ 'colilj,onents ;;malysis function [16]: · 
· Tlie image T,; is defined· as . 

, !i.(i,j)= U: ~~) - ln-1(i, j)J ~ h 

for aii pixels (i, j) in T,.. The operation a. k is defined fl!, 
.·. · · . _. .. .. . . ' . . •· . . • ,. . . ., 

a• k.~ (a erk} e ·k . 

W~ $,;is the,,IJJOrp~()l~gical dilation operatonlild e js 1he 
.~ho\og/caj l~ionpperator [17]. Similarly,the operaiion 
a <?Ids .detined as . . 

aoJc = (a Bk) $k. 

In oar scheine;'the structuriiig element k is a circular kernel, 
l1 pixels in diameter. 

Fig. 4(a) shows· examples · of image regions detecteil as 
moving objects for two frames of the ''Akiyo" video. 1his 
segmentil.tion does not exactly follow the boundllJ'}' betw,een 

) 
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. (b) . 

Fig. 3 . •• (a) First frame and (b) ~ subsequent ·hme of ''A~p'' MPEG video . Fig. 4. (~) Image region, prod~ced by moving objecr detccti~n and (lb) 

test dat>.. · . • . . . • · motioo failure rcgiom remaining alter motion compensation. 
- . . ... . . . . ,. - ., 

the'foreground and background, but it is still ·a useful ai>:­
proxiirnui.on. If the entire, scene is moving or if the tameraJs 
panning, a ·single· large region· may be deiectedi in thin:ase 
compression will still succeed as a result of.subsequent steps. 

Alternatively, other moving object detection. techniques (e,g., 
(18)) and global motion compensation' iechnique.S'-(e;g., (19)) 
may be incorporared--to enable bette.r' perfonnance foe .moving 

camera situations, but' thndvantagcs:llright be .offset for:s.uine 
applications by considerations soch .u ·computationilt'expeli-sc·. 

2) Shape•Represe11to1iom . The 1$k•ofshapei~ntati<5n 

is to efficiently code the botinding.OODtoiili,of iinigecregl6fis 
that wrn: produced in the·moving olijccr'd~oo-~ ::We 
experimeiltcd with two sl:iape ~resentation" strategies, ': ·. ,,_ .. 

The first strategy calctilates a"botJnding·rectangle'.for'.eich 
of the movmg object regions and tiles the ffi:tangies with 
16 x 16-pixel macroblotks. A, biuruip ntllsk of ~ •region 

is fomied which represents macrobloclcs that ·lie i.Cside the 

region with :a I band blocks outs/de ·the region .with'a ·O·b. 

The algorithm then finds the most efficient representalioli' for 

Q!e lll~k,from five J>QSSibkcoding formats. Such ao adaptiv,: 
approach is more efficient in terms of bits-per-object than 11si11g 

an identical shape coding format for every object. 
'. This: block-based approach is 1'ased. on. the observatinn 

that the shape masks typically exluoit significant similari~1 

between successive coded video frames. By keeping a reco.-.J 
of the shape masks· in the previous c·ooed frame, the algorithm 

expfoiff ttic. temporal similarity of the shape masks to reduo: 

· the nillnber of bits needed to represent a given shape in thi: 
CUIIfuit , frlffiie. 

To efficiently code ihe · shape mask, !he algorithm perfom1s 
.the fcl.low.ing steps. ., 

· :i ) · It:~ seatch'es the record-of previous masks for a mai:'., 
. . . . of'ideittical shape and position. If such a masr, is foun,::, 

-the algorithm codes the shape as simply an index to th~ 
matching mask. •· - . 

2) If no such mask is found, the algorithm then searches 
for-, a ·previously-coded mask of identical shape bru.t 

· · -different· positioli ·than the currcnt mask. If su.ch a ma!:lc 



226 IEEl! TRANSACTIONS QN CIRQJITSAND,$¥~~ -VIP~·TECHNOLO<,Y,VOJ.; 7,.1)10,.l,:FEJlRUl,,RY ·l!m • 

is .f<>11:119-,,.µie,i!!g<>i;i~,~~~ .!!1.!\~~RS~.J1Ri,i),~~ to 
the matching mask plus a row/column offset vector of · a 
pixel resolution. · -. 

3) If no mask .meetin ments of steps l) Of, 2) 

:!:unti]{ · : :e J;;;::!~-:r: 

~i¥St1:S.E~ii~ dt~Ji1~ 
The algorithm then epd,esJhe current mask as a seties ¢atiµull0Ro1l111)- , splin~ ar,d a block-

of mo_difications to t11e)tio,st similar prev~ously-coded suffice However if the ~:ginei:Jtati on 

=i~r11~,?::;zj\:t~~.c~~~:!d:~s:~ ,.)· .. u __ .- .o·_·_·-.".··o·. n·.' .. ;,r.·.,,·· •.. ·(I·'·-· o·.·.·n•.·.·.'.' .•. S.·.·.::·.eAg.n·•·t:.r.~.--·,.;.•.: .. ·poc.p:ID:.·,t,pr.·.~.s:,···th·.=.·. •V.•.•e·.··~ .. ·•g•~ .. ·oaihni .... ·.•·b··•.·; .. 1~s~t'sory.·~.·.~~,cm·.•.e·h.Ofl1:1:e. 
vector,a !ist,!)f the ina¢r9bl~1'St() J>e. 4ropped f!0!,11 the ~ "" ,. = uu, " 
previous mask, and a list of macroblocks to be added to temporal reifondii.n . .of the video signai: Motion cstiniation 
the previous mask. is used to predict the contents .of segmented regions from 
. In, the best·case, this sh!l])!l representation will reqgire the p~viQ · '.,We 11Se,11 1;,Joctbased mo~on estimittion 

:~y :o~;::::i:c;r~~~~:~y~o~::f:!~:o:::!i~: ~ "' " ' . ., _,, . ,;·. tJ.~~~~i:~ii~T:::~ 
worst ease may require. a large number of macrobl$ck · · · · iute,°dfffc;it~lii:es 
changes and this will thus be an inefficient shape repre­
sentation. For this reason,, !1,ie algorithm attempts to ~nd 

~:::~=:~~~~:!:!t~t ;~~:':e4
~=:n;);htp: ~~Jt:n~h:; 

,, ~E:f[~oF£-;:l~ , ,~?;~; 
!dim;:;~;;;; , ~;~mr~J!fm 
tains many transitions pe! mask row. For !his reaso~. the The goal of motion failure region detection is to iden1ify 
algorithm atternpts to find a more efficient representation these areas. This is accomplished by performing a second-pi~s . ) 
u~iig steP.5)- · · ·· · •·.·· · · · · ·· · motio1deginentation· between the compensated image ~ind 1be 

5) If step 4) has been abandoned, the algorithm codes the. currentirDAge, which is essentially the same procedure used in 
object shape 11;' a row/cx.,lumn position vector, the width the moving objt1et detection· step. Examples of motion failure 

•· aiid height o'f'the ~hape in ntiic(ob1oc:lci; and th"e'bitirtilp .regiQ;!lS•,detec~,inCthe ''.Mdyo''..vid!)O are shown in Fig. 4(b). 
of ihe shape niiisk. ' ' . . . . ,. . , .. . The region$c1s.ola~ in;tbis Step are marked as areas ofmoiion 

· · ···· ·. · .· · · ·.· · · ··• · · · · · ,.· failure/and the.ir,shi\pes .. ·.· are-encoded in coml;,ination with lhe 
.Thu.s, this algorithm. . choo . .. ses th~ most efficient of the · · · · · · · · · · · · p~vio. u.s :s.Uf1PC;,rep. re$entations. .. . 

following five. codcd:sh.iwe ... · .. . foJmats; · ?) Residutd SignP,lfi"cpding: The goal of this fin;tl s•~p 
1) preyfous .mask index; is to encode.,.the -~dual -.iofonnation in .the motio.n failure 
2) previous mask :index and .offset v~tor; r,egions: -The, decoder ,,uses this infonnation (i.e ... differences 
3) previous . •.mask ··in~"• offset.· vector, · and ~;;@lik between ~ • 'Clln'ent .. and, the . OO!Jlpensated imagM) . to oonect 

· changes (dr9pped ,and added); •· · · fO(•C!TO(SO,f'lll®o11estimati9n. Our coder has the ability to in-
4) position vector and nm-length encoded shape mask; tegrate·.two,d,i~nt kiiids,ofwavefonn coding techniques; J) 
5) position vector and shape llla5k·bimiap . . ·'. . DCT-~ ,2}wayelet,s:,Jlither technique can be gJe<:ted during 
In transmitting a c-Oded shape, the eocoderifirst,sends a 3"b .1<PCOding. Thiulemo~~ the modular nanu:e of the object-

tag identifying the. format of .the ~pe. <li!taJo foUow, The based ~dell ~g,sch(:me. The.DCT and waveletappro~ches 
decoder reads this tag and ~es the s~ape. data appropri- descn'bed here, lire .also ,used for. INTRA codin1:, where the 
ately. {<'urthermore, the encoder and decoder both keep a rewrd eiltue ~ was coded:rather than the motion failure region. 
of the sbape masks in the previous fraJ!)e.in rn:der to decode In ,theOOI' approach, the piiels in !he.motion failure reg,ou, 
shape fomlllt.S 1, 2, and 3. 11re first ,ttlllSformed using -8 x 8 DCT. The DCT coefficients 

We also experimented with a spline-based shape representa- ate scalar quantized, run-length encoded in a zigzag fashion, 
tion strategy. In Ibis approach the encoderdetects coriiet points an&tben Huffmltn coded (similar to H;263). 
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~r,fjntr.R:sl 

.. be coded 

sut:itegionof~ 
.. be coded 

~~oncf~ 
tobeooded" 

IM,l.<)E ONE-LEVEL WAVELET TWO.LEVEL WAVELET 
D~COMl'OSmON DECoMl'OsmON 

Fig. 5. Subregions of wavelet coefficient to be coded corresponding to tlte 
motion failure region in motion-cornpcnsated fl:SiduaJ image. 

To take advantage of only coding the segmented regions in 
the OB VC system, a region-based wavelet coding technique 
is proposed (22). The wavelet coding approacliconsists,.of.a 
wavelet decolllJ)osition of the entire error:iinage (three-level 
decomposition for the cbrominance, four,Jevel decomposition 
for luminance) foilowed by zerotree quantization and 'arith­
metic coding. Instead of sending wa~elet information for 
the entire frame, we code only those wavelet coefficients 
which con-espond to selected regions (i.e., motion failure 
regions). A regions-of-interest map specifies which 16 X 16 
macroblocks contain pixels 10 be residual encoded. Due to 
the multi11~solution nature of the wavelet transform, these 
subregions of coefficients can be obtained by downsainpling 
the map at each decomposition level, as shown in FigA . 
This elirniriatcS the bits needed to encode waveiet inforniation 
corresponding to pixel locations outside of. the regions of 
interei.t (where the·-coeffrients are generally insignificant) .. 

·. 

.· . . . . TABLE I . 
· · ·Coo!NG .R!.M.TS POR Cuss A SBQUE,ICES 

.. . .. .,. 
, :-, SeQ= .Bitrate Fr&1J1e R.eoo- PSNRdB Type of 

Naine KbPll. .~(tp!I). l\ltiOD y Cb Ct Ceding 

Aldyo 10. •.. 5 QCIF 32.3 3H 38.4 vil.v' 
Aldyo 24 ... 7.5. CIF 33.2 37;7. 40.0 \VAV-

.· •. ·.· Akiyo 48 10 CIF 34.0 40.9 .43.4 DCT 
Cootainer 10 4.3 QCIF 29.5 :15.9 ·35.7 WAY 

. Container, 24 7.5 QCJF 31.6 37.2 37.2 WAV-
-Coo~. 48 lO CIF 29.7 37.4 37.7 DCT 
11al1Mon, IO 4.3 QCIF 29.7 35.5 39.0 WAV 
Hall Mon. 24 JO QCIF 32.0 36.5 39.4 WAV 
H.U Mon: 48 ,o CIF 325 37.9 40.3 DCT 
Motb. Dtr JO 3.8 QCIF 31.7 .. 36.9 . 38.5 WA\' 
Moth. Dtr. 24 10 CJF 33.8 39.2 40.5 DCT 
Moth. Dtr. 48 10 CJF 34.9 39.4 41.2 net:: 

TABLE II 
. ConING RBs<JLTS !'OR Ct.Ass B SEQUE:Nces 

·:·, ,:· .. ... •. 
· Seq,uerice Bitrat•. · ·Fro.me. lwo- · PSNRdB ]:Type c~ 
. Name _Kbps Rat,,( fps) lut.ion. Y Cb Cr Codi':IL 

.Coutguo,:d 24 6 QCIF 26.3 36.4 40.l WAV 

.C<>Qtguard 48 JO QCIF l7,9 3/1.2 40,7 .OCT -
Coaotguard 112 7.5 CIF 27.4 37.2, 4l.1 DC1' 

News •.· 24 5 QCIF 29.5 33.9 3!i.Z WAii-
News 48 10 QCIF 31.7 35.9 3fi.8 W/W 

·-- N.,..... 112 10 CIF 33:7 35.3 38.5 DC'.C 
Silent 24 7.5 QCIF 29.2 36.0 37.f~ DCT 
Silent 48 7.5 QCIF 32.7 38.0 . :19.2 WAV-
Sil011t 112 10 CIF 32.3 38.7 39.<l WAiJ:-

Foreman 24 4.3 Q<.;IF 26.3 34.9 34.7 DC'i'-
. •.~ 48 6. QCW 28.5. 36.4 36,6 DC'I' . 
Foreman 112 10 QCIF. 30.8 38.2 38.8 pc'.)'.j 

. . 

seq,uences-::,-C!ass A and Class Band.each class of.sequences 
is coded a.t .three different bit rates.The tablealso illustrate,; 
which sequences are coded using wavelets (Wf>N) an,i "ihich 
are co<ied llSing DCT'.s. 

. In our implementation, a ( 6,2) tap biorthogonal filter pair is 
used fot the decomposition. This . filter (referred• to as filter 
#5 in. [23]} can be. implemented with integer . coefficients . 
using a ·scaling factor. The··embedded. zerotree· qllantit.ation 
and arithmetic coding intiodU<:ed by Shapiro (24) is adapted 
to oode tile coefficients.·within the regions of interest;'The ID. ERROR REsn.IENCE 
zerotree procedure consists of repeated dominant and ·sub- · Thinectiori. describes the CJTot protection and concealment 
ordinate passes> each relative to a particular .• quantization techniques that enable robust transmission of the compr,:ssed 
threshold which decmtses for ~h dominant pass,'·This to-' bit strea.niover noisy cominunicarioo: channels such as aiialng 
pealed encoding process will be terminated when either )}a phone lines and wireless links. The noise introduced by the 
predetermined bit budget for. the fratne has been reache4, or communication channel is characterized by both burst errors 
2) the stopping quantiiation thceshold has ,lJeen reached: .\Ve and random bit errors. In the past few yean,, various ap­
obtained the best results by keeping the stopping'qwmtization proaches have been proposed 10 combat the cell-loss pro1,krn 
threshold (threshold of the last dominant pass)c.constant-for in DCT-based as well as other coding systems [25]. One pop­
all residuAJ codiilg: This: keeps the · cncowng cqual.ity fairly tilahnethod iHo exploit the insensitivity of the human •1isua:. 
constant between frames;. 'Ibis is siinilar ·to. using a fixed Q system to the high"frequeocy component of vi,ien signals by 
or .quantization factor .• in Def-based · schemes. Image;'ilrcas · using';layered cooiog (26H28] .. With sucb. schemes, the lOW·• 

outside ,of •the regions of interest are. set to zero· before . frequency coefficients and other more important information 
de.coliipC,sition imd after reconstruction to reduce any ·smearing (such ,as coding modes and motion vectors) are. tr:msntltted 
effects from the noiicodedrcgions, Informal•subjective·iests with a ,,bigherdevel of priority ·and protection than fer 1th,! 
have •shown that the wavelet coding approacl\ is preferred less · ilnportant high-frequency components. lb limit error 
for die ·lower. rlU1ge of bit rates (e.g., 10 kb/s) while ,DCT propagation in c:.oders using motion-compens~.te<l predictiori, 
is preferred fot the higher bit rate range. · . studies :,have al:;o . been -made on how to perform motion 

··T:,bles I and.Ucillustrate the C<>ding efficiency of.our coder. compensation,oru.y. over,the low.frequency compano:nts, such 
'These are the results as subtnitted to the first round of MPEG-4 that iliscarding.the high-frequency. components dOCli not cau~e 
rests. A!: mentioned before; the coder is tested on two kinds of error· •propagation -[29). · Leaky prediction which reduc,:s the 
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effectof previously corrupted, frames to the current frame by 
attenuating ihe prediction results by a leakage factor bas also 
been investigated [28). With these hierarchical lransmission 
schemes, the low-priority, high~frequency components can, be 
siinply replaced by i.eros if they are lost The resulting image; 
though bhirted, is still ' acceptable. These techriiq'ues aie'well 
suited m asynchronous transfer mode (ATM) environments, 
where it is possible to have different levels of priority' for the 
packets. However, this may not be possible over channels such 
as existing analog phone lines or wireless networks where it 
may be dilncult, if not impossible; to prioritize !he data being 
transmitted. lience, it bc;comes necessacy . to r~ol:t t9 ~11:11~ 

prot~on and error .concealnient tccluiiques to mitigate the 
effects of channel errors .. 

A. Error Protection 

In order to protect the compressed video data.from channel 
errors. we use ·an error control ·code 10 correcLandi detect 
errors. ThJs code .introduces a con1r◊lled am9Wlt of redun­
dancy that enables error detection lllld :co[l'eC(ion. 'fhe scheme 
comprises two Reed-Solomon. (RS). co4ers with an interh:avet 
in between. Most block codes (like RS codes) are random 
error correcting codes and are not capable of correcting burst 
errors. 1lie interleaver is used to combat .the effectofburst 
errors in the channel: It mixes up· the S}'!Ilbols from . ~veral 
code words so that the symbols from,any given ,code .. word 
arc well separated during ttansmission •. When the. code words 
are t <'.consttucted ·by the deinterleaver; error bursts' inttoduced 
by the c:hannel are broken up .. and spread across several 

code words. Theinterleaver/deinterleaverpair thu,s .creates an 
effectively rand◊IJI channel. We used a crossinterleaver in our 
design. (\{the error conlrOI po,:le. The ~hitecture of the error 
contr0l scbemeis similar .to tbat '*din. the audio CD [30 I, 

The RS cod.ers ,11$00 are over the ,GF(64) (Galois Fidd) 
The compressed video data is input to the RS .coder 02 
which lllllps k, m-bit (m ,.;, 6, in_ the case of GF(64)) input 
syml,ols (words): {mo, m.i, · '·· ,mk-'I} onto n 2, m-bit wc,1ds: 
{CQ,<:1, · · , , c,,, - 1}·, The output of 02 is input to th-e cross 
interleaver, before being encode,! by the C1 RS cod,,r, Jrhc 
crossintetleaver ,introducesCa delay. of (i .- l).D w ords for 
tbe,code ,~ord c. (we .et D = 1), C1. encocles ni,ni -bit 
wordS into n1 output symbo,)s: { do, di ,·· , , dn,-lt which ar~ 
then transmitted over tbe ,cb.annel. Fig. 6 shows a schenutic 
diagram of the coder architecture. The decoder . is a mi:ror 
image·of,the coder and comprises an RS -decoder 0 1. followed 
by a cross,deinterleaver and a C2 decoder, Fig, 7 shQWS the 
decode~ archi~ . . 

We uscd.Jbe •above.error-correction: scheme fm: 2. bit ,rates 
of video, traftic:. 24 JCl>/s and 48 Kbls. In the former 1:as<:, 
we chose:{k, n2,.n1) = (27; 31; 34). Note that for thh de:;ign 
c~oice the average de!Ay introduced by the interlr..aver is Jess 
than ,250 JDS •.. In this ' case,.we choose .to . MV(l decoder C 1 

correct hll .. single-,enor . patterns. When the C1 · decoder se<~ 
a -lµgber-weigbt!'ltor . pattern (double-error patterns and any 
pattern causing ·a decoder failure, ie .• a detectable error), the 
decoder outputs .31 . erased · symbols. The crossdeinterl1:av,~r 
sprca$ these erasures over 27Ci code .words. The 02 decoder 
can correct any ,combination of e errors and s erasures, where 
2e + s,• .. ~ .(n2 -, k) = A. However, we chose to .<1,1,;ode 
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:e(s"~®d 

lttit~~ 
:~1~tt]:Jf2Ri}t!t:~Mp 
ification described below. We use feedback from the. RS 
decoder C1. to G2. to i · · rove the error-correctiiI ca bili · ~, . 

inpufbl~e!A,Ct.at subsequent times, thereby increasi11g the 
nve~lbprobahility,.~ .. error-rorrection. If, however, it is not 
possible:,to, •oo[re(lt·,alLihe errors in B, we continue without 
ariy, ,further.ilioojfication in thedecoding. . . 
:-•Bencei:decodjlig,withfeedback, .in the.worst case situation, 
peefoans:;as,well•,JIS' .a ,4ecodec withoqt feedbaclc .. !n &CI1Crnl, 
the:pmbahility.:of:an ui!corrected channel error can reduce by 
up: to a: f;ictorof two. Note that .the overall codec delay may 
be in~ed due to the feedback. 

Ji. •'Emir Conceiilment · 
'%1thoiigh the :abov~ error protection scheme is effective 

U1 'refu6~ini m6st of the errot"S introduced br tlie cruLline(, 
if Ji 'r1of posii~'le to remove all error patterns. Moreover, 

;~!~r,o · 
~t~J~itl:t 

· a bettet errot proiection sch~me (that is, one with a lower 
ptbbabiii'ij of'ari :~coriectiible error)can be designed only 
.at ihe expe~ <if i¢ increased bit rate, Si:iice the primary 
oli.1ectiVe'iJ i:oii~}e§sfon, it is clearly not a pragmatic approai:b 
tp search . for such a protection scheme. Hence; it. becomis 
~ssaiy IQ resort, t<i other techniques which will be able to 
dei~t these unco=table channel errors (which we wiH caU 
res1/!u!JI_errots). and prevent ii serious degradation of p1ctuce 
qillllicy'. :Toese ei'i-orconcea!ment techniques detect "hen a b it 

sh-e,im is' iii' erri>r; resynchronize, and use the correctly decoded 
' . data to iruriiihlze the. effect of the erroneouniata. 

~2 . . f-?.!t 

t•m1l7~1i cJ)m. 
Consider the time instant t ~ T + iD, where i = 

0 1, · · · ,.ni -1, If the number of eras~d symbols in tile 
( _. j~put bl~k tilrd~-G1;rn~ti .~ s~:then ~~~ qj~. 

all these ·erasures; One of these ·corrected erasures ,(y, say) 
is a consequence of the block erased by C2 at time T .. This 
, corrected erasure: y. can .be, one of the following. • . , . 

l) It is one of the ,symbols that were. in error in the.block 
B·or • 

2) It was ·not one of the symbols· that were inei:ror; . 

It is easily determined which ~tegory y belongs 1o by 
comparing the content <if the buffer" · M at the appropriate 
location (y', say) with y.Jf y = y' , then condition 2)is'triie, 
in which case we continue without any further modine!!tion. . 
If, however, 11 # y', then condition l ) i~ true. This implies that 
we have, by correcting the eias\lre at'decodtr C1, successfully 
corrected one of the errors that, occurred, in the ;bloc1': :,l~ __ that 
Wfill previously. ilncorrectable. J f ihis i s .the j!ll :s.~h;en;or 
that was corrected io. the. block ,B . (by mCllru; of !Ile eraswe 
corrections at 0 1 and. the: subsequent feedback Jo· the•·buffer 
N ), then we •have reduced the number of-errors, in B ·tQ•,'X•~ i . 
lfx - j :5 e2 , •then we are in a position.to correct all'the;other 
errors,in B . Upon correcti.oo of all the othei:errors~ proceed · 
to update the conlellt of the crossdeinterleavei .appropriately. 
This, in turn, reduce~ ·the munber of erased symbols iri 1he 

... A.:s .was.mentioned.earlier, orie of me most severe. effei.1 s 
that can, resulf from errors in con1pressed video data is tl,at 
of'tfiii" decoder losing synchroiliiaticin wiih the e11coder. 'fo 
enAble the decoder to regain synchroiiization; we introduce 
re[yiicbrofilzMion '(resyrich) words info the bitstteam. These 
resynclr weir& are cfuincterized ·by the fact that they are 
imlquelilid,novalidbit-sequen.ce iD Ifie compressed video dala 
can be_ the s:illie• is them. They. are 1ntroduced ar the end c,f 
iacii'of th'e foifowing for every detected' rricivirig object iii a 't':ranie: · · · · · , · · 

•: : .. ·,., ...... ,,,,.: 
. 1) tbeshape data (the data that describes the shape of a 

· ·• " 01b'viog ·~bjict>;\ ··· .. ···.· ·. ··.·· i i .· · .· ·. . . . . · 
· )) tii~ mofiJnve&or iiata (the data describes the motion of 

: ! e,i:ive!{?b~c,ct; _ . . · .. • . ·. . . . _ , 
· 3) , the DCT '¥1 (the data that encodes the differences, .1f 
. ':., i ~~:;_iheniotion compensated object and tlle 

.. . Once il!e dti,odcr ~ts an error in the m:eived bitsiream, 
it . tries: to ' find Ifie nearest resynch word. and re-establishes 
syncbronizati<iD. \l!ith minimal loss of code<f data, An error ,s 
·~~~.;i~~~A~~ ~; ·. · 

. . lJ.,an,invalicl:<;o<leword .. is found; 
2) Jm · in:val\~;!IIO_<ie-isJound .in the syntax; 
~) -;~ / esynch c.word. does not follow .a decoded block of 
; ..•. <\a.\a~ . . ·. ... . . . 
M ~ pio.tioo_,vector p<>ints outside the image; . 
5) a decoded DCT coefficient value lies outside pennissible 

liJ'.!ii~; . ;. . . . .. . . 
~) Jil~ .~~ ) n.fWllltjOn is found to be invalid. 
Upon detection•.of an,&ror•.and subsequent resynchronu:l· 

tion; .the,decoder attempw .to minimize the effect of the e□-•>r 
on the '{lictUre:qualliy:Jfan el.tor is detected in the shape: data, 
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then the moving object corresponding to this ~b11pe deseriptipn 
is dropped Md is made a part of the backgrQUiid:•This ~loits 
the tempoml · correlation present :in .·the 'video lsequence,: If ·at! 
error is 4ctected in the motion vector/data;; th~ .the'tneail 
motion vector for the-object (wbichi~ also:+r.msµiitted as.,Jiart 
of thebitstream) is applied to the entb:e:objecL1Herew_c:have 
exploited the spatial: correlation in a •glven·ftame'/Iftho;error 
detected is in · the OCT data, Jhen all )he\DCT:' coefficients 
for that object are set to zero and thif decoder: atte!Dpts to 
resyrich at the earliest possible resynchonization. point. This 
prevents serious picture quality degrada)ioJl beq\\lse-the DCT 
coefficients m:e usually .zen:i or very smalli!l magnitude. These 
concealment strate~ prove to very ~ffectlve: 'ui comb~ting 
the rei.i~ual . eJTRlli, _an4 _nurintaini11g __ ~4~uaie;_riipriu-e qul!lity. 
In summary, we find thntin ad~tion io J'l'<\vii!ing.gc,94 _q.,11,lity 

. video a~ yery low bjt rat~s. the. object-liase!i videocomp~sion 
teJ:bniques also make piceful error concealinen(possibJe due 
tothe object-oriented structuring of ibc cajeXbhstre~ an.it 
the associated s)'11tu. ·• · . . · · . . ·:· 

The MPE9:4 error rob_ustness tesis co.n*ted of two _kin<ls 
of tests: I) ~silience and. 2) recovery .. The resilience .. tests 
required the c<X,le<i yideo. bitstream to ;be subj~ tc! .'.tllree 
different kinds oferror,conditions: rlll!4om e.irors, short burst 
~ors, :u1d a cciml:lination of both. The rand~rn ~ors -~ -lid 
with the pi,>bability of a bit~rror = l.Oe, 3 , 1Jie burst error 
conditions consist of three shc,rt bursts. The duration cir e;ich is 
'11lifomtly distrib~te4 betw~n 16 ms llrid 2rks: Iti~ ~er 
Ch3I'8f:terized, by a probability ofbit-eg:or := 9:Si Mci~v~r. 
any _two bu~sts. are. a lllinimum of Z s . ~ )t is Jllso ~u;iiied 
that .the trn:t L5 s of the bitstream is tr311smi#e:d, v.,itlloµt a11y 
Chan)l(,l e[J'Or. ]le rec~yc,ryt~ts co11s/5t~.o(~pl>jeclii)f~e 
coded_ bitstreanito a Jo.ng. burst of 2 s 'duration,. 'l'h~~ en:Qr 
condition~ are used to t}'P1fy wireless coinmiuucatiOll, ~harmels. 
The ~~I: data w-~ divided)nto diffei!:n{~hls~s·'bas~ ~~ ~i~ 
complexity of the test material. There are four vi~c, test 
sequences ~th IQw s_patial de~ and l(?W_ mo~on (CI;?s$A 
sequences) an4 four video sequences of ffi\'(lillin spatial detail 
andlow motion ,or vice versaJC~s B ~llenclfr. nie Class 

~g~~~~iiff~ 
in a particular class. The . evaluation ~ge consis'ied <if llJind 
subjective . evaluation of all the competitive proposals-'fo a 
sbigie stimului test [13). • · · • · · . · · •· · 

Our proposai competed in both the resilience and 'recovery 
tests for Class A and Class B sequeirci:ii.:'Ouf~'ivas 
ranked as bel;t in class in Class B1 ~ ',ifuif,1le(:Ond 
best in Class A sequences for 'bWi •resilienh\e1,ii'iid recCJVery 
tests. The . error-proteetion scheme :was able to~ .'most 
of the channel errors. Toe residual errors are ~~- by 
the co11cealment strategy · and the loss :of 'pictilfu quality is 
minimized. : : .. : ·:.{: '. >·,:/ , :,:,<,,, : :< 

Fig. 8(a) shows a typical frame of one of the Clasi A test 
sequences called Akiyo. Fig. 8(b) shows the- satiie'franie upon 
decoding a corrupted bitstream. There are:~(lual ~ in 
this frame but the-effett of the these ·errors ic•'rnioi!lliudimd 
localized ~a specific locations in. the image, l'-ig:r9 s~ the 

fig. f 'rbe ~ ~011 and ~;,.i~i tedmi~ enable the ot,. 
ject-base,fvldeo· coder to ·susraln 'lhe effects 'of ch>imel cm,rs (a) <!«,>led 
'witbout·ermrs and. (b)•decode,f with random bit errors -and b,irst errur,: 

peak signal-to-nOise ratio (PSNR} (Y) values of all the 100 
roded ,fisnies {l 0 s oLvideo. coded at 10 frames/s) in this se­
quence with and without channel errors. Notice that the PSNR 
(Y) value.drops -in the.middle of the sequence due to resiclual 

. ~rs. Ho.weyer, tl:ie .~oc:li11g,311d concealment strategies enable 
~ -d~ to gi,acefullY) ~over and !]18intain ao acceprnible 
4!18lity,with a.1'$~ .('.()d~s~ to the original, du.ring the :rest 

pf the sequen~~- · 

IY- J:O~ SCALABILITY 

.... •Content• scalability , refers to the property of a compresi,ed 
video bitstream ,that cairihave a subset of the encoded. infor­
mation reincived, for exaniple:all of the objects representing a 
particular person; and'the remaining bitstream witl stilldec,Eode 
correctly; In dwcontext:ofMPEG-4, object scaiwility reifm 
to the ability ,of a .coder to· selectively encode/de,X>Cle sped fie 
: objects within a video .sequence and achieve a lower bit irate, 
when a lesser number-of objects are encoded I 6]; Qiu.1'ity 
.scalnbility refers to .. the ability of the coder 10 · selectivdy 
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e~ !,lie quality ofa particulat object in thevideb sequence ~J iuk filled ~ith 
by spending more bits on that particular object. . nie• quality .·. ·: ··•·• . > .' fu.me, Thi:; 

. of the object ciu:i be elihtillcei:I either by lniprovuig iis spaiiai :.b~is.CT!u: 

or~ts}lJd':al2:S~
0

} coiiterit ;calab]e. bit • itieain . in tli~ 1.t~it~;; 
:as·.··•·bj•e,··.~.ecian•··pe.··,•.-10~ •. : .• a ..• ~.~-nn.ed.·•··~ •.• .. ~::·.-·.i·'·deo•·•~. ,Th··• ·•.· .... •a·.; .. ·.o.~.m•· firs.·.· •· .. p-·. i_. •·. ·. ·.·framep>·.•.on.·.m.· .. ·.• ... =t .. •.··.c.so•hniedf .... • ··!·s··•ou.e.el.,e ..... ·.seql.thy:_:eou .•. ·.£f,.e.·.o ..... n·•·m~tta·.·.w.·• .. ·.··.·::·'.·s·n·•o·.•.b·.~.-~.•.·.e edts~.s ..• ·. s p/x!i' 

Ullll..... U<IW<' , . ..,.,, ,~ ·.·•·.·.• ~.·.•.: .. : .... · .. ~'.••.e,'~·.·.· .. = .... ·.th.•.; •. •.· ... •· .• ·.e.· .. n•.:.n .•. ·.·,·•v' .. :._.fMP.·.·•.' .• : .•. ors .. ·.·.·.·.··.·.•.:.·.·.!1"'. ·. ·.•.·tp.··.··e•.•.··•··.: •• ffi·_ff.· •.: .•.• CI.Me·:·.~···ei .. ·.:.n .. ·.·.·tl-.•lf, ~ inu,ifta,n~ mar,()CC.Jlf at re,gul¥, or im1g\llar int~~ .,~....., ':"' •. 

th~e(l~tJ:!l§~i#'.%~ objt9ts c~8'4i ~\~ r;f~ii,~~ enc and put info the bitstreiun. Next. the differenc1:s 
, to themselves-in the current. frame; they are notlimited to between the motion'Compensat~d object and the current cbject 
l . intra fnnu~s: Each frame of the sequence ls composed ofba~k- are:.i::ic;:r en~ .as ~It and TI'ITRA blocks as usuiJ 

ground and foreground obje<;ts: .The shape of the background and •are ,put into tlie bitstream. This step of ensuring that the 
object (the frame with all the. foreground objects removed) is motion vectors of the currently encoded object only point to 
first codod-using !he chb5en shape codin1f.technique (block- its previous inslailtiation is a key step in achieving a scalable 
haied or ij,Ime~based); Tlie background texture'fuforination bit~;· .. 
is lhen encoded as DCr'-encooed intra blocksi Next/ fg/ each :Finally, um:overed background is hand!~. The uncoven.-d 
foreground 'object in•the frame, the shape. and the texture aie background c~eated by ihe m,otion of an object is calculated 
also coded siJllilarly.Aseacb 'obje'ct IS pui irit(i'~ 6i~tream, and,cooep·as a separate object in the bitstream .. To calculate 
it is preceded:by, a header of fixed length wherein the;object . the uncovered backgrot,µ1.d, the object's original (not the rn­
number, objec(type (ruch ~ !Qbje,;t), and ~bjecdiirigih (in consmicted) shape~k.is differenced with its previous shale 
bits) are iecorde<f.After ail of the objects'io the '~frarne mask .. ;t\:).isolate ,~ ; pixels that are in the. current sbap,~ .lllJd 
have been Cl)(!ed'. a recoosttucted fiaiile js,made; t<>mt:Jlnhlg liot l.mihecp~~Olls:sbape.Tbis uncovered baekground shape 
de<Xxled i1Df!ge8 of the badcgio'nnd mid~sll ob_j~,lii'i~ oiie . is; theih:oded q~ly,;using a block-based representation, TI,e 
frame. An average pixe1 value is calculated for w,h:?f the texture values".m,thcsuncovered background image•are DC::T 
three color cbarinels·in the·.reconsttucie~•fuiine' arld.ibe .Lliree eneddMas'JN'l!R:A,blQCks,(malcing theuncoveied background· 
mrages are writun to ihe bitstreaiJL .. . . . . . • .. ·.· .:.· obj~•intra obj¢'s);)This separate tieatment of the• uncoven:d 

Following th:e intnfrariie; each: suliseqiienrfranie of video back;gmuod.{along,.with .the per,object motion contpensatiirn) 
is enCQded as an inteiframe, until the lleXt. it aiiy. intWrame, is what ,makes tbe bitstream scalable for video objects. Tiie 
As wilh . i!itraframes, the shape information· for eacb object is biistreani cailbe played:as created; an object and its 1incovemd 
eocoded first;. N~itt. the block motion vectoti lite ~citlated background. can bnenioved ,to excise the object from . lhe 
for the object with respect to its reconswcfud v~ision:/n tlie playback;' or :an· object Ciln be .extracted to play on it~ own 
previous frame. In . order .to do this, tbe reconsti:uclod object or be. added to· a ·diffotent bitstteam; On the decoding side, the 
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. an .accurate set of.segmentation masks 10 idealize the movini; 
object detection step. The bitstteam for .each object in thes,: 
experiments comprised . the object contour, motion va.'ton, 
and OCT data, as well as coniours and DCT di1ta for ~;1e 
background regions uncovered by the objects as they mov<,. 
Fig. 10 shows ~ exampjepfin experiment in wtrich this 

·. . . coment scalability. capability of. OBVC was applied to send 
· · · data for the backgrl)ond and a moving object to the decod,,:, 

whii{data for anodter moving object was excluded from tile 
bit stream. 

Fig. · 10. _The r.nntent sc;alahilify fl~nt'Jio~~l_i·ty· ·nr _ohj~..ha~ vi.i~. ·c:nm .. 
prcssion ruppt,rts selective encooing' and ~ng of objeds''(a) franie-'of the 
"Hallway" :MPEClvideo test'data,and (b)•lhe·,same frame wJth .. tbe .imagc·of 
(he ·person .on. ~-;le~ -"roo.~~ · ~.--~ · 

scalable OBVC decoder works the same as the nonscafable 
version except that it decodes an·object at a time instead 6f a 
frame at a time .. When dropping objects, the decoder merely 
reids the object header to find out how many. bits long iHs; 
reads that many bits, and ihrows them away: 

Ifforder to achieve quality scalability, we,,define-enhance­
ment objects for those objects whose quality·•we neetLto 
improve. lbese objects; whose loss would not remove the 
object from the scene, just lower ,the quality sof , iw :visual 
appearance or omit audio or other ·data linked to", the object 
· In our coding scheme, the accuracy. of content.scalability 

depends . on how accurately the moving -objection:-detei:tion 
step · segments objects from the background;.· Precise :segttlen­
tation is· important for content scalability·applicafums such as 
multimedia video editing. Automatic ·.moving .object detection 
methods are unlikely to produce accun1te, ·Segm~tatiogs, so 
intemctive segmentation is needed 10 satisfy this, teqUiren:ient 
for content scalability. The 1995 MPEG-4 '.tescs: [6]:p,rovjded 

V. CONCLUSIONS 

In this paper we described a hybrid video coding approa,;h 
that combines the advantages of .both the traditional hlocl:­
based coders and object-based coders. By using an. efticie11t 
shape representation that is well matched to the applicatio11, 

·. the scheme achieves improved coding efficiency and provides 
compressed video with reduced artifacts at very low bit rat,!s. 
The modular nature of. the codec arcbite.:ture enabled us ·:o 
experiment with both OCT and wavelet coding techniq,~es .in 
the residual coding stage. The object-based nature of the cod­
ing technique and the bit stream architecture enable the coder 
to suppon the content scalability by providing methods to :;e­
lectively encode, <!ecode, aµd mai,tip.ulate individuitl ol:ijcct,s in 
tbe compressed b,il s!;rea$. ln addition, $ .e. en:or pro~m1 and 
conceaune~t stra~gies developed epable . robust transmission 
of compressed video with acceptable vi(leo quality in the fa::e 
of. severe . channel dl.lgt'adation~ Graceful error con~rnt 
is 'made J)O:Ssi.ble due t9 the object-orieriied suucturiitg of 
the .6oded hi!_St.r~ sym*. Tllis t~llruque was proposed by 
Texas Instruments. 11s .a candidate for the evolving ISO MPEG0 

4 standard;. The vroposal perforined'iinpressively in the first 
round ~f MPEG-4 tests. When.complete,tlie··1so·wEi:i-4 
standard will provid~ r<>bust video coding algorithms that \\ ill 
enable a host offoture video communications applications. 
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Wavelet-Based Lossless Compression 
of Coronary Angiographic Images 

Adrian Munteanu,* Jan Comelis, Member, IEEE. and Paul Cristea, Senior Member. IEEE 

Abstract- The final di•gnosis in coronary ungiography has 
to be performed on a large set oC original images. Therefore, 
lossless compression sdiemes play a key role In med lea I database 
manai:ement and telediagnosls applications. This paper proposes 
a wavelet-based compression scheme that Is able to operate in the 
lossless mode. The quantization module Implements a new way 
of coding of the wavelet coeffldents that is JJIOl'i! effective than 
the classical zerotree coding. The experlmeatal results obtained 
on a set of 20 angioerams show that lhe algorithm outperforms 
the embedded zerotrtt coder, combined with the integer wavelet 
transform, by 0.38 bpp, !he set partitioning coder by 0.21 bpp. 
and the lossless JPEG coder by 0.71 bpp. The Kheme is a good 
candidate for radiologlcal applications such as lelenidlology and 
picture archiving and communlatlons systems (PACS's). 

lllila Tmas- Coronary anglognphy, lifting scheme, lossless 
compn,ssion, medical image coding. 

I. INTRODUCTION 

TECHNOLOGICAL improvements and significant cos! 
reductions of digital angiographic units have triggered 

an increasing demand for acquiring and handling !he coronary • 
angiograms in a digital fonn. Moreover, various types of X-ray 
digitizers are currently being used lo replace data storage on 
35-mm cine films with digital storage or coronary angiograrns. 
The main advantages of digital data representation consist 
of the simple archiving and manipulation of the images and 
the fa~t image transfer over large networks. Inevitably, the 
compression of digital coronary angiograms is of paramount 
importance: in picture archiving and communications systems 
(PACS's) and teleradiology applications, due to the huge 
amount of patient data (e.g., in a typical sequence of 2500 
images per patient, each image of 512 x 512 pixels, represents 
655 MB (l )). Such applications require both efficient storage 
of images and low-cost data IJ'ansmission through digital 
communication lines. The compression ratios required for 
transmitting 512 x 512 pixels coronary angiographic images 
at 5, 10, and 15 frames per second, using lSDN with channel 
capacities of p x 64 kl>il/s, are illustrated in Fig. I. 

Note that if one considers that for this class of images, the 

standard lossless JPEG provides an average compression ratio 
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Fig. I. Com~ssion ra1io required for transmission _of 512 x 512 pi•d• 
coromvy angiograms using ISDN wirh channel capac1t1es of,, x 6-1 kh1t/s. 

of three (see Table I). more than 54 channels are requirui 
10 achieve a throughput of five frames/s. We conclude th,3t 
applying compression results in improved effici1:nc)', since· it 
reduces both the storage costs aod the image transfer tim,:. 

Various methods, both for lossy rjrreversible) and loi,i~?!­
(reversible) image compressiQll are proposed in the literalUl'e. 
The recent advances in the lossy compression techni11m:s 
include different methods. such. as vec1or quamtization [2}:_ 
wavelet coding [3), (4), and some less widespread approac:h1:s 
fike neural network.~ (5) and fractal coding (6). Although Jhei,e 
methods can achieve high compression ratios (of the (>r<for 
50; I, or more), they do not allow one to recon:;truct ex,a.c1ly 
the original version of the input data. Lossless compre::~ion 
techniques, however, pennil the perfect recomstructio~ ,,f 
the original image, but the achievable compression rnl,• 
are only of the order 2 : I up to 4 : I. Currently. the 1,,s1,y 
coding methods are not accepted for coronary ang1o_gram 
compression (7]. Jn recent years, several methods have bec:n 
proposed for lossless (medical) '.mage co~pres:!!2n, ~:!~~: 
context-based adaptive lossless image codmg ( CALICJ, [8], · 
hierarchical interpolation (HINT) I.9I. t~o-dimensional (:'.-l~. 
multiplicative autore~essive model-based coding (10), and 
~mentation-based image coding [ 11 ]. Although, these co:Je,rs 
~among the most perl'orman1 ones as far as the compre,•::;ion 
ratio is concemed, the lack of a progressive transmi:,,:;ion 
capabiiity makes them unsuitable for radiological applicai:'or,s 
e~panded over large networks. The concept olf pmgre!.,ive 
data transmission is of particular importance in an clectll'onic 
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TABLE I 
AVERAGE COMPRE!iSION RAU, AVERAGE Brr RATE (BPP), ANO DIFFERENCE IN 

AVERAGE 81T RATf. (Bf'P), WITH RESPECT TO ALGORITHM A, OBTAINED IN THE 

Lossu-:ss COMPRES:)ION OF THE Tf:..\1' SET Of CoRON..-.R'( ANGlOGRAMS 

Algorilhm Co1npression Bit Rate Difference 
Ratio (bpp) (bpp) 

. . . --·· -------· -··-·- · ---·-···------- ··--·--
LJPG 3.0608 2.6137 +0.7134 

BTPC 3.6024 2.2207 +0.3204 

EZW&. IWT 3.4933 2.2901 +-0.3898 

SPIHT 3.7880 2. II 19 +0.2116 

Algorithm A 4.1891 1.9003 0.0000 

Algorithm B 4 .2026 1.90)6 +0.003) 

CALIC 4.2072 1.6820 -0.0183 

radiology environment, including applications such as fast 
tr 'Abrowsing through large data sets or telediagnosis [ I 2). 
l. .:s and teleradiology are becoming available over large 
networks and, as distance interactivi1y grows, the available 
network bandwidth has a tendency to collapse. For economical 
data transmission over large networks, it is therefore desirable 
to send progressively the compressed data and to refine the 
images gradually at the destination site, reiaining the option 
of perfect reconstruction. 

Additionally, intelligent image transfer scheduling and extra 
functionalities of the employed compression technique can 
significantly reduce the access time to image data for the end 
users working in a network environment. In !his coniext, the 
JPEG 2000 committee defines a set of profiles for still image 
compression covering typical applications, including medical 
ones (e.g., remote sensing, medical, digital photography, etc.). 
Some of the most prominent requirements I 13) from the 
medical protile are enumerated in the following. 

I) Lossy-to-Lossless Compression: Lossy-to-lossless com­
pression based on a unique compressed bit stream, as 
well as a much better rate-distortion performance at low 
bit rates than the current standard JPEG [14]. These two 
requirements are essential for medical-image handling 
scenarios based on progressive transmission. 

2) Definition of Regions-of-Interest (RO/'s) at the Sender 
Site: Usually, medical images are taken under the as­
sumption of a certain pathology. Therefore, based on 
some contextual knowledge, one can a priori define 
several ROI's which can be refined at !he receiver site 
much faster than their surroundings, resulting in a faster 
data interaction, less network congestion, and better 
image da.tabase access. 

3) Definition of ROJ's by the Receiver: In many cases, at 
an early stage of transmission the end user can indicate 
the ROl's within an image or the particular 2-D slices 
within a 3-D data set on which he would like to carry 
out a detailed analysis. We have recently reported [ 15) 
on a case study of tumor delineation carried out on a 
set of ROl's while the transmission of the 3-D MRI 
data set is going on over a 64 kbit/s ISDN line: while 
for the uncompressed data, the full cransmission would 
have taken around 1.5 h, progressive transmission and 
ROI support allowed to delineace and render the tumor 
in 3-0 in less than 2 min [ 15). 

4) Error Resilience: In some cases, the errors that might 
occur due to transmission can be reduced by coding the 
most important information (e.g., the coarse version of 
the image) with a very robust error correction, while 
weaker error correction methods can be applied in the 
least significant parts of the transmitted bit stream . 
Possible applications are the transmission of medical 
images from a portable medical imaging device in an 
ambulance or from distant areas to a nearby hospital. 

These requirements are not supported by the current JPEG 
standard [14]. Among the possible alternatives for a lossless 
compression scheme with progressive transmission capabili­
ties, the transform-based techniques are the most attractive. 
The wavelet transform can be implemented in compression 
schemes featuring progressive transmission in which one trans­
mits the coarser version of the image first, followed by 
successive transmissions of the refinement details. The paper 
presents a wavelet-based compression method that is able to 
operate in the lossless mode. There is a significant difference 
between this method and the standard wavelet compression 
techniques (3), [4), which cannot reconstruct the lossles,: 
version of the original image because of the roundi.ng to 
integers of the wavelet coefficients. Our alternative is th,: 
use of the lifting scheme [16) to compute an integer wavelet 
representation. Using lifting, it is particularly easy to build 
nonlinear wavelet transforms that map integers to integt,rs and 
which pennit a lossless representation of the image pixels [17], 
I 18]. Moreover, the factorization of the wavelet transform into 
lifting steps reduces the computational complexity by a factor 
of two, as compared with the standard algorithm implementing 
the fast wavelet transform [19). 

The paper is organized as follows. Section II briefly de­
scribes the integer wavelet transform. The quantization module 
described in section IIl implements a new modality for the 
coding of the wavelet coefficients that is more effective 
than the classical zerotree coding [3]. Section IV repo1ts on 
comparative experimental results obtained on 20 coronary 
angiograms with the proposed algorithms and other lossless 
compression schemes. An example is given to illustrate the 
progressive transmission capabilities of the proposed methods 
and a visual comparison to a JPEG block transform s,;heme 
shows the superior performance of our algorithms. 

II. INTEGER WAVELET TRANSFORM 

In most of the cases, the filters used in wavelet transforms 
have floating point coefficients. Since the input images are 
matrices of integer values, the filtered output no longer consists 
of integers and losses will result from rounding. For lossless 
coding it is necessary to make an invertible mapping from an 
integer image input to an integer wavelet representation. The 
solution is given in [18) where it is shown that the integer 
version of every wavelet transform employing finite fihers can 
be built with a finite number of lifting steps. 

The lifting scheme is used in (16) to construct symme:tric 
biorthogonal wavelet transforms starting from interpolating 
Deslauriers-Dubuc scaling functions [20), A family of ( N, N) 
symmetric biorthogonal wavelets is derived, where N is thi: 
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number of vanishing moments of the analysis high•pass tilter 
and N is the number of vanishing moments of the synthesis 
high.pass filter. An instance of this family of transforms is 
the (4,2) interpolating transform. The integer version of ii. 
given in [ 18]. is implemented in the first stage of our coding 
algorithm. In this case, the integer wavelet representation of 
a one dimensional signal A0 (n) having N nonzero samples 
is given by 

Vn: Di+1(u) = A;(2n + l) - [ ~ P• A;(2(n - k)) + l/2] 

0$i<J. O$n<T(;+1 lN, 

-2 $ k $ l 

Vn: A'+1(n) = A'(2n} + [~ ukv•+1('.' - /,;) + 1/21 

IEEE TI<ANSACTIONS ON ~ • ...)ICAL IMAGING, VOL. 18. ~O. ). MARCH 1'199 

fig. 2. Three-level w.ivel~1 represcn1a1ion ( .T :}): ihc !-qu;\rts 
1f: . 1 5 i ~ lG and wi. 1 ~ j 5 -! delimi1 all 1he dc·s,:endant~ Df 0$i<.I, 

0 $ k $ 1 ( l ) the rool codlkicnts in w:i . 

where [x] represents the integer part of x, J is the number 
of sca],is, A'+1 (n) and D'+1(11) denote, respectively, the 
appro><imation and the detail of the original signal calculated 
at the scales (i + 1), 0 $ i < J. 

The coefficients of the filters in (I) are given in (18) 

P-2 = Pl = -1/16, 
i.to = tt1 = 1/4. 

P-1 = Po == 9/16 
(2) 

The extension of (I) to Lhe 2-D case consists of the 
successive application of the one•dimensional (l•D) wavelel 
transform, as described in (21]. This results in the representa· 
tion of any arbiLrary input image f via the set 

(3) 

where AJ is the approximation of f at the coarser resolution 
2-J,and W Xk, WYk, and W XYt, are the details of the image 
in horizontal, vertical, and diagonal orientation, respecLively, 
at the resolutions 2-k, l ~ k $ J. 

Ill. WAVELET COEFFICIENTS CODING 

The coefficient's significance maps, inLroduced by Shapiro 
in (3). are binary maps indicating the positions of the signif­
icant wavelet c.oefficients. It is proven in (3) that the zerotree 
repres<:ntation can efficien1ty encode the significance maps 
by predicting the absence of significant informa1ion across 
scales. The image model used in the zerotree coding (EZW) 

is extremely general and is based on the zerotree hypothesis 
(3). This hypothesis assumes that if a wavelet coefficient w 
at a certain scale is insignificant with respect to a given 
threshold T, i.e., lwl < T , then all the coefficients of the 
same orientation in the same spatial location at finer scales 
are also insignificant with respect to the threshold T. As 
shown in [3), the zcrotree hypothesis is satisfied with a high 
probability. As a consequence, the interband redundancies are 
efficiently exploited by grouping the insignificant coefficients 
in trees growing exponentially across the scales, and by coding 
them wilh zerottee symbols. In contrast to EZW (3 J and set 

panitioning into hierarchical trees (SPIHT) [22], which an~ 
zerotree based coders, the new coding. method presented in 
the following exploits only intraband dependencies. 

Define the tree associated to an arbitrary root coefficient · 
w(i,j) from a band wk E {WXk, WY., WX1'i, I $ 1: ~= 
J}. as the set: 

D(w) = {w(21'i +m, 2Pj +n),O $ p<k, O :S m ,n < 21 ) . 

The wavelet image is partitioned into a lauice of sqllares 
of width v, each square delineating a set of wavelet cm,ffi. 
cients. Consider a parent square w; located in the i.ubband 
W J and select the v 2 trees corresponding to a II the rool 
coefficients w from WJ. It can be proven that the coeffici,:nts 
from u.,e "' D ( w) located in an arbitrary subband w,. I: 
{W Xk, w½, W X\'1-, l $ k ~ .J} are delimited by the 
squares wt with 1 $ i $ 4l-k_ It follows that the total nu,r,ber 
of squares delimiting the selected v 2 trees is 

J 

N ~ 41- k 
:squ.ares = L.,, · 

k= l 

For reasons of simplicity, we depict in Fig. 2 the particular 
case of .J = 3 where 1vi, 1 $ i $ 16 and ~ , 1 :$ j S 4 
delimit all the descendants of the rool coefficients in l.ll3, 

Choose an arbitrary square w{ localed in a subban~ Wk E 
{WX,,WY, , WXY. , l :S k 5 J} and associate with ii the 
logarithmic threshold T{ defined as 

(4) 

where w,.,., is the ma:,.imum absolute value of lhe waivelel 
coefficients delimited by iv( 

The value T~ indicates that all the coefficients in "'•· ari nol 
significant with respect to the whole set of thre,holdi, 21' , for 
any T satisfying Tj < T 

Vw inside wt 

(5) 
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; 

"'••· 
Tf+1 

Fig. 3. All the descendams from wf+i E ll'H, in tho finer ,ublrand ir. 

arit located i11 1he squares w~(i): 1he ~ssocia1etf logarirhmic thresholds are 

T/~ , for 1he set of ooefncicn1s included in u{+1. 11:spc.!(,'tively. rt'J for the 

coi , ..ending descendalllS loc.·ued in u{( d . 

Also, the definition (4) of Tl indicates that at least one 
coefficient from wi is significant with respect to 2r: 

w,.= = 2'og2 tv,,. •• ?_ z[!og2 wrnax) = 2T; . (6) 

We deduce from (5) that the T~ representation can be used 
to code the significance of all the coefficients delimited by wi, 
with respect to the set of thresholds 2T, (T{ < T). For a typical 
nine-bits-per-pixel wavelet image (including one bit per pixel 
for the sign), the range of the Ti values is [0.7], therefore one 
can use three bits to represent them. Hence, the total number 
of bits used to code the significance of the coefficients from 
the considered v2 trees is 

J 

N - 3 " - 3 '"' 4(J-k) - 4J 1 - • J.~:;qu&te5 - • L-, - - · (7) 

k= l 

"'P. conclude from (6) that significant coefficients are ex-
1L ...cl in lhe square wi, for thresholds lower than 2r; .. The 
significance of the coefficients from wL with respect to the 
thresholds 2T, 0 ::; T ~ Tj, is detennined by applying 
successive approximation quantization (SAQ). 

Assuming, as in the case of the zerorree-like coder.; 13). 
(2.21, that the wavelet coefficients satisfy the zerotree hypoth­
e!,is, it is shown hereafier that our proposed coding method 
outperfonns the chissical zerorree coding. when used in the 
lo-ssless mode. 

To rnuke a comparison with the zerolree coding scheme, we 
h.1Ve to detennine the number of zerotree symbols used to code 
tlte significance of nhe coefficients from the same set of trees. 

Select an arbitrary square wt+i from the subband Wk+> 

and denme by u,~(;) the -squares delimiting the corresponding 
descendants in the finer subband Wk (see Fig. 3). If TJ,+ 1 

n:spectively r;<n are the associated logarithmic thresholds, 
from 1heir definitic,ns we write 

Tf+1 = [log2(1111+ilm-xl, ½(i) = {log2(tr1~(i\11ax] 

where (wi+1) ... , = ,;1axwE,v; lwl and (wt))mox ... 
maxwEw;•;i lwl are the maximum absolute values of the 

wavelet coefficients in the squares u{-tl, respectively w;U>. 

From (5) and (6) we write 

2T~·+i $(tvk+dmax<2T[.+i+l, 

2rt•> ~ (w~(i))max < 2T:'''+I. 

(B) 

(9) 

The zerotree hypothesis, which we assume to be valid, states 
that if the parent coefficients in tv1+i are nol significant with 
respecl to 27.'.+i +1• then all the corresponding descendanls in 
the finer subbands are also nor significant. Therefore 

Vwin~irlcm~(il, lw1S{w~(•J)max<2r; .. +i ( !0) 

From (9) and (10) we deducer;:<'' <Tl+i + 1 whi(:h is 

equivalent to 7t<•l S Ti+i. This shows that the Tf. values are 
increasing with k 

7t<•)~Ti+t• \fk,1Sk<J, Vi,1Si~4J-k-l _ (111 

If we apply the thresholds 2T with rt' < T ~ Ii+i. 

the coefficients delimited by w~(i) and all the dcscendlanu 
from the finer subbands are not significant. This can be 
shown by choosing an arbitrary descendant coefficient with 
value 111 belonging to WP n D(w1+il,P < k and having the 
associated logarithmic threshold T,,. From (5) and ( 11) we 
can write lw] < 2r,+1 S 2r;t;l+r ~ 2T which proves the 

nonsignificance of w with respect to 2r (1','.:(;J < T S TI+1). 
The result is that the significance of the coefficients in 

w~<•> and the significance of their descendants in Wp,P < k 
is coded with zerotree symbols for all the thresholds zr with 
i;;<•J < T ~ TI+i · Hence, for all the squares w:(•l, with 
I ~ c(i) ~ 4J- k , the number of zerotree symbols is (see 
Fig. 3) 

The number of zerotree symbols used to code the si1;nif­
icance wi1h respect to the thresholds 2T, T1 < T =:; 7 of the 
roots from w1 and of all the corresponding descendants is 
,,z · (7 - T;). 

The total number of zerotree symbols needed to code the 
signi ticance of 1he selected v 2 trees amounts to 

NzTR = v2 
· [ (7 - TJ) 

+ I: 4£ !Tt+ i _ rt>)] not~ion v2 . A. 
k~l c(,)~l 

(12) 

The proposed coding scheme is more efficient than the 
zerotree coding if N [given by (7)] is smaller than the number 
of bits needed to code the zerotree symbols (two bits for ,:act . 
symbol) 
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This inequality is satisfied for 

2J 
V,:'. ✓2-A· (14) 

Relation (14) specifies a theoretical bound for which the 
coding of the significance map through the Tl representation 
has the same efficiency as the zerotree coding. 

Assume a practical case in which the width of the squares 
is v ,= 4 and consider a wavelet decomposition with .J = G 
of a 512 x 512 pixels input image. If equality is considered 
in (14) we get A = 128. 

The number of wavelet coefficients contained in one lree 
having the root in an arbitrary square w6 E W6 is 

G L 4(J-k) ,: 13G5. 

k ~ l 

From the above eiample we conclude that our method 
and EZW have equal efficiency if the signi licance of these 
1365 coefficients is coded with only J 28 zerotree symbols 
(equivalent to 0.19 bits per coefficient). In practical situations 
the value; of A is much higher, which explains the gain attained 
with this method. even for small values of 11 (typically v = 2 
or v = 4). 

We could incorrectly conclude from (13) that the efficiency 
of our method increases when a large value of v is chosen. 
Huwi,ver, th~r" is another (i11Luilive) ~onstrnim 1ha1 imposes 
small values of 11, which is illustrated in the following e~ample. 

Suppose we have an e~treme case where only one coefficient 
from the square wi is significant with respect to 2T, (and not 
significant with respect to 2r, +l) and all the other 112 - 1 
coefficients are significant with respect to 2T, (and not signifi• 
cant with respect to 2T,+l ), with T1 > T2• The significance 
of the t·2 - 1 coefficients with respect to the thresholds 
2r, T2 < T <; Tt has 10 be coded with ( v2 - 1) · (T1 - T2) bits. 
Let us now split the square wt into four squares of half width 
wf:, 1 :;; j ::;; 4 and associate to each of them the logarithmic 
thresholds T{ A number of 3 • (v/2)2 coefficients delimited 
by three squares wl have the Tl value ·equal to T2, while 
the other (-v/2)2 coefficients have the associated logarithmic 
threshold equal to T1 . It follows that only for the last ones we 
do need to code the significance with respect to the thresholds 
2T, T2 < T '., T 1. Halving the width of wt brings a gain of 
(3v2 / 4) · (T1 -T2)-9 bits. The last term comes from the nine 

addidonal bits used to code the three additional Tf values. 
We cc,nclude from the above example that for high values 

of v the, influence in a certain square wt of the isolated 
coefficients with high values increases the overhead needed 
for the significance coding of the coefficients with small 
values. it is the case of the wt regions located around edges 
characterized by wavelet coefficients of high values. increasing 
the width 11 causes more overhead information to be used for 
the significance coding of the coefficients with small values, 
corr,espondiug lo the smooth areas in the image. 

Taking into account the constraints regarding the value of 
the square's wid1h. we choose v = 4 for the experiments 
repc,rted in Section IV. 
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fig. 4. {:1) Three-level wavelet representation and the sC3nning ordm of ttle 
subbands symbolized by arrows. Nole that the scanning starts with th:: lowe:>t 
frequency !>and A, and enrls with the highes< frequency band WXY, (b) In 
any subband 1.Y k the corresponding squares wk arc scanned In 1:11Stc1 order. 
For any sc.inned u{ the corresponding coefficient~ are alro 1;.cam1ed iu rasu:r 
order. 

A. Coding Scheme A 

A coiling scheme that implements the previously de5i:ribed 
significance representation is explained in the followin~:. TI1e 
wavelet image is partitioned into a lattice of square., of width 
v = 4 and for each square, the associated logarithmic lhresb· 
olds are determined according to (4). The maximum T°'= of 
the determined Tl,, values is recorded as side informat'cor, 10 

inform the decoder about the starting threshold zTm ... 

The wavelet image is scanned, starting with Lile lowe;t 
frequency subband AJ and ending with the highest rrequency 
subband W XY1 [see Fig. 4 (a)]. In each subband W, 11-,e 
corresponding set of squares w~ are scanned in raster order. 
For any scanned square wi, the corresponding coeflicie11ts are 
scanned also in raster order, as shown in Fig. 4(b). 

During encoding SAQ is applied. This consists of the use of 
a set of thresholds 2T which are sequentially applied, srartir,g 
with T = Tmax and ending with T = 0. No coding is 
performed for all the wavelet coefficients w belonging lo 1.1{ 
if T.> Tr Conversely, for each T $ Tt, the si.gnifican1:e win 
respect to 2r of all the coefficients w belonging to w:l is 
recorded into a significance list, list I. 

If a certain coefficient is declared as significai,t with respe;t 
to 2T, we record its sign into a second list (sign Ji~t), lisl2. 

The quantization module is followed by ruithmeti,: data 
compression. Each threshold T'f, is recorded as a rn2,1rix 
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element having a position wi1hin the matrix corresponding 
to the spatial location of the associated square wi in the 
wavelet image. The matril\ is scanned in raster order and the 
resulting stream of symbols is entropy coded with a high-order 
arithmetic coder. 

The list of significance (list I) is also entropy coded by using 
the arithmetic coder described in [23) and a classical adaptive 
zero-order model (23]. There is no need to code the sign list 
(list2), since them is almost no gain in the compression ratio. 

We observe that the most important coefficients (having a 
higher Ti,) are coded before the least important ones (having a 
small TD. Therefore, the rt representation allows an ordering 
of the coefficients, starting from the ones of high values and 
ending with the ones of low values. This enables the coder to 
transmit progressively the data, which is gradually refined a1 
rhe decoder site, until perfect reconstruction is achieved. 

It is also imeresting to observe the spatial extension of 
the u-based lattice partitioning of the wavelet image. In the 
particular case of Fig. 2, we notice [hat the selected v2 trees 
corresponding 10 all the root coefficients w from w3 are related 
to a square region of 8v x 8v pixels located in the spatial 
domain. These trees contain all the wavelet coefficients located 
in the subbands W X l'k, 1 S k '.,'. 3 that correspond to this 
region. More generally, due to the dyadic nature of the wavelet 
transform, for a wavelet decomposition with J levels the 112 

trees corresponding to all the root coefficients w from a square 
WJ e WXYJ are related to a square region of 2Jv x 2Jv 

pixels located in the spatial domain. Similarly, one can identify 
the squares selecting the wavelet coeflicien1s corresponding 
to this spatial domain region and located in the subbands 
WXk,WYk,l ~; k '.:'; J and A;. 

The correspondence between a certain spatial region and a 
set of squares delimiting wavelet coefficienLS in the wavele1 
domain can be used if one is interested in coding several ROl's 

, ·- the image. Suppose I.hat we require that a certain rectangular 
.-01 is coded before coding the background infonnation. 
The squares from the lattice that correspond to the ROI are 
detennined and marked. and the coefficients belonging to these 
squares are coded first Similarly, the coding process continues 
with the coding ofall the other RO!' s, and ends with the coding 
of the remaining wavelet coefficients (included in the squares 
which are not marked and which actually correspond to the 
background information). This coding process is very useful 
when several predefined diagnosis-based ROl's are delineated, 
coded, and transmiued before sending the background infor­
mation, resulting in the advantages mentioned in Section I. 

The algorithm described above is identified as Algorithm A 
in the experiments reported in Section IV. 

B. Coding Scheme B 

Another scheme implementing the previously described 
approach for the coefficient's significance coding can be 
derived if we impose that the square's width 11 is one. The 
algorithm described in the following is related to Algorithm 
A, and it gives an interesting insight concerning the achievable 
compression re.~ults for a minimal value of v. Although in this 
case we cannot claim that the proposed algorithm is more 

3.8 ,---------------~~ 

3.3 

2.8 

iii 18 

--BTPC 

13 
--SPIHT 
-11-ALGA 

---6--CALC 

12 •• 567891l1t11014'6fi171l'920 

Image number 

Fig. 5. Bit ra1es achieved in the lossless compression of 20 coronary 
•ngiogram, wilh various algorithms. Note thal Algorithm A and C:ALIC 
provide the beSI pcrfonnances for 1he whole stl of images. 

Fig. 6. Coronary angiogram. 512 x 512 pixel$, 8 bpp: lhe area of steno,;is 
is. indicated by lhe white rectangle. 

efficient than the zerotree coding ((14) might not be satisfied), 
good perfonnances are expected in lossless coding du,: to the 
nature of the wavelet transform. ' 

if v = 1, the logarithmic thresholds T~ are coding the 
significance of each wavelet coefficient apart. In this case, Tt 
indicates that the corresponding coefficient is not significant 
with respect to 2T, Ti < T :=-; 7 and significant with respect 
to 2r; if it has a nonzero value. It results that the m"s1 
significant (8-TD bits (excluding the sign bit) from the binary 
representalion of any wavelet coefficient are represented with 
three bits (since 'v'11, 0 ~ rt :=-; 7), therefore, a gain of (5-11) 
bits is feasible. 

Note that the values 0, 1 and - I are identified by t.he same 
value T{ = 0, thus, a distinction bet.ween them has to be 
made using separate information. 

An intuitive explanation of the efficiency of such signif­
icance representation is given by the observation 11hat the 
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(a) (b) (c) 

(d) (e) (f) 

Fog. 7. .11lustn1tioo of diffctenl significance map> obcained by the lhn:sholding with (a) 64. (b) 32, (c) 16, (d) 8, (e) 4. and (f) 2 of the image< obtained b;, 1he 
two•level wavt:let decomposition of the angi<>@rJm in Fig. 6. The black and while pixels correspond to the nonsignificant and significant coefficients, re~pecti1,,ely. 

majority of the wavelet coefficients have small values. We 
deduce that a gain is feasible if a high number of wavelet 
coefficients satisfy T: S 5. 

Denote by PT the probability of an arbitrary coefficient w 
to be significant with respect to zr and nonsignificant with 
respect to 2T+l where l :5 T S 7 

(15) 

Also, denote by Po the probability of an arbitrary coefficient 
w to satisfy lwl < 2 (i.e., lwl E {O, .I}). 

If the total number of the wavelet coefficients is N, then the 
number of the coefficients that satisfy 2T :5 lwl < 2r+1, (1 :S 
T S 7) is Nr = PT • N and the number of 0, ± l values is 

No= Po· N. 
As was previously explained, the gain obtained for each 

coefficient wilh an associated logarithmic threshold T is 
( 5 - T) bits, therefore the total gain is 

7 

G = I: [(5 - T) ·PT· N]. 
T~O 

However, separate information makes the distinction be­
tween the values O and ± 1, for which we need Po• N bits. It 

follows that the gain achieved by using this representation of 
the coefficienl's significance i~ 

7 

G = L [(5 - T) · pr · NJ - Po · N. . (16) 
. TcO 

The gain has a positive value if 

Although the argumentation is empirical, in genera I 

p(2T S l1111<2T+I) 2:11(2T+1 ~ lwl<2r+1 ) ( 18) 

which means that in a wavelet image the values lwl ha,-e a 
higher probability of occurrence than the higher value~ 2 · lw I· 

From (15) and (18) we write PT 2: PT+!, which implies 
that (17) is satisfied. 

The coding scheme implementing U1is method is broadl11 the 
same as the Algorithm A. The difference consists in the ,;ide 
information used to make the distinction between th<: values 
0, and ± I. We identify this method as Algorithm B in the 
section reporting the experimental re.~ull~-

IV. EXPERIMENTAL RESULTS 

We evaluate the lossless compression performances obtamed 
with the proposed algorithms on a set of 20 digitized cormary 
angiograms and we compare them with the results •>btaincd 
with other lossless compression techniques such as CALIC 
[8], binary tree predictive coding (BTPC) [24), lossless .IF>EG 
(LJPG) [ 14], [25], the EZW coder (3] combined with the inte­
ger wavelet transform (EZW & !WT). and the set partitioning 
into hierarchical trees coder (SPIHT) (22]. 

11 is important to mention that in contrast to our proposed 
techniques operating in the wavelet domain, b(lth BTPC and 
CALIC are predictive coders operating in the spatial do111ain. 
BTPC uses a noncausal shape-adaptive predictor to de,:oinpose 
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Fig. 8. Logarithmic thresholds i111Ages corre,;ponding 10 the angiogram in Fig. 6 for (al Algorithm A ( ,. = 4 ), and (b) Algorithm B (" e= I). Tht color.; 
,;ljsplayed in the colorbaD correspond to the seven p<>s!iiblc Yalues of the lO!iliithmic thrc!iholds. 

JPEG,CRa5l JPEG, CR-25 

Algorithm A, CR•51 Algorithm A, CRa25 

JPEG, CR-10 

Algorithm A, CR-10 

Zoomed ma of lhe coronary 
stenosis 

Fig. 9 . The image of Fig. 6 is compressed at St : I, 2.5: I and IO: I with JPEG, and Algorithm A. The zoomed orea of the coronary stenoois indicatod b:,, 
1hc whne rec1ang*e ira Fig. 6 ii refined pro£res.sively up to 1he losslc.ss verSion dcpic1ed on 1he right, 

an image into a binary tree of prediction errors and zero blocks. 
BTPC is designed to perfonn both lossless a11d lossy s1ill­
image compression and is very effecrive for compression of 
photographs, graphics. and compound images containing both 
text and continuous-tone images. The best lossless compres• 
sion performances reported in the literature for continuous­
tone images are mostly obtained with CALIC. This technique 
is a context-based, adaptive, predictive coder designed for 
the lossless/nearly lossless compression of continuous-tone 
images. CALIC uses a large number of modeling contexts 
to condition a nonlinear predictor and makes it adaptive to 
varying source statistics. Efticient techniques for forming and 

quantizing modeling contexts assure the low time and space 
complexities of CALIC. 

In the chart in Fig. 5 we plot the bit rates achieved with 
the rested algorithms applied on the individual images .. Note 
that the curves corresponding to Algorithm A and CALIC are 
below the curves corresponding to the orher algorirhms for all 
the images from the test set. 

Note also from Table I that, on average, Algorithm A 
outperforms with 0.21 bpp the SPIHTcoder, with 0.32 bpp the 
BTPC coder, with 0.38 bpp the EZW & IWT coder. and with 
0. 71 bpp the LJPG. Algorithm B has the same performane<!S a:; 
Algorithm A (the difference between them is only 0.003 bpp). 



280 

Also, the difference between the average bit rate achieved with 
Algorithm A and CALIC is only 0.Dl8 bpp. Additionally, it is 
important to remark that although CALIC provides a slightly 
better compression performance for the tested set of images, 
it cannot be used for progressive image transmission. 

Notice that the results reported in Table I are obtained 
for two values of v: the value v = 4 is the size of the 
square lattice used in Algorithm A, while the extreme case 
v = 1 is used in Algorithm B. The average lossless-coding 
results do not critically depend on the value of v. We have 
experimentally observed, however, that for this class of images 
and for values of v higher or equal to 16, the efficiency of 
Algorithm A decreases. The explanation is offered in Section 
III, where we show that for high values of v the coding of the 
coefficients with high values increases the overhead needed for 
the significance coding of the coefficients with small values. 

To give an intuitive interpretation of how the significance 
information is conveyed and to show how SAQ operates. we 
illustrate in Fig. 7 several significance maps corresponding to 
the image shown in Fig. 6. For a wavelet decomposition of 
this image on two levels, we find that the highest threshold 
applied by SAQ is 2rrn .. = G4. The significance map corre­
sponding Jo this threshold is shown in Fig. 7(a). The white 
and the black pixels indicate the positions of the significant 
and nonsignificant coefficients respectively. As expected, the 
number of significant coefficients increases as the value of 
the applied threshold is lower, as we notice in Fig. 7(b)-(f), 
where the significance maps corresponding to the thresholds 
32, 16, 8, 4, and 2, respectively, are shown. As explained in 
Section III A, at each applied threshold zr the significance of 
the coefficients within a given square wl, is encoded if T is 
lower or equal to the corresponding logarithmic threshold T( 
The matrix of logarithmic thresholds is depicted in Fig. 8(a). 
The seven colors used to draw this image correspond to the 
seven possible values of the applied thresholds 2T, 0 ::; T ::; 6 
and are shown in the color bar in Fig. 8(a). The significance 
information for the coefficients delimited by the squares with 
the highest associated logarithmic threshold (T max = 6) is 
coded first; these squares are indicated with a dark-brown 
color in Fig. 8(a). For the lower threshold of value 32, the 
significance of the wavelet coefficients within the squares with 
an associated logarithmic threshold of five is coded; these 
squares are yellow-brown colored in Fig. B(a). Similarly, the 
coding process continues for the all lower applied thresholds 
until the significance information is fully encoded, i.e., up 
to the lossless stage. For Algorithm B the coding process is 
similar, but in this case the matrix of logarithmic thresholds 
[shown in Fig. B(b)) operates at pix.el level (v = 1). 

We not.e that the use of the logarithmic thresholds allows 
the encoder to order the significant coefficients in their relative 
order of importance and to encode the coefficients with higher 
values first. If at· a certain point in the coding process the 
target bit rate is met, then the coding is simply stopped and 
the image is decoded. This property was used to produce, with 
Algorithm A, the images shown in Fig. 9. 

In this figure, the progressive refinement of a zoomed area 
from a coronary stenosis is shown comparatively, both for 
Algorithm A and for the standard JPEG [14]. Although the 
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progressive transmission scheme implemented in Algorithm 
A is not optimal in the rate distortion sense (our purpose is 
to demonstrate the progressive transmission capabilities), we 
note that our technique preserves a better visual quality at 
high compression ratios, while typical blocking artefacts are 
present in JPEG compression. 

The CPU times spent on a 143-MHz UI.:fRA-SPARC 
computer to encode/decode a 512 x 512 8 bpp coronary 
angiogram with Algorithm A are approximately 0.8 and 0 .85 s, 
respectively. For Algorithm B these times increase up to 
approximately 1.2 s for encoding and 1.3 s for decoding 
of the same image. Since the programs implementing these 
algorithms are not optimized for speed, thesf, figures are 
just an indication of the achievable speed on usual computt:r 
architecture. 

V. CONCLUSIONS 

Radiological applications such as PACS and teleradiology 
are expanding over large networks, requiring an efficient 
lossless compression scheme with progressive tran~mis,ion 
capabilities. 

Considering the reported results (lossless compression ra­
tio's equal to the state of the art CALIC technique) and the low 
complexity of the algorithms, we conclude that the proposed 
compression schemes are good candidates for radiological 
applications for archiving, for economical image transfer ,;>v,er 
limited bandwidth channels, and for fast interacti,:>n with 
coarser versions of the image data. It is th,e progre~si ve 
transmission capability of the algorithms that makes them 
attractive for compression schemes in which a subset or all 
the received images have to be gradually refined up to the 
lossless version of the input data. 
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Signal Analysis and Compression Performance 
Evaluation of Pathological Microscopic Images 

Akira Okumura,* Junji Suzuki, Membe,; IEEE, lsao Furukawa, Sadayasu Ono, Member, IEEE, and Tsukasa Ashihara 

Abslruct-DigltiYJng hl&h-quali1y mlcroscork images and de­
veloping input/output technology for displaying those results Is 
criti<:al 10 telepathology In which palhologlcal microscopic Images 
an: tnmsrerred 10 remol• locations where they are diagnosed by 
6pecialls!•· 'Ibis paper will discuss the results achieved by directly 
digitizing (nonfilin process) pathological mlcroscoplc Images al a 
!k x 2k resolution, 11nd then using a super-high-definition Imag­
ing sys1en1 to aruilyu their si,:nals and evaluate compression 
oerfonmmce. We ,.;11 start off by digitizing samples that a pathol• 

( isl "'ill ac~ually use In making a dillgnos!s, and then _a~alyze 
mcir color distrihullon and spatial fr«1uencres ch11racteris11cs hy 
comparing them to general lmag•s. This will m1tke ii apparenl 
that such pathological images cha111cteristlcally contain high 
spaliHI rn:qu1:ncy in their chrominance components. We will also 
disross the t:valuallon results of eolor differences for L • 11 • b • space 
und ~x,mpression ralins 1tchieved when using JPEG to encode 
pathological images. Wt: will also presenl ,a suhjccth·e evaluation 
of the influence subsampling of chrominance components hw; on 
image quulity. 

/11dex Terms-- JPEG compression, pathological microscopic 
lma,ges, Super,hlgh-delinilio~ fSHOJ Images, tclcpathology. 

I. INTRODU(110N 

S uper-high-delinition (SHDI i11Utges Il l have a spa1ial 
resolution of 2000 x 2000 pixels or more and a temporal 

resolution of 60 frames/s or more (progressive scanning). 
They are particularly suiled to lields where high image qual­
ity is in demand, such as medical imaging and priming. 

mongsL the various applications for SHD images, their use 
•, as medical images ha~ been attracting auention in recent 

years due to the major societal impact of medical images 
in 1hc areas of diagnosis, observa1ion, and the educalion of 
doctors j2). Medical information consists of charls containing 
text, one-dimensional da1a including waveforms, audio, and 
two-dimensional (2-D) and three-dimensional (3-DJ images. 
Re,;earch currently unJerway is digitizing all such medical in­
formatirn1 in order lo unify managernen1 of patient infonnation. 
speed-up information searches, prevent loss or de1eriora1ion. 
and improve <liagnos1ic performance 1-\I. The ultimate !!nal 
or the digitizati<ln of medical i111<1rnmtio11 is 10 create " 
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filmlesslpnperless system, maki11g it possible to quickly obtain 
the necessary patient information, including images, anylime 
and anywhere. 

There is presently a wide rnnge of medical images used for 
making diagnoses. Simple chest X rays (monochrome) and 
pathological microscopic images (color) require the highest 
levels of quality among all others. Simple chest X rays must 
precisely reproduce images of the lungs and different regions 
of 1he hody consisting of diverse structures such as organs or 
hones, while pathological microscopic images must faithfully 
reproduce ac various magnifications images including minute 
siructures and subtle changes in cellular texture. Those are 
the respective reasons why the said images muse be of high 
quali1y. The transferring of medical inforn1ation including X 
rnys and pathological microscopic images over communica1ion 
lines in order 10 make diagnosis are called teleradi,Jlogy 
and telepathology, respec1ively. Various systems for both 
are under investigation [2], (4). In addition to high-speed 
digital S)'slems and wideband communications systems, it 
is imperative thal we develop inpui/ou1pul systems that can 
faithfully reproduce image informalion which demands high 
fidelity. This will make il possible lo advance the medical 
system and make ii more efficient through the digitization of 
all medical information. 

In this paper we will discuss 1he assembly of a systern that 
can faithfully input (digitize) and display pathological micro­
scopic images, and then pr'!~.cnt the resulting signal analysis 
and compression performance of the image thereby obtained. 
The estimated resolution required for the general display of 
pa1hological microscopic images is between approximately 
4--6 million pixels [5]. At present, the SHD image system we 
men1ioned above is capable of displaying such· 'a high pi"el 
resolution. Compression must be applied to efficiently transfer, 
and store SHD images. A single SHD image is JOO Mb. 
When these are used to crea1e moving images ar 60 frames/s, 
we get a datn stream amounting to 6 Gb/s. A number of 
compression standards have been developed, including JPEG 
and MPEG I and 2. Tests have been underway for some time 
on the aprlication of 1hese and other compression methods 
10 medic"I images 16)- (9]. However, litcle allention has been 
paid co 1heir application 10 pathological microscopic images. 

In Section -II , we will discuss 1he assembly of an 'image 
inpu1/outpu1 system 1ha1 centers on a charge-coupled device 
(CCD) camern for digitizing pathological microscopic images. 
In preparation of an invesligation into the compression of 
pathological microscopic images, Seclion Ill will present !ht: 
analysis results of color dis1ribution and spatial frcquc:ncy 
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Fig. I. Image digilizint sy.iem from pathological microscope. 

characteristics lo ~lucidale 1he dilTerenccs between general 

images· (including portraits and landscapes) and palhologi.:al 

microscopic images. In Section IV, we will present the JPEG 

compressiCJn results on pmholugit.:ill mit.:10~<.:opic.: images as 

well as the results of our evaluation of color differences 

that arise due to subsampling of chrominance components. 

Finally, in Section V, we will present our s ubjective evaluatio n 

of the effect of s ubsampling of chrnminance components on 

pathological microscopic images. 

JI. IMAGE INPUT/OUTPUT 

A. Sy.item Co11fig11ralion 

Fig. I shows the super-high-definition input/ou1pu1 system 

for pathological mic roscopic images. TI1is system is composed 

of an input system centering on a microscope for medica l use 

and CCO area sensor-equipped digital camera and an output 

system centering on SHD image frame memory and a mo nitor 

[JO]. Table I shows the principle data for lhe pathological 

image input/output system. A minutely adjustable camera 

mount unit has been placed between the microscope and CCD 

digitnl eamera so 1hat the focus of the microscope image 

will fit on the CCD surface. 11lis means that a pathologi,t 

can digitally capture the sample he is observing under the 

microscope simply by using the compuler's mouse. The CCD 

digital ramera can input resolutions of 2048 x 2048 and pixel 

depths of 14 b/pixel. In order to display 1he image on the SHD 

m011itor, gamma correction is performed on the 14-b/pi,el 

data, ccinverting it to 8 b/pi xel. The time required to transfer 

data o n this system is about 30 s when capturing pathological 

microsc·opic images to the system control computer and about 

60 , when loading data from the system control computer to 

the SHD frame me mory. 

B. lll111x1·., Uw•d Jar F:m/1111tio11., 

TI1c ,mnµles we used to create images for making cval-

11,11iu11s were prc p:imtions of patholugical samples crca1c<l 
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TABLE I 
f>Rll"'(1rA1. DATA f{Mt lHE PATil(II.OGl(AI. IMA(:F, INrUT/()PT,..ll't SvnF.M 

ca~ran'ltlllrll 

SIID111oui101 

A XIIUhtude by ( 14)n-.pr..Opinl ~ prin11on l 1d . . "Tulc~1,J11,,111. 

l(J)( OC\!IN'k-rtund lX. 4X. IOX. iox. 40 :< . and IOOX ,ibp:ti,,e 

""' Lr•r Dlahal l:1mtt!r• 1made by S.Ci1e~ Corporuinn I.id • f-k1, Ii. II 

ls,Ael,. Cncikt.l CCD. 2.°'8X 2.(14111 pixtl reJ('I~ 1li\W1. RCin ::rqu~llli< I 

111£1111. 14,bil colOJ. Ca,,t•inc ~pccd:Abaut JO sr.concWiu\1a-_. __ _ 

FC"<US ~~~lCfll nn,. ront.inoou~f ld~M>k ~.-ic:hin t: 1 ""'' 

lm-..dr ~ Nl,-. ToA:to Japan I 

M•<'lnlm,h 1100/NQ ln"'6=: by A1'1'lc-C:nit1pirkr Inc-., C~J1fll'r1i~ 

\,.l.S.AI. lo1~int ~P«1.J : Abuutf,fl !ie\:1,nds/im11.~ 

Surtr ttM-lllfml!Jrh)"NTI·. tf\k)<•hJ'l•n}, 

? .O~fl)Cl.(\.&8 pi•tl,. lt.t.1RGB cobf l6 miJlic111colrus1. 

60 frnnxJl\et ~,rn1•t: scanning. total of 2.~ (mno 

l>Ul\l , 2S02C2 fmede br SONY Cf'lfpc'Yl'ali(IO. l nk YO J:\1.an1. 

~!l'.•irtell CRT. W41J X 21.\,Ut \,Mui runlu1i~. 

/\,b,i11n1m b(i~hlllcJ,; /\fort 1ha11 RO c-..11111? 

TABLE II 
St1rF.R· f l1Cm·OF.Flt-:ITt0N IMAGF. S~MPLE:; 

~I I t ldltc'yc-afK"<T(~n,irtWt,· lfJ.IJ 

M~ ~1tW> tal'IC"N ln~rliftfd. b)' ~ , 
MJ Ulirrtl\ cane« f1ua1nific-d ~~ -4410) 
~"1 Ultrir. oncCt" r1na,nifl"1:! hy 11w,, 

GI "'ill lift lfnNL .. and \·qc-ta'llcJ► 

G2 pcnniit •Mh cokw cNln 

GJ pmr.1i1 
(i<I l:J11(h,r.ar,c (U fti('/i• 1 
{i., -.till lit"~· trmhN h:1,1':('I) ri.i\ tmm..-hbl f1'K'tlllWH1\11 t111,p1ilit"(I hy 10111 

Ml• ,t,l11r,~• 01111<.1."r hri:1i:,1tilirll hr IOI\) 

t.17 t"ftl.::rJ."t•ncnl i>f r"f\l'otAIC 1n,a~uifioJ .. y ll( >, 
(i6 stilllifccwine h:,,1\r .1mJ1 ,"'c,,1,'C') 

(;7 ~1ill llk Cbk,ck- wNh l~>l1, '-N.~L __ 

by the Department uf Potbolugy al lhe Kyoto Prefoctu,al 

University of Medicine. Kyoto, Japan. Fig. 2(a) sh,,w:•: seven 

palhological microscopic imogcs (images MI ~MT1 d ig iti1zed 

by the input system discussed a bove. Table II s hows the 

content and magnification of each sample. most o f which 

contain typical cancer cells. Actual diagnosis o f p.clho>log.ical 

samples using a microscope are conducted by fir,t 111<ing a 

low level of magnification to locate the area th.ii need; to 

be observed. and then raising the magnification ur11il the 

desired image is obtained. Consequently. as shown in Ta bl1! II, 

a change from low magnification to higher nrng nifacation., 

(40. 100. 200, and 400 power) is required when inputtini, 

pathological images. 

111 order to analyze signals and evaluate compres:•rnn on 

pathological microscopic images in the following tests, we al ,o 

used seve n general images (images G I--G7) including pcirtra t, 

and landscapes as a comparison. Fig. 2(b) shows these .~ev,:n 

general images. The content of these general imaites 1s al '° 

shown in Table II. These general images are digiliu-ct from 

film-based photographs. and used for image-quali ly f,:sts of 

color printers. CRT monitors, image-coding alg<'rithrns. and 
several kinds of image processing or,crations. lma,:;es O I 
and G2 are super-high-definition test images ci-eate<l 111 N1T 

Laboratory, [ 11 }. Images G'.LG7 are high-<lelinitinn sr.111dard 

color image data (SCIO) images used in printini, [ l '.!J. ,I.II 

imoges used in our tesls have 2048 x 2048 pixels ,I nd '.!<I 

b/pixel (8 b for each RGB color). 

Ill. PROPERTIES OF PATHOLOGICAL MICROSCOPIC IM<\GE!; 

A. Color Di.>t1·ilm1im1 

Normal pathologi.al sampl~s are almos t !x1th mlurl c·ss a nd 

transparent when 1hcy arc first obtained from dise,,scd !issue. 

... <. sc.,,;_;ze A .... 
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(b) 

Fig. 2, Pathci'kJE)Cal microscopic image samples.. All lmages have 2048 x 2048 pixel resolution. (a) Pathological micru5copk images (MJ...,M7). (b) 
Genen,I images (GJ...{}7). 

If left as is, the sample cannot be diagnosed since its cell 
structure cannC>t be seen. This means that prepared samples 
must be created by using special dyes 10 produce color. 
Pathological examinations arc, therefore, performed by using 
dye to colorize the structure of the cells to be observed. 
The appropriat,e dyes have been added to colorize the images 

shown in Fig. 2(a), !hereby making visible cancer ce11s and 
other items important for a diagnosis. Fig. 3 shows the co.Jor 
distribution of pathological microscopic image M2 and general 
image G4 on Commission Internationale de I'Echairage (CJE)­
:xy chroma1icity diagrams. In lhe diagrams, the z-ax.is shows 
a histogram of pixels having each chroma1icity value on the 
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(al Pathological microscopic image M2. (b) General image 04. 
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Fia. 4. Distribution of pixel vaJues in UV-plane. Number of piuls is distinguishable with color variations. (aJ Pathological mia:oscori; hinge M2: 
(b) GMml imaac 04. 

CIE-xy coordinates (14]. These diagrams make it apparent 
that pathological microscopic images an: more concentrated in 
specific color components than are general images. The region 
where this color distribution is concentrated on the CIE•xy 
chromalicity diagram is dependent on the colorizing properties 
of the dye used on the pathological sample. 

Fig. 4 shows the distribution of pixels in images M2 and 
G4 represented on the UV •plane after the original images 

cons1s11ng of RGB signals were converted to a luminar.ce 
component (Y) and two chrominance components (U, V). 1he 
same figure uses color variations to represent a histo,grarn of 
pixels that have UV component values. II is evident from 
this figure that the U and V chrominance components in the 
pathological microscopic image have a normal conmlation. 
are concentrated linearly, and are distributed in a wiide area 
around the concentrated portion. In contrast, 1the chro1dn.uce 

i .¥ 
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Fig. ~. Spatial spectrum of luminance and chrominancc componenrs convened from original RGB color signals. (a) Pathological microscopic image 
M2. (b) General image G4. 

jmponents of the general image are distributed in an area 
around the origin, and as a whole, the UV chrominance 
components have: an inverse correlation. No1c tha1 although 
the color distributions shown in Figs. 3 and 4 only show the 
results for images M2 and G4, other pathological microscopic 
images and general images show similar propc11ies. 

B. Sparial Frequency 

We use image-compression techniques lhat take advantage 
of the redundancy in image signals and the characteristics of 
human vision to efficiently transmit and store image data. · In 
order to obtain a high compression perfonnance without low­
ering subjective quality when using conventional irreversible 
image compression, such as the discrete cosine transfonn 
(DCT)-based method of JPEG (still-image coding standard) 
and MPEG I and 2 (moving-image coding standard), we use 
subsarnpling of the chrominance components and quantization 
of DCT coefficients that takes into account the characteristics 
of human vision. The subsampling of chrominancc compo• 
nents in such compression method takes advantage of lhe fact 
that in the signals of general images, the spatial frequency 
of chrominancc components decay more rapidly in lhe high• 

frequency than does the luminance component, as well as the 
fact that the effects of disronion in chrominance components 
is ra1her low for human vision. 

We will now elucidate the basic propenies and spatial• 
frequency properties of chrominance components to test meth• 
ods of compressing pathological microscopic images. Fig. 5 
shows the results obtained from the spatial frequency of 
each component after converting the signals from the original 
RGB color images (pathological microscopic image M2 and 
general image 04) to a luminance component (Y) and two 
chrominance components (U, V). The spatial frequencies in 
Fig. 5 are obtained by averaging the spatial frequenc:ies of 
panial images with 256 x 256 pixel resolution extracted from 
the original image by overlapping 128 x 128 pixels from 
adjacent panial regions. The overlap of the partial images 
reduces the differences in spatial weight that would, otherwise, 
be created by the Hamming windowing process u,;ed to 
compute the spatial frequency. We choose to use 04 as 
our general image because amongst all OUT other i :eneral 
images it contained the highest spatial•frequency components. 
Fig. 5 shows that compared lo general images, the spatial­
frequency band of chrominance components in pathological 
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Fjg. 6. Compression ratios of JPEG reversible coding. Entropy coding 
employs arithmetic, adapti"'e Ht1ffman. and Huffrnan codi(1g usirir a fixed 
table. 

microscopic images is remarkably wide. Note that like the 
color dis1ribu1ion characteristic discussed earlier, this spatial­
frequency characteristic will tend to be nearly the same as 
the resu_lts shown in Fig. 5 for other pathological microscopic 
images and general images. This means that the compression 
of pathological microscopic images can resuh in a great deal 
of color distonion if the chrominance-component subsampling 
is employed. In Section IV-C, we will discuss our quantitative 
evaluatic,n of color distonion that occurs during chrominance­

component subsampling when the JPEG algorithm is used for 
irreversible compression. 

IV. COMPRESSION AND COLOR DISTORTION 

A. Reversible Co,'!Pression 

Here, we discuss the characteristics of reversible compres­
sion when applied to pathological microscopic images. The 
coding algorithms employ the JPEG spatial method [ 13 ]. This 
method is based o,n DPCM coding, and it employs a predictor 
in which it predicts the average values of the two pixels 
above and to the left of encoded pixels. Note that entropy 
coding employs both Huffman coding and arithmetic coding. 
In addition, Huffman coding uses both the recommended 
Huffman tables specified in the JPEG Annex K "Examples 
and guidelines" [ 13] and adaptive Huffman tables best suited 

to each image. 
Fig. 6 shows the compression ratios achieved when using 

JPEG reversible compression on pathological microscopic 
images and general images. Our definition of compression 

ratio here is the size of the original image data divided by 
the size of the compressed data. The highest compression 
ratio was achieved by arithmetic coding followed by adap­
tive Huffman coding, and Huffman coding using a fixed 
table. Unfortunately, even when the best perfonning method, 
arithmetic coding, is used, the resulting compression ratio 
for patf:iological microscopic images is on the level of a 
meager 1.2--1.6. This is due to the fact that, as shown in 
Section Jil-8, pathological microscopic images contain high 

TABLE Ill 
SUBSAMPLING FORMAT FOR THE C'HROfrt'IINAN(E 

COMPONENTS. THE VAWE L DENOTES IMAGE SIZE 

.-:2:2 .. '.1:1 
y(n,,.) )'(lf,mJ 

u(211',m) IA211'.U1') 

,1211· .... , ~12n',2,n') 

tt,m,,i' aodm' arc ~tegersdcJined b)': 
(hlf.m<L 
O ,r.11".m'.r. Lil 

spatial-frequency componen1s, which means that compared to 
general images, they have a high entropy in their differ•!nl:ial 
signals when reversible coding is employed. 

B. Irreversible Compression 

Irreversible compression algorithms employ the JPEG DCT­
based method (13). Entropy coding only employs the Huffman 
coding with the previously mentioned Huffman tables ,,ecom­
mended in JPEG Annex K. The subsampling methods of the 
two chrominance components are in !he 4: 4: 4, 4: 2: 2. an,J 
4: I: I fon11at shown in Table lll. Fig. 7(a) and (b) shows 
the rela1ionship be1ween compression ratios and signal-tc­
noise ratio (SNR) of luminance when irreversible comp1t:ssio~ 
is applied 10 pathological microscopic images and gcnerd 
images, where the SNR of luminance is defined by (I) 

(I) 

In ( 1 ), y( n, m) denotes the luminance of the original image 
and y'(n, m) demotes the luminance of compressed image,;; 
( n, m) is the spatial coordinate, and N is the worcllength c,f 
luminence (N = 8). The subsampling format for the chrom i­
nance components is 4: I ; I in which the pi;,.el valrnes of 
the two chrominancc components are subsampled by 011c-half 
each, in both horizontal and venical directions. 111is means 
that the degradation in images reproduced after irrevtrsrb: e 
compression includes both quantization noise and loss that 
comes with chrominance--component subsampling. Nc,te that 
in order to eliminate any effects on the SNR evaluation for 
distonion due to the transform between RGB and YUi 
by finite word-length arithmetic processing, the RGBIYlTI 
converted image is used as a reference signal for the SNR 
calculation. According to Fig. 7, obtaining for pathologic!I 
microscopic images an SNR of the same luminance component 
as general images requires that the compressi,on ratio be S!t 
relatively lower. 

The compression ratio in irreversible compression depends 
on the format the chrominance components arc: subsampled. 
Fig. 8 shows the improvement in the compression ratio for tl1e 
4 : 2 : 2 and 4; I ; I formats against the compression ml io for 
the 4: 4; 4 format. in which chrominance-component subsam­
pling does not take place. The 4 ; 2; 2 fonnat meniion,d he -e 
subsamples by one-half only the pixels of the two chrnm i­
nance components in the horizontal direction. lmprovcm,:nL~ 
in compression ratio is defined by the following (2), wht:re the 
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compression ratio for the 4: 4: 4, 4: 2: 2, and 4: I : 1 formats 
arc '1+111, 1·422, and ~'fil• respectively 

(Compression ratio improvement)= 

1.0..,---------- -----------~ 
0.9 

i 08 

~ {l1 
< 

,:hrominance romiat 

■ 4:i·,, 

E]• , I , I 

(1422 ( or 'Ylli) - 'Y-»i] ,.,_ (2) § 0.6 

Compression ratios generally improve as the subsampling 
rat~ of chrominance components increases. If we were to 
tiypothetically assume that the luminance component and 
:hrominance component were compressed at the same level of 
:fficicncy, the compression ratio improvement for (2) with the 
t: 2: 2 formal would be 0.5, and that with the 4 : I : l format 
would be 1.0. In reality, the compression-ratio improvement 
for general images is about 0.15 with the 4 : 2 : 2 format and 
H with the 4: I : l format, as can be seen in Fig. 8. The 
compression-ratio improvement for pathological microscopic 
images is about 0.3 with the 4: 2: 2 fonnat and about 0.6 with 
!he, 4 : 1 : !' format, or about double that for genera! images. 
Th,is can be explaine-.d by the fact that compare-.<! with general 
images, pathological microscopic images contain high spatial 
fri,quencies in their c:hrominance components. However, when 
trn: subsampling ral1: for chrominance components increases, 
the: distonion in the chromi nance components also increases. 
Tiiis means that the SNR evaluation of the luminance com­
ponent is insufficient for evaluations that take into account 
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Fig. 8. lmpro'lement of compression ratio against the 4 : 4 :4 chromin.ance 
format where the luminancc-<:omponent SNR is around 40 dB. The improve~ 
ment o( zero means 1he compressed data size is the same as that using the 
4: 4 : 4 format. whilt: tht: improvcmen, of one mean$ the compre~ data size 
is j11s.t one.hair of that using 1hc 4: 4: 4 format. 

distonion in the· color signals and, chercfore, we must use the 
color difference discussed in the Section JV-C. 

C. Color Difference Evalumion 

Quantitative evaluations of color differences transform the 
RGB signals of the original and decoded images into L • a·• b• 
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unifonn color space and then uses the difference between, or 
in other words the distance, as measure of evaluation on the 
color 5pace. To evaluate on U a• b• space, the color difference 
of RGB signals after irreversible coding and decoding, first it 
is transformed from RGB space to XY Z space and the result 
is then transfonned to i♦a•b• space according to (3) [14), (15) 

i· = 116!( ~) - 16 

a' =500{1(:J-1(;.)} (3) 

b• = 200{ f ( ~) - f ( 1)} 
where Xn, Yn, and Zn can be represented as shown in 
( 4) in case of the CIE' s standard light source C which 
approximates average daylight and white for the National 
Telecommunication System Committee (NTSC) system I 16) 

n 0.3163 X = 100 x 
0

·
3101 

= 98.04 l 
Yn = 100 (4) 

0.3736 
Zn = 100 X 

0
_
3163 

= 118.12 

In addition, the function f(x) in (3) is defined by the following 
equation: 

{ 

:,;1/3 

/(x) = 7 787x + .ll. 
• 1.16 I 

if X > 0.008856 
if X ~ 0.008 856. 

(5) 

The color difference that is ultimately opplied in (5) is equiv­
alent to the average value of the geometric distance of the 
original and decoded images on L•a•o• uniform color space. 
Note that Lj, aj, and bj are the L 0 a•b• values of the original 
image,, and L;, a2 and b2 are the L•a•b• values of the decoded 
image, . 

.6.C = J(Li. - £2)2 + (ttj - a;)2 + (bi - b;)2. (6) 

Fig. 9 shows for pathological microscopic images M2 and 
MS and general images G3 and G4, the relationship between 
JPEG compression ratios and the color difference of decoded 
image,s as calculated by (5). This figure also simultaneously 
shows the compression ratios attained by reversible com­
pression that employs arithmetic coding for its entropy cod­
ing. Chrominance-component subsampling during irreversible 
compression uses the 4: 4 : 4, 4: 2: 2, and 4 : I : I chrominance 
formats. In addition, the dotted line links the compression ratio 
in a straight line, where the luminance component will be 40 
dB for each chrominance fonnaL 1be luminance component 
in the region to the left of this dotted line will be 40 dB 
or higher. The unique feature of pathological microscopic 
images is that compared to general images, they experience 
a large distortion in their chrominancc components due to 
subsampling. This is a simple conclusion derived from the 
spectrum evaluation results for the chrominance components 
discussed in Section Ill-B. Consequently, even if you set 
compression ratios low for pathological microscopic images to 
decrease quantization distonion in the case that subsampling 
of chrominance components is employed, the color difference 

(a) 

Chromin,nce forri\ilt 

__._ 4:1:1 

lossless 
(arldl:rncliC 

~ 
G4 GJ 

t I o,+--+-+.-----~-..-,-----~----"..; 
I 6 K IU 20 io c·o Ho 110 

Cumprc~~ion nti<, 

(bl 

Fii. 9. Compression ratio and color difference usin;; 4;1 : I . il:2:2. and 
4 : 4 : 4 chrominanct: fcmtaK. Compress.ion ratios auairiect by revc:,~ible com• 
pres:i;ion with arithmetic coding arc also included. (a) Patholo~icaJ micros:-opic 
images M2 and MS. (bl Gener.at images GJ and G4. 

value does not reduce due to distortion in the chromi.nance 
components. On 1he other hand, il is clear that for general 
images, subsampling of chrominance components ha,. I iule 
effect on color difference. Rather, quantization distor1ion plays 
a much larger role in color signal distortion. 

This means that for the irreversible compression c,f patho­
logical microscopic images, even if a high-luminanc,: compo­
nent SNR value of say 40 dB or higher was achiev,:d, t1ere 
will still be cases where the color difference valu1: will be 
high. For example, keeping the color difference value to 2.0 or 
less for pathological microscopic images M2, require! tha1 the 
compression ratio be lowered to around two even tf w,~ ust the 
4: 4 :4 format in which chrominance component subrnmpling 
does not take place. This approaches the ,:ompresi;ion ratio 
that can be achieved by using reversible compres,s ion that 
combines DPCM and arithmetic coding. On the other h md, 
with an irreversible compression ratio of between ten and 20 
for general image G3, it is possible to fulfill this rnndition 
regardless of the use of chrominance-component sub:<;ampling, 
and the difference between compression ratios of in:cver! ible 
coding and reversible coding is con.siderable. This points to 
the major difference between pathological microscopic imi1ges 
and general images. 

II 
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Acsolut;on 
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Fig. IO. Chrominance .. ,ornponent subsampling. The i;hrominani;c subsam­
pling is implemented by resolution exchange: by n(O < a < l) times the 
number of pixels of U1e FF componenls in both the horizQmal and "ertkal 
dir~tions. 

V. SUBJECTIVE EVALUATION OF 

CHROMINANCE SUBSAMPLING 

Sec1ion IV-C discuS'-'d the compression of pathological 
microscopic images aml evaluation of the resulting color 
distortion. This color distortion includes both distortion due to 
chrominance sub,ampling and qu~ntization during encoding. 
This quantization distortion during encoding depends on 1he 
coding algorithm, making it difficult to make generalizations 
about it. We will, therefore. only discuss lhe results of sub­
jective evaluations of the distortion I hat comes about due to 
chrominance subsampling. 

Fig. 10 shows the chrominance subsampling algorithm we 
are discussing rn:re. The chrominance subsampling is imple­
mented by resolution exchange by o(O < c~ < 1) the number 
of pixels of the UV components in both the horizontal and 
vertical dire<:tions after transfonning the original ROB image 
signal to luminaince (Y) and chrominancc (UV) components. 
Toe UV component is broken down into 16 x 16 pixel regions, 
and then fDI· each region, 2-D DCT with a base length of 
6 J< 16 is e.xecuted. The higher-frequency component of the 

transform coefficient is eliminated, and resolution reduction 
processing is conducting on the remaining transform coeffi­
cient using 2-D inverse discrete cosine transform (lDCT) with 
a base length less than 16 >< I 6. For example, 1he 4 : I : I fonnat 
corresponds to the case of o = 0.5. 

Fig. 11 shows the color difference value t::.C on L • a" b' 
color space for subsampling rate a: when chrominance sub­
sampling is applied to pathological microscopic images M2 
and M5 and general images G3 and G4, all of which were 
evaluated for color difference values in Fig. 9 based on the 
same method. It is apparent from the results from Fig. 11 
and Section IV-C that the color difference value t:,.C for 
pathological microscopic images is much higher than for 
general images, even when the quantization distortion is not 
taken into account for the evaluation of color difference. 

Next, W(; will discuss for all of the pathological microscopic 
images and general images found in Table 11, the results of 
our subjective evaluation of degradation in picture quality that 
occurs when the chrominance subsampling rate is changed. 
Table IV shows t~ test conditions for lhis evaluation. We used 
the SHD monitor shown in Table I to display the images. We 

709 

12 

II 

10 

9 
(.) 
<::] 

u 
u 7 c:: 
~ 

~ 6 
'o 
0 5 
0 u 4 

3 

2 

Q -,......--,,......_16 __ 11-r16_<1~16_jr'll_6_61~16.,.---71-16_8-t-116_9_11_6..--1 -'•-·-t-
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

a 

Fig. I l. Color difference value .:lC against cflrominance~compcm::nt sub.­
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TABLE IV 
SUBJECTIVE £VALUATIO~ CONPITIO~S 
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No limit ((I'° I.SH) 

Al.irnDldy di~pla)' the com~ urra!(' Jnd original itugc (.cootrnlla'ok hy 
1htevalu1tOI') 

made lhese subjective evaluations by measuring the detectable 
limit of image degradation due to chrominance subsampling. 
The results are shown in Fig. 12. This figure shows that remov­
ing the general image G7, which contains the highest spatial 
frequency component, the detectable limits of chrominan._--e 
subsampling rate et for the general images are lower than 
that for 1he pathological microscopic images. Degradation in 
the general images could be detected mainly as blurring and 
color shifts occurring around their contours. On the otbir hanJI, 
deterioration in lhe palhological microseopic images could be 
detected mainly as changes in the color and texture of specific 
parts of cells. In addition, general images 02 and Gi have 
a color chart with sharp edges which makes it easy to detect 
image quality degradation. When a, is a relatively higti value, 
image-quality degradation can only be detected in the color 
charts. Consequently, the detectable limit value a: for 02 and 
G7 will go even lower if we evaluate the images without their 
color charts. 

Our evaluations found that removing the general images 
02 and 07 that include color charts resulted in d~tectable 
image degradation at a chrominance subsampling ra1e of 
o -" 3/ 16-5/16 for general images. This contrasted with 
our findings for pathological microscopic images in which the 
detectable image degradation was at a chrominance subsnm-
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Fig. 12. Chrominance-compon~nt subsamplini rale where distonion can be 
detecu:d (tbe filled-in an:as show where di!i.tortioo can be deltcted). o = 0.;) 
corresporM:h. to 4 : I : I chrominance formal. 

piing rate: of a= 6/16-9/16. The subjective evaluation tests 
made ii clear that the image quality degradation resulting from 
chrominance subsampling is easier lo detect in pathological 
microscopic images than it is in general images. Funhermore, 
the results of subjective evaluations of images M2, MS, G3, 
and G4 agree with lhe relationships from lhe evaluation results 
of color difference values shown in Fig. 11, and this indicates 
that evaluations using color difference are appropriate for eval­
uating degradation resulting from chrominance subsampling. 

VI. CONCLUSlON 

We used our super-high-definition input/output system with 
a spatial resolution of 2048 x 2048 pix.els 10 create digital 
images from pathological preparation samples that pathologists 
captured through medical microscopes. We then evaluated 
the compression performance and analyzed the signals of 
these pathological microscopic images by comparing them 
with general images. We found that pathological microscopic 
images have much wider chrominance-component spectrums 
(spatial frequency) than do general images. This indicates that 
when compressing pathological microscopic images, a large 
color difference is produced as a result of subsampling chrorni­
nance components. Such results have also been confirmed by 
subjective tests. Since the chrominance-component spectrums 
for general images have relatively narrow· bandwidths, the 
conventio.nal chrominance component subsampling formats 
4; 2; 2 and 4; I ; I have been applied to raise the compression 
ratios. For pathological microscopic images, however, the 
compression ratio of irrcver.sible coding has been forced 
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to approach the compression ratio of reversible coding, in 
order to suppress image degradation below d"tectable :levels. 
Furthennore, the compression ratio of reversible codi.11g for 
pathological microscopic images is lower than that for _general 
images and, therefore, when comprehensive! y studied fro.:n 
the perspective of the cost of coding, decoding, storing, arid 
transferring pathological microscopic images, ii cannot be i,a d 
that the currenl level of compression for these imn,~cs is 
sufficient when using current JPEG algorithm:,. 

We plan to test color transformation me:thods to rnii.e 
compression ratios for palhological microscopic image::,,, :ind 
also plan to test the effects of compression and chromi.nan.cc:• 
component subsampling on diagnostic accuracy. 
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An Active Scene Analysis-Based Approach 
for Pseudoconstant Bit-Rate Video Coding 

Kuo-Chin Fan, Member, IEEE, and Kou-Sou Kan 

Abstrtu:t- Digital -video transmission across the network Is 
now widely used ID the Internet community. Visual infonnation 
trammlsslon ,rill ao doubt play au Important role ID a rutun: 
national Information Infrastructure (Nll) [l]. Very ollen, how­
ever, the channel bandwidth Is filled. Therel'on:, video codini: 
based on au appropriate bit-rate control ls a key to the success of 
acconunodatlna: visual communication In NIL In this paper, an 
extremely ellident rate-control algorithm for pseudoconstant bit• 
cate video 

. es, e pro i:o 
demonstrau,s hnpresslve quality transition between su~ve 
frames. In addition, the bit-rate fnqularities caused by dramatic 
scene transition can be smoothed out In a very short period. A 
comparison with the MPBG-2 Test Model 5 Is also presented ID 
tbls paper. 

Inda Terms- Active sequence analysis, motion estimation, 
qwmtlzer s,:allng factor, rate buffer control. 

I. INrRODUCOON 

THE RAPID development in very-large-scale-integration 
design, digital signal processing, and video compression 

. in recent years stimulates the progress of visual communi­
( · )tion. In the future national information infrastructure (NII) 
• environment, video communication will play a major role 

in information transaction. NII applications include distribu­
tion of entertainment progrannning. educational infonnation, 
and visualized information. Nevertheless, without appropriate 
video coding, delivery of massive video data will create serious 
problems in NII environment such as time delay, network 
congestion, video jitter, video damage, etc. 

Motion-compensation-based hybrid discrete cosine trans­
fonn (OCT)/interframe video compression algorithms have 
been proven to be successful in removing spatial and temporal 
redundancy of digitized video signals. The scheme has been 
widely adopted in the international standards, such as H.261 
[2), [3], Moving Pictures Experts Group (MPEG) (4), [5), 
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and North America full-digital high-definition television (6]. 
However, the hybrid transfonn/intetframe coding schemes will 
generate variable bit-rates (VBR's) intrinsically, where the 
number of the transmitted bits may change from time co tiJne. 
In general, VBR is designed co accommodate constan1 quality. 
Moreover, VBR is easier to implement than the constant 
bit-rate (CBR) scheme. However, the practical transmission 
media usually exhibits fixed channel capacity. A large buffer 
is required to smooth out the variation in compressed data. 
The buffer delay varies accordi.llg to the buffer sire; larger 
buffer size will cause longer frame delay. However, smaller 
buffer size may result in unpleasant video quality during 
scene transition. The encoder output rate should be ,:arefuUy 
regulated to adapt to existing channel limitation and produce 
pleasant visual quality. Therefore, an adaptive rate-regulation 
algorithm is essential for realistic visual communication '3P" 
plications. A successful rate-control algorithm should provide 
efficient channel resource utilization and maintain consistent 
video quality. 

Rate control for the hybrid DCT/in1erframe video coding has 
been actively studied recently, where typical research topics 
are associated with the quantizer scaling factor adjustnu,nt. 
The adjustment is made according to the short-tenn buffer oc­
cupation and variation tendency state, local scene activity, and 
the establishment of the statistical rate model from test images 
[7]-(13]. In most of the al 'thms, the c · eters and 

uantizer scaling actors are detenniii on inf,;;;.ioo 
derived m C m. e prose-control strategy, • 
ada · ve scene an sis AS>\ , is at maintaiiilii[[" 
smooth buffer variation and smaller b er stze. A larg,, bu:ffer -
can always result m a smooth bit stream. However, larger 
buffer size usually causes longer delay. 

The rest of this paper is organized as follows. In S.~oo ll., 
we briefly ieview the coding scheme of the MPEG standaro. A 
series of bit-rate control strategies are described in Section.ill. 
Details of the proposed ASA strategy and simulation res 11\ts 
are given in Section IV. Last, concluding remarks are given 
in Section V. 

II. OVERVIEW OF 11iE MPEG CODING 

A. Primary MPEG Coding Strategy 

In MPEG, each frame is coded in I-picture, B-picture, 
or P-picturc, as sketched in Figs. 1-3. I-picture indicate& 
intraframe coding, P-picture is forward-predictive coded usin1,; 
information from the previous P- (or 1-) picture, and B• 
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FDCT 

Fig. L lntracoded picture type. 

frame 
memory 

picture is bidirectional-predictive coded using information 
from the neighboring previous and future P-(or 1-) pictures. To 
accommodate random access, a video sequence is partitioned 
into self-contained groups of pictures (GOP's) with N frames 
each. Usu:llly, N is between 12 and 15. There are (M- 1) 
B-pictures between two consecutive P-pictures or between a 
P-picture and its preceding I-picture. Usually, the encoding 
sequence of the frames is different from the display order as 
indicated in Fig. 4. 

The I-picture removes the spatial redundancy within the 
present frame. This coding type is independent of other 
frames. Hence, I-picture is used to. encode the frame at the 
beginning of a GOP, and this picture coding type can also 
provide the functionality of periodical synchronization within 
a sequence to reduce the damages from the transmission 
errors. P-picture can be coded more efficiently by removing 
temporal domain redundancy from the previous I- or P­
picture. On the other hand, B-picture achieves the highest 
degree of coding efficiency by using the neighboring previous 
and future pictures as reference for the motion estimation 
and motion compensation. Consequently, B-picture results in 
higher complexity and more delay than P-picture. Prediction is 
called forward 'if the reference frame is a previous frame and 
called back-ward if it is a future frame. B-picture is not referred 
to by any other prediction. Therefore, coding errors will be 
confined to B-frame and will not propagate. The detailed 
algorithm can be found in [4], [5], and [15]. 

B. MPEG-2 Test Model 5 (TM5) Rate-Control Mechanism [5 J 
The rate control of MPEG-2 TM5 regulates bit-rate from 

the coded information of previous pictures. Basically, three 
coding parameters are derived and used to adjust bit-rate. 

· 1) Average Macroblock Quantization Step Assignment and 
Readjustment: The bit-counts assignment and adjustment is 
performed according to the global complexity, which is cal­
culated based on GOP and is defined as follows: 

are the global quantizer step size for I-, P-, and B-picn,res, 
respectively. The subsequent target bit-counts assignment is 
defined based on GOP 

where Kp and KB are empirical constants. R is the number 
of available bits in the present group of pictures bdore 
subsequent coding, and Np, N g are the numb<:r of pic1Jm ,s 
remaining in the present group of pictures. 

The number of R, Np, and NB will be reduced after t,ach 
coding, and the number will be reset for a new group of 
pictures. 

2) Buffer Compensation Factor: The buffer fullness sutus 
is predicted as 

. T1 X (j -1) 
dl.i = dr,o + Bi -I - MB 

number 

Tp X (i- 1) 
dp, ; =dp,o + Bf- 1 - MB 

number 

TB X (j - 1) 
da, J = dB, o + B;-1 - -M.,.-,cB=-'--'­

n1,1mber 

(7) 

{8) 

(9) 

where dr,o,dp,o, and dB,O are the initial buffer contents for 
I, P, and B pictures, individually, Bi-i is the number of b( 
counts created before macroblock j, and M B:oumber is- the· 
total number of macroblocks within a picture. The quantiwr 
step size of roacroblock j is adjusted according to 

Q . -- 31 x dj 
1 2 x bit_rate/ picture_rate · 

,:JO) 

3) Macroblock Quantizer Step Size Fine Adjustment: The 
local spatial activity of macroblock j is first computed as 

act(j) = 1 + min(variance(j )). •'. l 1) 
block 

Then nonnalized local activity of macroblock j is defined as 

N l
. d ( ") 2 x act(j) + avcrag,~_act 

orma ize _act J = - --"'-'------"---- . ,:12) 
act(j) + 2 x avera9,e_act 

Last, the final quantizer step size of rnacroblock , ' is calcul.,ned 

X r = S1Q1 

Xp = SpQp 

Xs =SsQa 

(I) as 

(2) mquant; = Q; x N o,-malized_act(j) (13) 
(3) 

where Sr, S p, and Sa are the bit counts created by encoding 
the 1-.. P-, and B-pictures, respectively. Qr, Qp, and QB 

where the average\_act indicates the average spatial activity 
of the previous coded picture. Detailed MPEG-2 TMS rate­
control strategy can be found in [5]. 
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bidircc:cionally-predictivc coded 

B B B 
p 

0 

forward-predictive coded 

Fig. 4. MPEG group coding structuJe in display order. 

Ill. ACTIVE SEQUENCE ANALYSIS STRATEGY 

B 

As mentioned earlier, the compressed bit stream created 

by the MPEG-2 TM5 rate-control algorithm is entirely based 

upon the coding history. Generally, a video sequence with 

complicated variation is difficult to code based on limited 

historical knowledge. 11te proposed technique, ASA, collects 

the required coding information to estimate bit counts from 

the preceding, present, and future frames. The proposed tech­

nique ext,ends the knowledge collection basis to improve the 

efficiency of rate control. 

The proposed algorithm includes bit-rate prediction of vari­

able length coding (VLC) and active forward-looking and 

baclcward-looki.ng quantizer. 

A. Bit-Rate Prediction Model of VLC Coding 

The video buffer occupation needs to be controlled via 

macroblock quantizer adjustment so that the desired bit-rate 

can be achieved. Consequently, characterizing the bit counts of 

different picture coding types is a key issue in rate control. Bil­

ra1e prediction of VLC coding proceeds after the transfocmed 

prediction error has been generated. 1wo VLC simulators are 
proposed: one to estimate the rate for DCT coefficients and 

one to estimate the rate for motion vectors. 

Let slice.,P denote the average activity within slice. Toe 
average a.ctivity of slice m is defined as follows: 

slicc.,p(m) =Cox { ~ AP(j)} / mb_width 

AP(j) = { ~ block_sum;(k)} / 4 

p 

B B 8 B 

p 

block_sum;(k) = ( { ~ abs[blockk(i)J} / 63). 
j = (m x mb..height, (m + 1) 

x mb..height - 1), 

k = [O, 3), 
i = (1, 63] (14) 

where block., denotes the transfonned coeffic:ient of be 8 

x 8 DCT block of macroblock j, AP(j) deno~ th~ av­

erage activity of macroblock j, Co is an empirical cortl-lant. 

mb_width denotes the macroblock number wi~ltin each i:ii<( 

and rnbJu:ight denotes the total numbec of slices in the inpui 

picture. 
The first VLC simulator is aimed at imitatini: the function­

ality of the VLC encoding scheme by using lite VL.C Ublei 

defined in the MPEG standard [4], which is used to enco:le the 

transformed coefficients. Each 8 x 8 transfom1ed block dau. 

is first normalized by slice activity 6liceacp as defined in (14) 

Both luminance and chrominance components :are considerec 

for bit-counts estimation. The purpose of nomutlization is tc 

reduce the potential activity irregularity posses::ed among the 

slice. As defined in the MPEG standard VLC Utble (4], ead 

VLC code word is referred to a certain combination of un:­
run and level magnitude. The bit count for each normalizec. 

and quantiud DCT block can then be obtained by usin,~ tlu, 

MPEG VLC table. Therefore, we can create a code won:. 

length reference table to represent the particular zew run aocl 

level combination. For example, the corresponding code word 

is "0000 0001 0010 O" for the zero run and Jev,~l combination 

(4,3) according to MPEG VLC table [4]. Th,~ bit count o·' 

this code word is 13. The last bit in the preceding code word 

is sign bit. As described previously, no actual VLC c:odinJ: 

action is performed except for a simple table lookup to ob1ai11 
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the word length. Therefore, the extra computational effort can 
be ignored. 

The second VLC simulator is used to estimate the bit 
count of the motion vectors. The motion vectors are extracted 
after the motion estimation. As recommended by the MPEG 
standard, a first--0rder differential pulse code modulation is 
further employed to produce the differential vectors. The 
proposed VLC simulator for motion vectors estimates the bit 
count of these differential vectors by using the MPEG VLC 
vector codeword table. 

When there exists high temporal variation such as mul­
tiple irregular moving objects or scene change among the 
consecutive frames, the prediction errors between the succes­
sive frames may increase significantly. The actual bit counts 
corresponding to the transformed prediction errors and the 
motion vectors may be substantially higher. Consequently, we 
ieveloped the following scheme to improve the accuracy for 
dynamic scenes. 

B. Active Forward- and Backward-Looking 
Macroblock Qiumtizer Assignment 

Let Id, Pd, and Bd denote the desired bit counts for I, P, 
and B pictures, respectively, which are defined as 

Id=Gr*Rd/lN 

pd =Gp * Rd/ PN 

Bd =GB *~/BN (15) 

where~ indicates the desired channel rate, Gr, Gp, and Gs 
are the predefined bit-count ratio for I-, P-, and B-pictures 
in each second, and IN, PN, and BN denote the number of 
pictures for each picture coding type per second. 

Let r 1, r p, and rB denote the deviation between the desired 
bit counts Id, Pd, and Bd and the estimated bit counts lp, Pp, 
and B p for I-, P-, and B-pictures, respectively 

rr = (Ip - Id)/Id 

rp=(Pp-Pd)/Pd 

TB= (Bp - Bd)/Bd, (16) 

Estimated bit counts Ip, Pp, and Bp can be obtained from 
the two VLC simulators, which are defined in Section III-A. 

As indicated in (16), the coding of I-picture is independent 
of any other picture coding type. Therefore, r r value can be 
used to represent the spatial variation of the scene. Basically, 
the picture contents are similar within a short time period. 
Therefore, r 1 can be further considered as an indication of 
the spatial domain variation of the group of pictures. A large 
positive r1 value usually indicates high spatial activities, and 
the small positive or negative r 1 value indicates typical spatial 
variation within the scene. 

Since J .. picture is coded without using any information 
from its neighboring pictures, the scene transition cannot be 
identified from I-picture. Motion estimation and compensation 
has to be exploited to remove the temporal redundancy of 
P- and B .. pictures. Therefore, both rp and TB are used to 
derive the scene transition information. Usually large rp and 
r 8 indicate violent scene changes. Since this proposed scheme 

1()3 

utilizes temporal transition information for rate control, it .is 
superior to traditional approach, which uses historical statistics 
based on a single frame. 

Here, the macroblock quantizer assignment is defined before 
the actual coding operation is initiated. For I-, P-, and B­
pictures, several parameters obtained a priori are considered 
in macroblock quantizer assignment. These parameters include 
rr, rp, rB, sliceacp, AP, and buffer fullness status. 

Let Jo, fp, and Dp denote the frame number of the 
first I-picture, the frame number of P-picture, and the dis­
tance between neighboring P-pictures in the related group, 
respectively. For input picture f, the quantizer step Q(j ) of 
macroblock j within slice m is defined as follows: 

for I - picture 

Q(j) = acUndex(j) X rr(J) + JineadjustU) 

J or P - picture 

Q(j) = acLindex(j) x (r1(Jo) + (rpp + rPL,)/ 2] 

+ f ineadjust (f) 

Tpp =rp(Jp) 

rpL =rp(fp - Dp) 

for B - picture 

Q(j) = acLindex(j) x (rr(fo) + (rpp + r pL) / 2 

+TB(!))+ fineadjust(f) (17) 

where 

acLindex(j) = (AP(j) + slice.cp(m)]/2 

Re(! -1) = codedbits(f -1) + Id x N1r(J -1) 

+ Pd x Np,(! - 1) + Bd x Na,(!-· 1) 

if{[RcU -1)/~l > 1} 
Jinea,1ju,,(f) = 2 X [Re(! - 1)/Rd] 

else 

For P-picture, rpp and rpL denote the estimated bit-rate 
deviation of the present and previous P-pictures, respectivc:ly. 
Here, Re denotes the estimated bit-rate after previous picture 
coding, codebits represents the bits generated after previ1Jus 
picture coding, and N 1r, Npr, and Na, denote the numben: of 
unprocessed pictures of I-, P-, and B-pictures after previous 
picture coding, respectively. 

According to the experimental data, the actual bit counl: 
of coded picture can be properly estimated by the proposed 
strategy with a simple scaling factor. The contents ofl-, P- a,nd, 
B-picture are considered as uniform variation if the predicted 
bit-count deviations r1 , rp, and rB are smaller than one, two, 
and three, respectively. The minimum values of rr, 1·p, and 
rB are empirically determined to be one. 

For I-pictures, the factors that affect the macroblock quan .. 
tizer step Q(j) consist of slice average activity index s!iceacp, 
local activity index AP(j), estimated bit-rate variation r r, and 
fine.dju,t· If the picture exhibits high spatial activity, a large 
value of r r and activity index acLindex will result in a coarse 
quantizer step Q(j) to reduce the bit-rate. Otherwise, finer 
quantization is employed to retain the picture quality. 
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For P-picture, the determination of macroblock quantizer 
requires the estimated information from previous I- and P­
pictures and present P-picture. The predicted variation of 
previous I- and P-pictures can contribute to present P-picture 
by means of r, and TPL· If there exists high spatial activity 
scene content and scene transition, the values of r1 , rrL, and 
activity index acLindex will elthibit large values. Therefore, a 
coars,: quantizer will be assigned to reduce the rate. Otherwise, 
quantization will be compensated by distinct weighting factors 
of r1 , TJ>L, and activity index acLindex. The integrated 
resulting quantizer Q(j) is designed to preserve both the 
picture fidelity and bit-rate. 

As to the B-picture, the determination of quantizer consists 
of the. estimated information of its previous and future 1- and 
P-pictures and present B-picture. If there exists violent scene 
variation and scene transition in any neighboring I- and P­
pictures, and present B-picture, the values of r 1 , rrL, r pp, and 
r B will exhibit large values. Then, coarse quantization will be 
used to reduce the rate. The rate variation, which is the ratio 
between the estimated bit-rate Re and target bit-rate Ra, is 
further considered in the quantization. If the estimated bit-rate 
Re is higher than the target bit-rate Ra, then the quantizer 
step is slightly increased, as shown in (18) . Otherwise, the 
quantizer step is slightly decreased. 

A further evaluation strategy, which is implemented based 
on the buffer variation within each slice, is proposed to fine 
adjust Q(j). For input macroblock j of slice m, the final 
macroblock quantizer M quant(j) is defined as 

if(sliceJ,iLcounts(m - 1) > slice_data_rate) 

Mq·uant(j) 

== Q(j) + (buj_content,z;a(m -1)/slice_data_rate) 

else 

Mq,1ant (j) 

= Q(j) + (-1) 
X (buf _content,1,c,(m - 1)/ slice_data_rate) 

J or I - picture 

slice_data_rate = Ia/mb_height 

for P - picture 

s/ice_datcuate = Pa/mbJieight 

J or B - · picture 

slice_data_rate = Bd/mbJieight (19) 

where .. slicel1iLcount1><eviou, .denotes .thegene'31ed bitcounts 
of the previous slice, buf ..content,Hce denotes the buffer full­
ness status after the previous slice has been coded and counted 
in bit, and mbJieight denotes the total slice number within a 
picture. TI1e purposes of slice-based buffer content evaluation 
and related quantizer fine adjustment defined previously are: 
1) to achieve desired and stable rate within each picture; 2) 
to avoid violent scene variation; and 3) to achieve consistent 
pictum quality . 

The purpose of the constrains defined in this section is not 
only to maintain a steady buffer state but also to maintain a 
smooth quality transition. Basically, the quantization of!-, P-, 
and B-picture is based on estimated information as defined 

TABLE I 
PARAMETERS USED IN TM5 RATE CONTROL 
AND ACTIVE SCENE ANALYSIS ALGORITHM 

Parameters used in TM5 ratecontrol 
I. K,=l.O; K8 =1.4; 
2.bit_rate=l.J Mbps 
3.MPEG (13,3) coding structure for !'st group 

(IS,J) coding structure for the rest of the se,iuence 
4.initial bit allocation for 1=162500 bilS 

P=S8500 bits 
B=2SJS0 bits 

5.picture_rate=30 

Parameters used in proposed Active Scene Analysis Strategy 
I . c,, =2.5 for I-picture, 

= 3 for P and B-pi cture 
2.G1=0.25; G,=0.36; G8 =0.39; 
3. buffer size • 200 ms 
4. target bit rate= 1.2 Mbps and 1.3 Mbps 
5. motion estimation : full search with variable search window siz, 
6. MPEG (13,3) coding structure for ! 'st group 

(I 5,3) coding structure for the rest of the sequ,,nce 

in (14)-(19). Since the quantizer scaling factors of the lmget 
frame are globally adjusted, the quality will be homogeneous 
within the scene. 

IV. SIMULATION REsULTS 

In the simulation, the video sequence is digitized according 
to the CCIR 601 format (14) with a color sampling ratio of 
4 : 2 : 2. Each frame is low-pass filtered down to 352 (H) by 
240 (V) (15) . The color sampling ratio is converted to 4: :2: 0. 
The luminance and chrominance samples are digitized i1Jto 8 
bits/sample. Therefore, the precision of each pixel is 16 bits. 
The content of the video sequence for simulation is a sequ,~n,1 
from a movie. The picture rate is simulated at 30 frames/s, anl. 
the target video bit-rate is chosen to be 1.20 Mbps i11cl1.ding 
all necessary header bits in the MPEG syntax. The d,::'ault 
quantization matrices of the MPEG standard arc applid to 
both the luminance and chrominance components (15] . 

The full-search algorithm from public-domain softwari, (16] 
is used to compute the motion vectors in the proposed strategy. 
The buffer allocated for 1-, P-, and B-pictures is defined as a 
certain ratio of the given channel rate. Table I is a sumr.1ai.-y 
of all background parameters assigned in the simulati.on. 

To collect esseiitiai"paiameters for compression., the gbbal 
encoding procedure has been reorganized and the data :low 
has also been rescheduled to suit our special purpose. 'This 
new arrangement facilitates the acquisition of the n,!Cessary 
intelligence proposed in this paper for approp:riate decision 
making. The operations of the incoming video frames are 
described as follows. 

1) The first group of pictures adopt MPEG (13,3) coding 
structure. Coding structure (15,3) is chosen for the rest 
-of the video sequence. 

2) According to picture coding type, perform the ful) s,: arch 
to extract motion vectors. 
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Ftg. 5. Buffer fullness status of ASA at l_.2 Mbps with buffer size 200 ms. 
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Fig. 6. SNR of ASA at 1.2 Mbps with buffer size 200 ms. 

3) A macroblock coding type decision-making mechanism, 
which is used in the MPEG simulation model standard 
[IS], is used to determine the coding type. 

4) Two-dimensional DCT is applied to block data according 
to the macroblock coding type. 

S) Toe macroblock and slice activity information is com­
puted according to (14). 

6) Estimate bit counts of each picture coding type from 
VLC simulators and calculate bit-count deviations based 
on {15) and (16). 

7) Macroblock quantizer step of entire picture is deter­
mined according to (17) and (18) and is furthei: adjusted 
from ( 19) after each VLC coding step. 

The initial rpL for the forward-predictive coded framo: 
is set to one. The buffer fullness variation profiles, signal­
to-noise ratio (SNR), and frame bit counts are shown ir, 
Figs. 5- 7. It should be noted that the horizontal x axis i.r, 
all figures represents the encoded frame sequence insteac. 
of the nature scene order. The buffer fullness is defined m. 



166 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO lECIINOLOGY. VOL. 8. NO. 2, APRIL 19'18 

160000 

1'10000 

120000 

f 100000 

80000 :s 
~ 

] 60000 

40000 

20000 

61 121 181 241 301 361 421 481 541 601 661 721 781 841 901 961 

encoded frame sequence 

Fig, 7. Frame bit counts of ASA at 1.2 Mbps with buffer size 200 ms. 
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Fig. 8. Buffer fullness of ASA at 1.3 Mbps with buffer size 200 ms. 

follows: 

buffer(!) = bv.f fer(f - 1) - data_rate1rame 

+ coded_rate(f)data_raterrame 

(20) 

In the test video sequence, there exist sevi,ral sc1:nes. 
The resulting buffer status in the proposed algorithm is well 
confined within a desired level. The reconstructed picture:i are 
uniformly varied under violent scene transition. Besides, the 
target bit-rate is under the desired rate. Note that the buffer 

overshot condition is avoided by the proposed algorithm As 
to the buffer undershot, the frame bit counts of 1:ach pie ture 
coding type as sketched in Fig. 7 in the proposed algorithm are 
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Fig. 10. Buffer fullncu of TM5 rate control at l.3 Mbps. 

very close to the assigned number. 'Therefore, a small amount 
of sruffing bits can be used to maintain the buffer cooteot 

MPEG-2 TI.i5, which is an excellent rate-control algorithm 
in the public domain, is chosen to compare with the proposed 
algorithm. The target bit-rate used here is 1.3 Mbps. The 
coding results of the proposed technique, ASA, are outlined 
in Figs. 8 and 9. The coding results of TMS are outlined 
in Figs. l O and 1 I. The necessary parameters used in the 
proposed technique, ASA, and TM5 are Hsted in Table I. As 

sketched in Fig. 12, the buffer requirement of TM5 i.s slightly 
smaller than the proposed technique. However, the resultin1: 
bit-rate of TMS is higher than 1.3 Mbps and is unstable . 
The resulting bit-rate is slightly lower than 1.3 Mbps for the 
proposed algorithm and is confined within small range. Note 
that undet the frame-by-frame-based SNR comparison, both 
algorithms exhibit minor differences. A further comparison 
for a 30-frame period containing violent scene transitions with 
buffer fullness and SNR is illustrated in Figs. 13 and 14. TI1es,:, 
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Fig. 1 I. SNR of TM5 rate control at 1.3 Mbps. 
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fig. 12. Resulting bit-rate of TM5 and ASA at 1.3 Mbps. 

frames are selected from 360 to 390 in the display order_ 
As illusttated in Figs. 13 and 14, the buffer variation of both 
algorithms exhibits similar behavior. Moreover, the difference 
in SNR is minor between the two algorithms. 

V. CONCLUSIONS 

ln !his paper, we propose a unique rate-control scheme 
for DCT/interfrarne-based video coding by exploiting scene 
activi~y adaptively. This strategy is MPEG-standard compliant 

since only different operational schedules and min,;r c(1mpHta­
tional efforts are needed without violating the MPEO syntax. 

The simulation results indicate that the proposed schime 
results in a more stable output rate and a mor,! cc,nsis·:ent 
perceptual quality. In conventional rate control strategies, the 
rate adjustment is dete.rmined solely by the hLStOrical l)!COr<!. It 
usually results in more fluctuations in decod,:d picture qua ity. 
Compared with the MPEG TM5 algorithm, the J•ropc-sed 
strategy · shows the equivalent or even better quality with 



FAN AND KAN: PSEUDOCONSTANT BIT-RATE VIDEO CODING 169 

200 

180 

160 

140 

'0' 
E 120 

I 
~ !00 

,g 
.s go 

60 

40 

2 3 4 5 6 7 8 9 JO 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 

encoded frame sequence 

Fig: 13. Buffer fullness of TMS and ASA at frame 360-390. 

so 

45 

40 

3 •. ·' 

30 

ij' 
f 25 
V, 

20 

15 

10 ~ A. 

I 2 3 4 S 6 7 g 9 IO II 12 13 14 IS 16 17 18 19 20 21 22 23 24 25 26 27 28 29 

encoded frame sequence 

Fig. 14. SNR of TMS and ASA al frame 360-390. 

less resulting bit-rate. The proposed scheme also result~ in 
well-controlled buffer fullness and alleviates overflow and 
underflow problems. Furthermore, the annoying picture quality 
degradati"n during scene transition is greatly reduced by the 
scene analysis. 
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and. contour detedio!L Tlie ~ Di.etfi®'W8$. ibe ~ as. ID 
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that Is a sd of local maps l'rou the domain block to the range 
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· .•. .• I. Im'RooudION .. · . 

n:::~::::::!:!!~~r:::t:; 
the.· 1ralismittal'and storage. of images; For, Jossy · compression 
of gray-scale imll$es;the discrete c:osine transfonn is used 
widely; and it bas been'adopted in someiritemliiiciniil standards 
for image compressi~. There .are,· many. coding methods that 
bave been researched actively, including vector quantization, 
subbend cooing.. and wavelet transformation. 

Fractal iroage codiilg is _a novel method that was originally . 
propo,'>Cd by Barnsley [I] as a CO!Ilpres.siOn method for binary 
images, and applied to gray-scale images by Barnsley [2], [3] 
and Jaoquin (41 (5): Fr2ctal coding has received considerable 
attention since it was proposed [3), [4) because of its use 
of the: self-similarity in images, an innovation dlat had not 

. been used previously in the fieW of image compression. Many 
improvements in compression efficiency and decoded image 
quality have been reported [61-[8]. 

This paper presents new functions of fractal coding which 
go beyond just compression. If ~es have been C(!lllP[Cssed 
by fractal coding, segmented imagliir · and contoui::detected 
images can be_ produced directly from the compressed code 
without decoding the images [9]. The encoding algorithm is 
the same as in the conventional method, but the compressed 
oode (which we call fractal code) is used not only for image 
reconstnmtion, but also for segmentation and contour detec­
tion. Since the image representations referred to above are 
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used in many inlag~,pi-ocessingsystems; .the new fulicrions 
are. expected to. expano the applications. of fractal . coding. 

Fractal coding •is summarized iii Section II. In Section m, 
dynamical . sysrems in . which parameters are fix.ed hy self­
similarity infonnation in the fractal code are defi11<~, and 
image representation methods · using· limit sets of the !:y ~­

tems are . proposed . . The. experimental . results . aw presented 
in Section IV;. and finally; the•conclusions ar~, outlined ·in 
Section v: · · 

H; FRACTAL 1MAGE CODING 
In fractal image coding: ~ gray-~cal~ ~ge which supp,)rts 

A c R2 is divided into. dQIIWi:I, bioc~ D; (i ~' 1, ···,I, 
where! is the, nuinber: of.doolain blocks} as show.a. in Fig. 1, 
and raii~t; blocks R; are found for ever}' Dt '. Repta~ni<i:!!.. 
of ,!he jptel]siq' value in Dt .wiih 1he tra!iSforme;ti valueJi:om 
R; is called· fractal -transfommtion [3}. The frac~j:,;;;; 
operator is de:filied as · 

.• _- ,. .. ·_ . : : .· . . . ! . 

(Fµ)(x, y) = v;(µ,(f;(x, y))) . wli~n (:c, 11) EL>,: - (I) 

Here, µ(x; y) is the inte~sity ai ( X' y) E A, ami. i,;, which is 
an affine-transformation of intensity z, is defined-•as 

(2) 

1'.he affiri.ei11aP, f. frolll. D_, fo H..is defifiedas . 

f,(x, y) = (r,(x - x;) cos 9; - r,(y - Yi) sin B,+ s; + x; 

. r;(x - x,) sin B, + r;(Y - y;) cos 0, + t; + 11;) 

(3) 

where Xi and Yi are the coordinale values of the center of D;. 
The following simplified notation is used to represent (3): 

f;(x) = (r; c~s 8, -r; sin 0,) (:,; -x;) + (s• + 2'•)· 
y r, sm 0; r; cos 0; y - y; t, + ~·; 

. (4) 

The affine map f, petfonns rotation by 8; centerc:d on (x, ., y, ), 
enlargement by r,, and translation by (s,, t,). 

Fig. 2 shows the process described in terms of the ri.ght• 
hand side of (1). (x, y) E D, is mapped to J,(x, y) E R; by 
(4), and µ,(f, (x, y)), which is the intensity value at .f, (x , y), 
is tr!)!ISformed by (2). In addition, the intensity ~alue at (:r, y) 
is replaced by v-.(µ(f, (x , y ))). The transfonnation parameters 
r,, B;, s,, t,, p,, and q, are compressed codes (fractal codes). 

When each R; is larger than D; and each v; is contra,:tive 

r; > 1 (5) 

1051--8215/98SIO.OO @ 1998 IEEE 
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X 

Fig. I. Domain blocks D, an4 their range blocks R.;. 

z 

. 
'. 

Fig. 2. Point (x, y) E D, is_ mapped to t,(x, y) E R, by (4), and the 
inten,ity value at f.(x, y): µ(f;(x , y)) is sampled in the fractnl trnnsfonn. 

and 

IPil < 1. 

·re can obtain animage ,p by calculating 

4' = liin Fn(a) 
n-oo 

(6) 

(7) 

where a is an arbitrary image and F" represents the nth 
iteration of F. The distance d('I/;, ,p) between a -given image 
,J, and </> is bounded according to the inequality · 

d(,p: </>) $ d(,p{ ~~,/J)) (8) 

where s is the contractivity factor of F. This is called the 
Collage theorem [3]. 

Fig. 3 is the decoded image derived from the fractal code 
obtained by encoding the test image Lena (512 x 512 pixels, 
8 bits/pix.el) shown in Fig. 4. 

In the encoding process, the size of the domain block, r,, 8,, 
and P; were constant as shown in ·. Table I, .and t11e mean­
squared error in D, between the original image :liJ:id trans, 
fonned images from R. was calculated for every coin~ination 
of s,, t,. and q,. The set of three parameters ·that provided 
the minimum error was selected as the code . for -Di. The 
points f,(x , y) are not normally direcdy·on pixels; iherefore, 
the intensities at f; ( x, y) were calculated by averaging the 
intensities of·the four pixels around f;(x, y). ·. 

. . : .·.= .. , .·· .. · :· 
Fig. 3. Image decoded by fractal coding. 

Fig. 4. Test imag,; "Lella.0 

TABLE I 
. . CODING p ARAMETE.S 

Size of domafo hlock s 
r ; ~ 2 

8, 0 

l.i 1 f; E {-16,•14,·12,· · ·,14,16 } 

p; 0.9 

q; € {0) ,2,- · ·,30 } 

A flat image with a uniform pixel value of 128 was set as 
the initial image in the decoding process, and F was .itera.ted 
30 times . . The PSNR of the decoded image was calcufa.ted 
using the 

·.· · 255 
PSNR [dB] = 20 log ~ 
. . . vMSE 

(9) 

where MSE is the mean-squared error between the original 
image and_ the decoded image. A value of 26.2 dB was 
obtained. 

Since the. nnniber: of combinations of s;, t;, and q; is 
17 x 17 x 31 = 8959, whicb is smaller than 214 = ltl384, 14 
bits is a sufficient code ,length for a domain block. Timrefore, 
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.:. :~f:·~S:.\ 

Fig. 5. Exampleofdoinain biocksondilieli';,;,,;.,1,ji,c~ ai<>und an object S 

the bit rate is 

code 1en&()l:f9r ii!om~ biohk . • 
number of pi.J{ef:,:jn ·a ,doJtiilin bl~k .·· .. _ . . . . .. 

: . 14 •. '·.>, ·'/\·, · ·,_. 
=· -· .- . = 0,21?75',b_its/pixel. (10) 

.. . 8 XS,, . .. . .. .. . ,i-•. ,,, 
:--<::::~--

!;:ti~: ~!~~h1tr;t~t~~t~~ ~:i::~ 
method (5], (8), jh(ffixjble~bl~f i~thod [7), or 

the variable ,length~j_.t~~~!f~--- ; · bip"ation 

i~ir\1&~1~ 
A decoded image can be obtained by the '.dyilamical system 

defined by (1). parameterized by r;, IJ;, s,, t;, p; and q; , and 
a segmented image and a to(ltOur-detected image · can be 
produced from another dynamical system . parameterized by 
r,, ll;, s;, a~d Ctiihis paper; j,{31ld ti, are no1 qsed in the 
image reprc:sentations. · · · · 

A. Segmentation Using an Enlarging MapW 

We propose a discrete dynamical system in which the map 

I . . 

W(X) = LJU,(~)l:i: E {D, nx}} (11) 
,-1 

is iterated, Here; ~ =s(a:; y) is a point tir A, X, is a set of:,;; 
and itis assumed:lhat each rem ksatisfies:•(S).Althougn:each 
/; enlarges the distance between any two arbitrary points 'in · 
D., the mapped points always lie within A because_'all R. are 
in A. Stretching by fi and overlapping of.Rj generates chaotic 
loci with the mappoo-poin!'.niovingc'i.ii:ac6mjilicated manner. 

An ideal eJCaJiipk of domain blocks and their range blocks 
around an object S C A is illustrated in' Fig, 5, There are 
some texture patterns of int.ensity,,buu10 distmet,edges, . .in S; 
The background.is flat, and its.intensity is,differerttfrom -the 
mean intensity in S. For q; ,;, 0, most of lhe blocks satisfy 
ihe conditions described below because theJblock:wliich gives 
the minimum distance from the domain block.is' selected as its 
range block. Note that in the experiments, qi was. allowed to 

Fig. 6. A range block can be found easily when p; = l. 

be a value other than zero because lhe objects and backgro1~.1d 
in the test image had a considerable amount of texture. 

CJ: If a domain block is in S, its range block is also in S. 
(See D;n,ide and R;ns;d,,) 

C2: If a domain block is outside S, its range block is also 
outside s. (See Dout.id• and Routside-) ( 

If the contrast at the edge of S is constant and p, = 1, th.e 
following condition also holds. 

C3: If a domain block includes a contour of S, its range 
block also includes the same contour, and the pi,:el 
pattern in the · range block is similar to that in the 
domain block. (See Dedge and R.dge,) 

A range block which iiisfies C3 can be found easily for a 
domain block containing a simple edge, such as that ,ho,wn 
in Fig. 6. The contrast of a ttansfomi.ed image with p; < l is 
lower than that of the domain block; therefore, a part of aoofrer 
object is often selected as the range block when p, < I. The 
decoded images, however, becomeworse when p, approaches 
oile', alld this is predi<:tedby the Collage theorem. Tlie images 
are not reconstructed with p. = 1 because the tramfonnati~n 
defined by (2) is not contractive in this case. We :set p; = {1.9 
in our experiments. · 
· .. · Although some range blocks are omitted in Fig, 5 for sim­

plification, it is assumed that there is a range blcx:k satisfyiOF­
conclitions CI-C3 for each-domain block. · · · \ . 

Setting isolated points • [shown in Fig. 7(a)J as the initial 
set of the map W, all points in S are mapped inside S .and 
all points-outside. S are mapped outside,S, If a point is ii, a 
d9main.block such as D00,., the distance• between the contour. 
and the mapped point is enlarged step by step in the ratin of 
the range block size. to the domain block size until thi, point 
is ·mapped into a domain block which does not include the 
contour. Therefore, there is a set T such that 

'r/n> 0, W"(T) i;;;_T (12) 

and 

3N, 3:,; ET such that \fn > N, W"(:i;) ET ()3) 

~here T ·;s the ~omplement.al)' set of T. This is showD, in. 
Fig. 7(c). The.set T which satisfies (12) and (13) is called ::he 
trappihg ,regi()il, [12). 
. :Another example of a square object S,q is shown in Fig. 8. 
AU mapped points starting from points in Ssq are mapped into 
the block Do, which .includes no contours_, in a fi.nite number 
of iterations . of W even if the poinlS started from dom:lin 
blocks including contours. The points :i:o, .1:1 ; z 2, anc' :,;3 ir. 
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(a) 

(b) 

(cl 

Fig. 7. (~) lfliti~I ,;et of ft,c .m::11p W. ·(h) 111 y,oinO. iD 8 are mapped in~ide 
S, And (c) there is • irappirig. regiOll T wilhin thi: ot,ject S. 

l'ig. 8. · A.11 mapped.points starting from points in S"" are mapped into the 
block.Do in a finite number of_ileratioos.ofW .. ,. . 

the figure are such points. For evel')'D.; (• = K, L; · · ·, S) 

(14) 

Therefore, Ro is a sufficiently large trapping region, and there 
may be smaller trapping regions within Ro. 

Real images are .~2~e.,.8j?,I;lplicated than the examples; 
therefore, we cannot,;~~w,'!:tjq(ping regions for a real image, 
system explicitly!:jVti\is sti!ii~ f{owever, the result~ of tbi, 
experiment descrio¢d: fo SectiotilV-A show that th,, limi.t s,a:t 
with W forms gr:il'iips of mii.J)ped points. 

Since points s@ting froin\dlfferent objects go to difforent 
trapping regions;'<ii segmented' image iS · made availabl,, by 
coloring the ioitiafpoints ac~rding io the gi:oup with wlrich 
the point gets clustered. In. other words, the object is equal to 
a set B, where 

B = {xl3n? 0, W"(z) ET}. (15) 

The set B which satisfies ( IS) is referred to as the basin o' 
attraction ( 13). .. 

The segmentatioir algorithm. is as follows. 
Step 1: Place points To (j ;,. 1, · · · , J, where J is the: 

numbe{of pixels) ¥ the pixel positions. 
Step 2: PerfonIIJteration of'the ma,1> W 1/ times, and get 

x{ (j =c l, '. · ·, JJ, . 
Step 3: Classify ~ into "I clusters. .. . 
Step 4: Put a colot on · Z6 for each· j, .depending on the 

cluster of x~. 

8. Contour Detection Using a Contractive Map M 

We also define a map M as 

M(X) = LJ{g,(x)\x E {R; nx}} (16) 
iEE 

where g,(z) is the inverse mapping of f;(x) such that 

(1')) 

and E is the set of indexes i such that D; includes the contouI 
of an object such as Dedge in Fig. 5. 

Since g, is contractive (r; > 1), Mn converges to a limit 
set when n -;. oo. Fig. 9(a) shows the results of the mapping 
for ategioii covering the whole of S in the example of Fig. 5. 
The result is equal to the union of D; for i E E, and Fig. 9(t,) 
shows+eplacement at D~.ig". of Fig. 9(a) by the twice-inapped 
image. The width of the black area narrows in the ratio i>f the 
domain block size to· the range block size, and converges to 
the cootoui of S shown in Fig. 9(c) as n .;.., oo. 
· · We propose an algorithm with a reasonable coi:nputatio11,al 

load; in which the number of mapping points is fewer than or 
equal to the number of pix:els in A. 

Step h Place points at the pixel positions and call the initfal 
set Xo. 

Step 2: Iterate the map M r. times and get X ~, He.re, rour,d 
off the position of each of the mapped points to 11,e 
position of the nearest pixel in each iteration. 
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(a) 

(b) 

s 

(c) 

Fig·. 9. (a): Result of a mawng, which is equal to the union of D, for 
i E E, (b) rcplacemcor·at D.,~_. by the twice-mapped image. (c) The limit 
set is equal.to the contour of ::;i · 

Step 3: Show the pixels hi X., obiained as a result of 
contour detection. 

. In general,the number of mapped poin~ increases as a 
result of ~ .mappirig},fbecause. there are points which belong 
to more than one range block. Pivergen,e of the number of 
mapped points is, however, .avoided because some points are 
unified io Step 2. . . . .. 

The prnposed method requires· an accurate determination of 
E because, if E does. not include a part of the c611tour, the 
limit set might be. a broken line. The method for .determining 
E is described in Section IV-B. 

IV. EXPERIMENTS 

A Segmentation 

. The fractal . codes used in the encoding and decoding ex­
periments in Section n were also used as parameters· of W in 

(-0.5,-0.5) 

(O;Q)_(l,O) 
X 

(511.0) 

(51L5,-05) 

pixel 

y 

(-0.5,SI L5) '-../-</---------t-V'-...(511.5,511.5) 

(0,51 I) (511,511) 

Fig. lO. Coordinates •in the experiments. The Pixels are pl teed at ~ -itions 
( x, y) such that r and y arc imegers. 

"t;itf~ 
x,! xi x! xf 

xJ xlo 
Fig. 11. Iteration. of the map W results in the mapped poio~; formbg ENups . 

. this experiment. Fig. 10 shows .the coordinates on image plane 
A. TI1e pixels were placed at positions (x, y) such that x and 
y were integers. When the mapped point was on. the borde( · · 
between two blocks, the right side or lower side blod: was 
selected as D,: 

Since r, = 2 (Table I) and x1o were at positions on pi,;~ls 
. ,. -. . . . 

-x!, E {(k+0.5, l+0:5)10 ~ k, l ,$ 510}, (n 2:: 1). (18) 

The loci of mapped poirits iire limited as described by ti 8), 
and are, thus, not chaotic. This state is a result of the pixels 
being on singular points of the dyrtainical system when r; = 2 
[14]. This is not a problem in this study. When required, the 

· locus can be made chaotic by just adding a perturbation, e.(;., 
r; = 1. 99999 because the singular points are unstable. TI1e 
perturbation allows :i:t. to take varfous positions. ' 

Fig. 11 shows xfi, ii, · · ·, xi30. After several iterations, die 
points form groups. The points move within each group. but 
they never jump to other groups due to the mapping. Ir si,ems 
that there are trapping regions a.-ound every group, as is to be 
expected from Section ill-A. 

Fig. 12 is a segmented image with T/ = 30 and 'I "' 64. 
The value of 30 for TJ was found to be sufficie11t by trial and 
error, Iteration greater than 30 times provided almost the :;ar~e 
segmented images-as fig. 12. The K-means algoriihm [15] 
was used to classify the mapping points in Step 3. Initially, 
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Fig. 12. Segmented image with Pi = 0.0. 

64 cluster-mean points were placed at the same interval in A, 
and they were. replaced eight times. 

The hat, the face, and the mirror are segmented well. 
Although there are many feathers in the decoration of the hat, 
these regions are recognized as several segments. However, the 
chin has merged into the shoulder, and there is a substantial 
amount of grain noise in each segmented region. These errors 
seem to have been caused by the following factors. 

I) One of the conditions CJ-C3 is broken around the 
object. 

2) There are multiple trapping regions in an object. 
3) There is misclustering in Step 3. 

In the case of l ), the mapped points might jump to another 
object, and this causes merging. Factor 2) causes overseg­
nentation and grain noise because basins seem to be overly 
complicated in objects including no edge. Factor 3) is a 
technical problem which results in multiple groups being 
judged as a single group and a single group being divided 
into multiple clusters. 

Fig. 13 shows other results with q, E {O, 1, 2, • · ·, 255} 
and p, = 0.7 and p; = 0.5. The blocks satisfying the con­
ditions are fower than those in the case of Fig. 12; therefore, 
the quality is worse, and there is more merging and noise. For 
segmentation, a p; value close to I, e.g., p; = 0.9, is desirable. 

B. Contour Detection 

In this experiment, a block-type switching method [5], [8] 
was used to encode the image for the convenient detection of 
E. Blocks D; having a smaller variance than the given Th (Ti, 
was taken 1,s 25 in the experiment) were regarded as blocks 
without an edge and labeled type2, and the other blocks were 
labeled type/ [8]. Note that 

(19) 

973 

where N is the number of pixels in D,, bk is intensity of the 
kth pixel. and a, is the intensity mean of D,. Jacquin has u,;ed 
more block types and a different block-type detection method 
in [5). 

If a block was labeled type2, the intensity mean of the 
block was only involved in the compressed code. The fractal 
transformation, therefore, changes to 

(Pµ )(:r., y) 

= { v;(µ(f;(~:, y))) 
(Li 

when -r; = type 1 and (x , y) ED; 
when -r, = type 2 and (.1:. y ) ED,. 

(20) 

Here, -r; is the block type. 
Although the block-type switching method requires bits for 

T;, the total amount of fractal code required is less than that 
required by the conventional method if there are a sufficient 
number of blocks of type2, because type2 blocks do not need 
transformation parameters. 

The range blocks for the 1ypel blocks were found with the 
parameters shown in Table I. 

X 0 , X1, X2 and X3 are shown in Fig. 14. Here 

E == {block index of typel} (21 ) 

in (16). The black colored area converges to a limit set, anc 
Fig. 15 shows the result with,- ::c: 4, tha.t is, for X 4 . X n with 
n > 4 were almost the same as X 4 • Contours of the hat, thi: 
face, the shoulder, and the frame of the mirror were detected. 
However, the eyes and the decoration of the hat could not 
be seen. This was because the block size was too large to 
satisfy the conditions CI--C3 around such small objects. ·1n 
addition, black regions that are not contours and are a result 
of inaccuracy in the determination of E can be seen. 

There are small pieces of fractal in the image, such as 
Sierpinski triangles (Fig. 16) in the hat, its decoration, anj 
the hair. The Sierpinski triangles are thought to be the result 
of an error in the determination of the contour of an object 
because none of the objects has such a complicated contour. 
However, they show that the area has a high-contrast texturi:. 

C. Computational Complexity 

The CPU time for contour detection was only 1114 of 
the decoding time. It is, therefore, obvious that, for the ca,;e 
where the image has been transformed to the fracul code, the 
detection of contours is faster by the proposed method than by 
any method that requires decoding of the image. Our method 
is useful for producing contour images from cornpres;,:d 
codes because it reduces the computational complexity. Wh:n 
uncoded images are provided, however, a considerable amount 
of time is required to encode them. 

The CPU time required for segmentation was 442 times 
that required for contour detection. 90% of the s•!gmentati :m 
process ·was used for the K-means algorithm in Step 3. 

V. CONCLUSIONS 

A segmentation method and a contour detection method 
based on dynamical systems parameterized by fractal coding 
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' \ 
(a) (b) 

Fig. 13. Segmenled image with (a) J>i = 0.i and (b) 711 = Q.!j. Segmentation quality is worse than with J>t :: 0.9. 

Fig. 14. Converging to a set by iteration of the map Af. 

Fig. 15. Contour-detected image. 

were proposed. It was shown that an enlarging mapping system 
produces a segmented image, and that the limit set in the 
inverse. system fonns the contours. 

Although the quality of segmented and contour-detected 
images can be improved by adding rotations to J. or using 
a smaller block size to satisfy conditions C l-C3, these param• 
eters require more· bits in the compressed code. The parameters 
should be set depending on the use. 

( 

Fig. 16. Sierpinski triangle. 

The proposed methods are new applications of fractal cod­
ing, and can be considered to be totally new approaches to 
image representation. A benefit of the proposed methods is 
that they are done on the level of compressed code. If im.tges 
compressed by fractal coding are kept on a database, an ' image 
can be contour detected in a shon time without decompressing 
it to the gray•scale image. Therefore, the methods are usdu.l 
for fast browsing to find images, for example. In addition, 
they will contribute to image processing on compressed c ()[[es, 
which will be critical for the handling of large numbers of 
images on a macl)ine. This is because image segmentation 
and contour detection are basic technologies for image editing, 
recognition, and other types of image processing. 
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Bidirectional Motion Estimation 
via Vector Propagation 

Showbhik Kalra, Member, IEEE, and Man-Nang Chong, Member, IEEE 

Abstract-A low-complexity vector propagation (VP) algorithm 
is introduced for the estimation of bidirectional motion vector 
fields in image sequences. The proposed VP algorithm exploits the 
strong correlation between forward and backward motion vector 
fields in image sequences. The performance of the VP algorithm 
is compared to that of a bidirectional mulliresolution block­
matching (MRBM) motion estimation (ME) algorithm. Computer 
simulation results demonstrate that with the VP algorithm, the 
computational workload of the bidirectional ME is reduced by 
a factor of nearly 2. The robustness of the VP algorithm is 
extensively tested using computer generated image sequences and 
real movies for a motion picture restoration (MPR) system. It 
is shown that the VP algorithm is robust enough to be used 
in the computationally demanding MPR algorithm, in which 
the performance of the novel VP algorithm is close to that 
of a bidirectional MRBM ME algorithm. With this technique, 
other video processing systems that desire to take advantage 
of bidirectional motion estimation can now do so without an 
excessive increase in _computing time. 

lnde.< Terms-Bidirectional, image restoration, motion estima­
tion, vector propagation. 

I. INTRODUCTION 

B !DIRECTIONAL motion esiimation solves some funda­
mental problems in the motion vector field estimation 

process, that of occlusion and scene changes (motion vector 
discontinuity). Occlusion refers to the covering/uncovering 
of a surface due to three-dimensional (3-D) rotation and 
translation of an object that occupies only part of the field 
of view [l). It occurs quite often in real-world images. For 
example, objects move in front of other objects, objects move 
toward the camera, cameras zoom, and objects rotate. If only 
two frames are used at such regions, the motion estimation 
(ME) algorithm will not be able to find a good estimate of 
the underlying motion at these regions because there is no 
corresponding feature in the other frame to match. In addition, 
this bad motion estimate could affect other surrounding motion 
vectors due to the spatial smoothness constraints applied in 
various ME algorithms [15), (20), [21]. Poor motion estimates, 
in tum, provide bad support to video processing applications 
such as video coding [ 16) and motion picture restoration 
(MPR) (4), and result in visible artifacts in such areas. The 
simple and well-known solution (15], (17) to this problem is 
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to use three frames, including one preceding frame and Jne 
succeeding frame; this solution is commonly referred to as 
bidirectional ME. Bidirectional ME approaches also provide .a 

simple and elegant method to handle scene changes b vdeo 
[9), [18). 

As shown in Fig. 1, for each pixel block to be bidi­
rectionally predicted, a forward motion vector (VJ) and -1, 

backward motion vector (vb) pair is estimated by searcl1int, 
for a matching blocK from the past and future reference 
frames [ 17]. Therefore, bidirectional ME presents a fonnid«ble 
computational challenge. Bidirectional ME forms 2. major 
computation bottleneck in video processing applications such 
as the detection of noise in image sequences (2), [6), mtetpo­
lation/prediction of missing data in image sequences [3], 14], 
( 18), and deinterlacing of image sequences (9). The, process of 
finding robust motion vectors using minimal computations is 
a heavily researched area, and various fast algorithms have 
been proposed [7], [12]-(14). Although the multire:;olu:ion 
block-matching (MRBM) algorithm (7] has been regcsrded as 
one of the most efficient methods for block-based ME [I], 
ME still takes up a major part of the processing time, in 
video processing applications. In order to reduce the OVfcrall 
processing time in some video processing applications, the 
complexity of the bidirectional MRBM ME algorithm is 
looked into. In this paper, a low-complexity bidirectional 
ME algorithm using vector propagation (VP) is propose<} 
to alleviate the computational burden of a bidireccional Me.. 
algorithm. 

As shown in Fig. I, there exists a strong correlation between 
VJJ and ;Jb2, and likewise for Vb3 and VJ2· Motivated by 
this observation, a novel VP algorithm is proposed. Thf: VP 
algorithm reduces the computational cost by postproce!,sing 
the forward motion vector fields (v11 , v12, · · ·, ilJn - 1) so that 
the postprocessed forward motion vector fields can be us1:d as 
the backward motion vector fields, (vb2, vb3, · · ·, ih~). The 
cost of posrprocessing the forward mot.ion vector field, is only 
a small fraction of that of an MRBM ME algorithm. 

The problem of vector propagation (VP) is not simply one 
of reversing the vector field. Due to the presence of noise, 
occlusions, or nontranslational displacements, multiple motion 
estimates may match to the same location between fra:Tie-s. 
Therefore, decisions have to be made as to which motion 
estimate is the most suitable motion vector in this scenario. 
Other· problematic regions (such as occluded regions) will 
not be able to find motion estimates from the past motion 
field. The VP algorithm utilizes the fact that morion vector 
fields exhibit strong correlacion in time and space. Hence, to 
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A Segmentation-Based Lossless Image Coding 
Method for High-Resolution Medical 

Image Compression 
Liang Shen, Member, IEEE, and Rangaraj M. Rangayyan,* Senior Member, IEEE 

Abstract- Lossless compression techniques are essential in 
archival and communication of medkal images. In this paper, a 
new segmentation-based lossless image coding (SLIC) method is 
proposed, which Is based on a simple but efficient region growing 
procedure. The embedded region growing procedure produces 
an adaptl ve scanning pattern for the image with the help or a 
very-few-bits-needed discontinuity index ,nap. Along with this 
scanning pattern, an error image data part with a very small 
-tynamlc range is generated. Both the error Image data and the 

lscontlnulty index map data parts are then encoded by the Joint 
Bi-level Image experts Group (JBIG) method. The SLIC method 
resulted in, ou the average, lossless compression to about 1.6 
b/plxel f1'0m 8 b, and to about 2.9 b/plxel from 10 b with a 
database of ten high-resolution digitized cbest and breast images. 
In comparison with direct coding by JBIG, Joint Photographic 
Experts Gro11p (JPEG), hlenrthlcal interpolaUon (HINT), and 
two-dimensional Burg prediction plus Huflman error coding 
methods, the SLIC method performed better by 4% to 28% on 
the database used. 

Index 'Jerms- Lossless compression, medical Image coding, 
region-based Image processing, region growing, segmenta tlon. 

I. INTRODUCTION 

THE trend in medical imaging is increasingly towarp direct 
digital image data acquisition. Currently, many modali­

ties such as computed tomography (CD, magnetic resonance 
imai,•-ing (MR.I), positron emission tomography (PET), single­
photon emission computed tomography (SPECD, and digi)al 

( •btraction angiography (DSA) produce images dire(:tJy in 
-~git.al form. Digital X-ray imaging systems are also being 

introduced for chest and breast imaging, and various types 
of film digitizers are being used to convert traditional X-ray 
films into digital format. The main advantages of digital 
imaging lie in its ready support of image transfer and archival, 
and the possibility of manipulating and enhancing diagnostic 
information. However, digital image transmission and storage 
are facing major challenges due to the growing size of medical 
image datasets as well as practical limitations in transmission 
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bandwidth and storage space. This has led to a s,:arch fo: 
effective image compression methods. 

During the past two decades, various lossless and loss:, 
image coding techniques have been developed. Although 101:s'I 
coding methods can achieve high compression ratios, ~;][I 
or more, they lack the ability to exactly recover the 01iginal 
data. While a lossless coding method will allow exact recover, 
from the compressed version of the data, the compression rati,;­
achievable is usually only of the order of 2:1 or 3: 1. In medical 
applications, lossless coding methods are required sinc:c loss 
of any information is usually unacceptable. 

Most of the recent advances in image coding have take1 
place in the area of lossy compression, such as ~?r..!l!~ni­
zation [1], ~ and subband coding [2], [3], frac:taJ.:1>ase? 
coding [4), neural network-based coding [5], ar,d model--ba,,e~ 
codinJ_ [6]. Lossless coding algorithms have not seen mucfi 
progress. Theoretically, any lossy coding approach may be 
modified to be a lossless coding method by appending the 
coding error; however, such a simple procedure results in 
low compression ratios because of the large arnoums c,f coc.e 
needed for encoding the error. Novel techniques are needed 
to obtain high compression ratios in lossless coding .. In rec:ent 
years, a few new methods have been proposed foi:..ls~~~ 
compression, such as hierarchic@! jntemoJatio~!)--a 
multiresolution technique [7], two-dimensional (2-D) linell" 
predictive coding [8], context-based coding (2], 2::!2 .. !!!Jilif' 
plicative autoregressive model-based codintllO], and.~~.::~ , 
order entropY coding (11). Although a detailed comparison­
of their compression efficiencies is not yet available, me st 
of the methods mentioned above (except HINT) bav,~ high 
complexity of implementation. 

In 1982, Kocher and Kuni [12] proposed a contCJ6.r"1exture 
aeproach to picture codJl1g; they called such approa<:hes as 
.second-generation image coding techniques. 1be main idea 
behind this technique is to first se;gment the i!!!!S~!!'.!£.. 
nearly homogeneous regions surrounded b)~!2!!E~~ 
that the contours corres,P2nd, as much as possible, 1:<, thc,se 
of the objects in the image, and then to encode c:ontc,ur 
and texture information ,se~telX. Because contours canbe 
represented as one-d1mensronai signals and pixels withir. a · 
region are highly correlated, such methods are exp()=ted to 
attain high compression ratios. Although the idea s1:ems to 
be promising, its implementation meets a serie:s of di ffi­
culties. A major problem exists at its very important frst 
step-segmentation-which determines the final performance 
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of the segmentation-based coding method. It is well recognized 
that there are no satisfactory segmentation algorithms for 
application to a wide variety of general images. Most of the 
available segmentation algorithms are sophisticated and give 
good performance only for specific types of images. 

We propose a segmentation-based lossless image coding 
(SLIC) technique for radiographic images, especially for dig­
itized or digital mammography and chest radiography. To 
overcome the problem mentioned above in relation to segmen­
tation, we propose a simple region growing method. Instead of 
generating a contour set, a 9islcll)tinuju,;map is_obtained durin!L 
~•wing procedure. 9!ncu.aently, the method also 
e_roduces a corresponding error image based on the difference 
between each _pixel and its corresponding "center pixel." In 
our study. it was 1Jbserved that the international bilevel image 
compression standard Joint Bi-level Image experts Group 
(JBIG) [13], [14] is very efficient for coding the discontinuity 
map and the error image. The following sections provide 
details of the sue algorithm and results of coding digitized 
X-ray images, which are also compared with those obtained 
by directly using two international standards for lossless still­
image compression, namely JBIG and Joint Photographic 
Experts Group (JPEG) (15], as wdl as adaptive Lempel-Ziv 
(ALZ) [16], 2-D Burg prediction plus Huffman error coding 
[8], and the HINT methods. 

II. SEGMENTATION-BASED IMAGE COMPRESSION 

A lossless compression method basically includes tw,...Q major 
stages: one is image transformation, with the purpose of data 
~orrelauon; the other is entropy encoaing of the transformed 
data. However, in the SLIC algorithm, image transformation 
is achieved in both the region growing procedure and, later, 
in the JBIG coding procedure, while entropy encoding is 
accomplished within the IBIG algorithm. The IBIG algorithm, 
defined in the International Telegraph and Telephone Con­
sultative Committee (CCITI) recommendation T.82, uses an 
adaptive three-dimensional (3-D) coding model followed by 
an adaptive arithmetic coder [13]. [14]. 

A. Region Growing Algorithm 

It should be noted that the aim of segmentation in image 
compression is not object identification or analysis of features; 
its aim is instead to group spatially connected pixels lying 
within a small d)·namic gray Je,·cl range. Our region growing 
procedure starts with a single pixel, called the seed pixel (#0 
in Fig. 1). Each of the seed's four-connected (neighbor) pixels 
(from #1 to #4 in the exact order as shown in Fig. t) is checked 
with a region growing ( or inclusion) condition. If the CQ!ldition 

'{ 

is satisfied, the nei_ghbor pixel is included in the re_gjon. The 
four neighbors of che newly added neighbor pbcel are then 
checked for inclusion in the region. This recursive procedure is 
continued until n,) spatially connected pixel meets the growing 
condition. A new region growing procedure is then started with 
the next pixel of the image which is not already a member of 
a region; lb!: procedure .ends when every pixel in the image 
has been included in one orthe regions grown. 
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Fig. 1. Demonstration of a seed pixel (#0) and its four•COrmected neighbc ·· 
(#1- #4) in region growing. 

The region growing conditions used in this work are tha•: 
the .!)eighbor pixel not be a member of~ of the rcgi_orn!_. 
already grown, and that the absolute difference between the 
neighbor pixel and the corresponding center pixel kJe$i._ 
than error level (to be defined later). f ig. 2 demonstrates the 
~een a neighbor pixel and its center pi:~el: at 
the specific stage illustrated in the figure, pixel A has b,~ome 
a member of the region (3) being grown and its four neighbors, 
namely B, C, D, and E, are being checked for inclusion (B 
is already a member of the region). Under this circumstance, 
pixel A is the center piKel of neighbor pixels B, C, D, and 
E. When a new (neighbor) pixel is included in the region 
being grown, its error-level-shift-up difference with respect 
to its center pixel is stored as the pixel's "error" value. If 
only the first of the two region growing conditions is met, 
the discontinuity index of the pixel is incremented. Therefore, 
after region growing, a "discontinuity index image data {J 
and an "error image data pan" will be obtained. It is clear tha( 
the maximum value of the discontinuity index is four. Most of 
the previously reported segmentation-based coding algorithms 
include contour coding and region coding; instead of these 
steps, we use a discontinuity index map and an error imag~ 
data part. 

The error level is determined by the preselected error bits as 

error level = 2•rror bits-I. (I) 

For instance, if the error image is allowed to take up to 5 
b/pixel (error bits = 5), the corresponding error level is 16; 
the allowed difference range is then [- 15, 15]. The error value 
of the seed pixel of each region is defined as the value: of its 
low error bi/5 bits; the value of the high (N- error bits) bits 
of the pixel is stored in a "high-bits seed data part," where N 
is the number of b/pixel in the original image data. 

The above three data parts are used to fully recover the orig­
inal image during the decoding process. The region growin,g 
conditions during decoding arc that the neighbor pixel under 
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-,g. 2. Demonstration of a pixel being checked for inclusion (B, C, D, or 
,) and its center pixel (A) during region growing. 

consideration for inclusion be not in any of the previously 
gtown regions, and that its discontinuity index equal zero. 
When the conditions are met for a pixel, its pixel value is 
restored as the sum of its error-level-shift-down error value 
and its center pixel value (except for the seed pixels of every 
region). If only the first of the two conditions is satisfied, 
the cliscontinuity index of that pixel is decremented. Thus the 
discontinuity index generated during segmentation is used to 
guide region growing during decoding. The "high-bits seed 
data part" is combined with the "error image data part" to 
recover the seed pixel value of each region. 

Fig. 3 is a simple example for illustration of the region 
growing procedure and its result. The original image is a 
section of an eye of the 512 x 512 Lenna image with a size of 
eight rows by eight columns as shown in Fig. 3(a). The value 
of error bits is set to five in this example. Fig. 3(b) is the result 

, -~ region growing. The corresponding three data parts, namely 
'· _.,scontinuity index image data, error image data, and high­

bits seed data, are shown in Fig. 3(c), (d), and (e). The full 
512 x 512 Lenna image and the corresponding discontinuity 
index image data (scaled) and error image data (scaled) are 
shown in Fig. 4. 

B. The Segmentation-BtL<ed Lossless Image 
Compression Procedure 

The complete SLIC procedure is illustrated in Fig. 5. At 
the encoding end, the original image is transfonncd into three 

parts: discontinuity index image data, error image data, and 
high.bits seed data, by the region growing procedure. The 
first two data parts are then Gray~oded, broken down into bit 
planes, and, finally, JBIG-coded. The last data part is stored 
or transmitted as-is; it needs only (N - error bits) b/region. At 
the decoding end, the IBIG·coded data files are JBIG--<lecoded 
first and then the Gray-coded bit planes are composed back 
to binary code. Finally, the three parts are combined together 
by the same region growing procedure to recover the original 
image. 
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Fig. 3. A simple example of tht "'gion growing proceduo: and it, result 
with error birs set to be five. (a) Original image with a sit!! of eigh1 row; 
by eight columns (a se<:cion of the 512 x 512 Lenna ima.ge); (t,) n,,.ult of 
r,,gion growing; (c) corresponding discontinuity index im>ge daia pact; (dl 
corresponding error image data part; (e) The corresponding high-bita s,,e,1 
data pan (from left to right). 

Ill. EXPERIMENTAL RESULTS 

A . Image Data 

The X-ray film images used in this study were dii:iti-'ei 
using an Eikonix-1412 camera capable of digitization with 
a resolution of up to 4096 x 40%, 12-b pixels. To maintait1 
minute structures (such as microcalcifications present in :man,­
mograrns) visible and detec1able after digitization of X-ray 
films, the pixel size should not exceed 100 µm which leacs 
to huge dataSets of the order of 10-16 million pixds/i:nago,. 
Efficient archival and transmission of such im11ges calls for 
lossless coding techniques with relatively hi~:h cothpmssicn 
ratios. 

The five mammograms and five chest radiographs used t y 
Kuduvalli and Rangayyan [8] were employed in this studf. 
We first tested our algorithm using 8-b versions of the i:nag,:s 
which were mapped directly from the original 12-b iroa;gc s. 
The reason for this step is that most medical images as wdl 
as natural images used by other workers in the field h:1vc ,u1 
8-b dynamic range. Therefore, this step of our investigation 
would demonstrate the perfonnance of our method with 8·b 
images in the context of other methods in the field. Th{: SUC 
method was also tested with commonly used 8-b nonmedkal 
test images. Finally, we tested the method with IO·b v,irsions 
of the medical images, which were obtained from the urigir,al 
12-b versions by discarding the two least-significant bi:S; this 



(a) 

(b) 

(c) 

Fig. 4. Illustration or Ille 512 x 512 Lenna image and its segmenration 
results (,rror biu = 5). (a) Original Lenna image; (b) oom:,ponding dis­
continuity index illllge data part (scaled); (c) co=ponding error image data 
part (scaled) 

step was adopted as tests with gray scale test images iadicated 
that the 12-b Eikonix camera data were contaminated by noise 
to the extent of the two )east-significant bits [8]). 

B. Comparison of Results 

Two intemational, lossless, still-image compression stan­
dards, namely JBIG [13], (14], and JPEG (15), as well as 
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Original 
lmage 

--------------------------- ----------~ 
' ' : SLIC-Encoder , 

Region Growing 
Procedure 

: SLIC-Decoder 

Region Growing 
Procedure 

' ·---------------------------·---- -----' 
Fig. 5. Dlustration of Ille SLJC procedure. 

ALZ codini: [16]. HINT [7], and 2-D linear predictive coding 
(8) were used to encode the images for comparison with the 
SLIC method. In using JBIG {for direct codiag of the jmage 
or for coding the error image data part and discontinuity 
index data part), we parameterized the method to m;e three 
lines of the image {NLPS0 == 3) in the 3-D model and 
no progressive spatial resolution buildup. The lossless JPEG 
package we used has features of automatic detemlination 
of the best prediction pattern and optimal Huffman table 
generation. The UNIX utility compress was used for ALZ 
compression. For the 10-b test images, 2-D Burg alg:orithm­
based linear prediction followed by Huffman error coding ('.!-. 
D-Burg-Huffman or 2DBH), which was previously reporteo ) 
give the best performance among other combinations [8], was 
utilized to take the place of the JPEG package for 8-b images. 

I) Results for 8-b l=ges: The SLIC method has a runable 
parameter, which is error bits. During this investigation, we 
found the compression ratio to be almost the same for mo§t 
of the 8-b medical images by using four or five for error 
bits. Therefore, we fixed error bits = 5 for the following 
experiments with the 8-b versions of the medical ima,ges. 

The performance of the SLIC method is summarized in 
Table I along with the results of JBIG, JPEG, ALZ, and HINT 
compression (Note: ebits = error bits). It is seen that the SLIC 
method has outperformed all of the other methods studiied with 
the test image set used, except in the case of one mammogram 
and one ch_est radiograph for which JBIG gave negligibly 
better results. On the average, SLIC improved the bit rate by 
about 9%, 29%, and 13%, respectively, compared with JBIG, 
JPEG, and HINT. 

While the SLIC procedure performed well with high­
resolution medical images, we have observed 1hat its 
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TABLE I 
COMPARISON OF SLIC wmi ALZ, JBIG, JPEG, AND HINT USING FrvE 8-b MAMMOGRAMS 

AND FIVE 8-b CHEST RADIOGRAPHS BY b/PJxEt. (wrrn LoWEST BIT RATES HIGHLIGHTIID) 

IMAGE ENTROPY ALZ JBIG JPEG HINT SLIC 
(8 Bits) (1st Order) ('compress') (ebits = 5) 

mammol (4096x1990l 6.1316 2.9544 1.8218 2.1389 1.8678 1.7287 
mammo2 (4096xl800) 6.0950 2.8870 1.8357 2.1779 1.9169 1,7831 

mammo3 (3596xl632) 5.9221 3.0194 2.4025 2.3720 2.1243 2.1173 

mammo4 (3580xl696) 5.8955 2.4479 1.9628 1.8907 1.6150 1.4363 

chest5 (3536x3184) 7.0495 3.0270 1.6028 1.9238 I. 7468 1,4240 

chest6 (3904x3648) 7.4611 3.3225 1.8795 2.1478 1.9956 1.7566 
chest7 (3120x3632) 5.2970 1.7287 0,9452 1.5997 1.3957 0.9946 

chest8 {3744x3328) 7.4535 3.1277 1.4957 1.8908 1.6412 1.3646 

mammo9 ( 4096x2304) 6.0439 2.5998 1.6738 2.1197 1.8415 1.6749 

chest!0 (3664x3680) 7.1734 2.9457 1.6301 1.9683 1.7280 1.4988 

I AVERAGE 6.4523 2.8060 1.12so 1 2.0230 I 1.1813 1 1.s769 

TABLE II 
COMPARJSON OF SLIC WITH ALZ, JBIG, AND JPEG UsING EIGHT COMMONLY Usco 8-b IMAGES BY b/PIXEL 

IMAGE ENTROPY ALZ JBIG JPEG SLJC (ebits = 8) 

(8 Bits) (1st Order) ('compress') (NLPS0 = 31 1NLPS0 = row1 

Airplane (512x512) ti.4!!ti3 5.7098 4.2357 4.2040 4.2176 4.1117 

Baboon (512x512) 7.1391 7.8441 6.3675 6.1758 6.5498 6.4440 

Camerama.n (256x256) 7.0097 6.6774 4.9236 4.9522 5.1381 4.9052 

Lenna (256x256) 7.5683 7.9074 5.3662 5.0686 5.2595 5.0426 

Lenna (512x512) 7.4451 7.0519 4.7996 4.6948 4.7351 4.6299 

Peppers (512x512) 7.3744 6.8557 4.8168 4.7616 4.8975 4. 7951 

Sailboat (512x512) 7.2659 7.0710 5.3360 5.2629 5.4638 5.3594 

Tiffany (512x512) 6.3825 5.8805 4.3797 4.3497 4.4341 4.3177 

I AVERAGE 7.1943 6.8747 1 5.0281 I 4.9337 I 5.0869 4.9507 

TABLE ID 
COMPARISON Of SLIC WITH ALZ, JBIG, 2DBH, AND HINT USING FlvE 10-b MAMMOGRAMS 

AND FIVE 10-b CHEST RADIOGRAPHS BY b/PixEL (WITH LoWEST Brr RATES HIGHLIGHTED) 

IMAGE ENTROPY ALZ JBIG 2DBH HINT SLIC 
(10 Bits) (1st Order) ('compress') (ebits = 6) 

mammal (4096xl990) 7.2679 5.4499 2.8930 2.9249 2.7482 2.7327 
mammo2 (4096xl800) 7.6142 6.0206 3.1879 3.1911 3.1499 S.0764 

mammo3 (3596xl632) 6.6763 4.7326 3.1273 2.9662 2.8074 2.8097 

mammo4 (3580xl696) 7.2137 5.1437 3.1989 2.7552 2.5844 2.5668 
chest5 (3536x3184) 8.9181 7.2134 3.3296 3.3097 3.2825 2.9943 
chest6 (3904x3648) 9.4331 7.8388 3.8735 3.8094 3.8862 3.5867 

chest7 (3120x3632) 7.0726 4.6658 2.2984 2.5799 2.3439 2.2676 

chests (3744x3328) 9.2928 7.3961 3.2453 3.1589 3.0232 2.8908 
mammo9 (4096x23041 7.8118 5.9329 3.1846 3.4139 3.2894 3.1680 
chestlO (3664x3680) 9.0498 7.5119 3.3472 3.2693 3.1831 3.0680 

I AVERAGE 8.0350 6.1906 1 3.1686 I a .1319 1 3.029s 2.9161 

3)5 

performance with low-resolution general images is comparable 

to the performance of JBIG and JPEG, as shown in Table II. 
When SLIC uses an optimized JBIG algorithm using the 
maximum number of lines, i.e., NLPSO = row, the number 

of rows of the image (the last column of Table ID in the 3-D 

model instead of only three lines (NLPSO = 3 in Table II), its 
performance is better than that of JBIG and almost as good 

as that of JPEG. 

JBIG, HINT, and 2DBH have average bit rates of 3.17, 3.0 3, 

and 3.14, respectively. 

2) Results for 10-b Images: Based on our study, setting er­

ror bits as six appeared to be a good choice for the 10-b 

versions of the medical images. Table III lists the results 
of compression with SLIC, JBIG, ALZ, HINT, and 2DBH 
coding. The SLIC technique has provided lower bit rates than 

the other methods. Tue average bit rate is 2.92 for SLIC, while 

IV. DISCUSSION AND CONCLUSION 

Recent issues of journals in the field have published thr,!I! 

review papers on medical image compression [ I Tl-[ 19] and 
one review on lossless image compression [20]; none o:f these 
papers has provided new directions for lossless compn!ssion. 

We -have picked up the concept of segmentation-based i:oding 
and successfully applied it in conjunction with other exim­
ing compression methods to digitized high-resolu~ion X-r.iy 

images. 
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TABLE IV 
COMPlmNG TIME OF SLIC R>R FIVE MAMMOGRAMS AND F!vE CIIEsT RADIOGRAPHS ON A SUN-SPARC·STATION2 IN s AND µs/PJxEL 

3-bit Version 10-bit Version 

IMAGE Encode (µs/pixel) Decode (µs/pixel) Enoode (µs/pixel) Decode (µs/pixel) 

mamrnol (4096xl990) 208.0 (25.52) 209.1 (25.65) 263.8 (32.36) 248.4 (30.48) 

mammo2 {4096xl800) 203.9 (27.66) 206.2 (27.97) 264.9 (35.93) 249.8 (33.88) 

mammo3 (3596xl632) 171.4 (29.21) 167.6 (28.56) 197.0 (33.57) 186.6 (31.80) 

mamm"'.I (3580xl696) 154.2 (25.40) 157.4 (25.92) 202.0 (33.27) 189.8 (31.26) 

chests (3536x3184) 273.9 (24.33) 265.9 (23.62) 395.9 (35.16) 379.8 (33.73) 

chest6 (3904x3648) 378.6 (26.58) 387.5 (27.21) 491.8 (34.53) 500. 7 (35. 16) 

chest7 (3120x3632) 258.3 (22.79) 272.5 (24.05) 349.4 (30.83) 341.7 (30.15) 

chest8 {3744x3328) 306. 7 (24.62) 316. 7 (25.42) 425.3 (34.13) 406.1 (32.59) 

mammo9 (4096x2304) 252.0 (26. 70) 270.3 (28.64) 324.6 (34.40) 329.9 (34.96) 

chestl0 {3664x3680) 350.4 (25.99) 355.3 (26.35) 449.6 (33.34) 450.2 (33.39) 

I AVERAGE 255. 7 (25.88) 260.9 (26.34) 336.4 (33.75) 328.3 (32. 74) 

Compared with the ALZ method, on which the UNIX utility 

compress is based (compress is a very common tool used for 

routine, lossless compression of image and other data), SLIC 

needs only about 56% or 47% of the disk space for storing the 

ten 8-b or the t,en 10-b medical images in the present study. 

One of the international lossless compression standards, IBIG, 

takes about 109% of the disk space required by SLIC for both 

of the 8-b and 10-b image sets. For the 8-b medical images, 

JPEG, another international lossless compression standard, 

results in 28% more disk space when compared with the 

SLIC algorithm. Using the 2DBH method instead of SLIC to 

compress the ten 10-b radiographic images would require 8% 

more disk space. SLIC has also clearly outperformed IDNT: 

about 2.8 MB o:r 1.7 MB more disk space will be needed with 

HINT as the tool for data compression instead of SLIC for the 

8-b or 10-b medical image database, respectively. 
The success of SLIC is primarily due to its embedded region 

growing/segmentation pro<;edure. Unlike raster-scanning and 

Peanoscanning [21J with fixed scanning patterns, SLIC gener­

ates an adaptive. scanning pattern based on the characteristics 

of the given image. Since only a simple discontinuity index 

map is used to guide the scanning pattern, this small extra-byte 

expense will be of benefit to overall compression performance 

due to exploitation of the high correlation among neighboring 

pixels within a region grown (in fact, for coding the discon­
tinuity index data parts, only 0.0030 b/pi.xel to 0.0103 b/pixel 

with an average of 0.0059 b/pixel were required for the 10-b 

medical images). For the X-ray images used in the present 

study, the number of regions varied from I to 9674 for the 

8-b images with error bits = 5 and from I to I 1 889 for the 
10-b images with error bits = 6. 

It should be also noted that the speed of the SLIC method 

is very much comparable with the speeds of JBIG and JPEG 

due to the use of a very efficient region growing method. On 
a SUN-SPARC-station2, SLIC required about 150-390 s to 

encode/decode each of the high-resolution 8-b images in the 

study, and about 180-500 s for each of the 10-b versions (see 

Table IV). Since, SLIC needs about 26 µs/pixel or 33 µs/pixel 

for encoding/decoding 8-b or 10-b images, it only takes about 

1.7 s or 2.2 s for coding an 8-b or 10-b 256 x 256 image. 
Most of the previously reported segmentation-based coding 

techniques [12], (22], [23] involve three procedures: segmen­

tation, contour coding, and texture coding. For segmentation, 

a sophisticated procedure is generally employed for extraction 
of closed contours. In our SLIC method, a simple single­
scan neighbor pixel checking algorithm is used. The major 

problem after image segmentation with other methods lies 

in the variance of pixel intensity within the regions, whk 
has resulted in the application of such methods to lossy 
coding instead of lossless coding. To overcome this problem, 

we use the most-correlated neighbor pixels to generate a 
low-dynamic-range error image during segmentation. Contour 

coding is replaced by a discontinuity index map data coding 

step with a maximum of five levels, while texture coding is 

turned into coding of a low-dynamic-range error image. 

Further investigation on improvement of the perfonnance 

of SLIC is under way, by developing more efficient coding 

methods for the error image and discontinuity index data parts, 

and by modifying the region growing procedure. A di:tailed 

test of SLIC will be conducted with a larger database of 

mammograms from the Alberta Screen Test Program and other 

images. Extension to compression of 3-D medical images is 
also under investigation. 
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A Rapid and Automatic Image Registration 
Algorithm with Subpixel Accuracy 

Raymond J. Althof, Marco G. J. Wind, and James T . Dobbins, III* 

Abstract-A number of digltal imaging techniques in medicine 
require the combination of multiple images. Using these tech­
niques, it is e~sential that the images be adequately aligned and 
registered prior to addition, subtraction, or any other combina­
tion of the images. This paper describes an alignment routine 
developed to register an image of a fixed object containing 
a global offset error, rotation error, and magnification error 
relative to a second image. The described routine uses sparsely 
sampled regional correlation in a novel way to reduce computa­
tion time and avoid the use of markers and human Interaction. 
The result is a fast, robust, and automatic alignment algorithm, 
with accuracy better than about 0.2 pixel In a test with clinical 
computed radiography images. 

Index Term.<- Digital imaging, digital radiography, dual­
energy imaging, image registration. 

L INTRODUCTION 

A number of digital imaging techniques in medicine require 
the combination of multiple image.s. In certain cases, 

such as digital subtraction angiography (DSA), subtraction of 
sequential images is an inherent part of the imaging procedure. 
In other cases, such as dual-energy imaging with computed 
tomography (CT) or computed radiography (CR), subtraction 
may be used to identify functional or anatomical information 
not readily accessible in single, unsubtracted images. In each 
of these cases, it is essential that the image information from 
the constituent images be adequately aligned and registered 
prior to combination of the images. 

In this paper an algorithm is described that was developed 
to register multiple CR images of fixed objects. 1bere are 
several imaging techniques presently being investigated that 
use multiple CR images, such as dual-energy imaging (l], 
[2] and improvement of detective quantum efficiency (DQE) 
by use of multiple plates [3]. The geometric misalignment of 
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individual CR images, even images acquired with multiple 
plates in a single cassette, is generally much worse than 
one pixel. Therefore, it becomes critically important to have 
a routine to adequately align the CR images prior to us~ 
with these multiple-image techniques; otherwise, severe edge 
artifacts occur in the combined images. While the pai.1icular 
examples given in this paper are for registering CR images, 
the algorithm is sufficiently general that it may be use,d with 
any type of image acquisition apparatus. 

IL BACKGROUND 

There are several approaches that have been investigated 
for alignment of multiple digital images. In the case of X­
ray imaging, such as with CR, fiducial marks have been 
successfully used (4]- (6] . Toe fiducial marks are usually some 
type of lead marker that is placed in the beam and rigidly fixed 
with respect to the patient With CR, these fiducial marks have 
been mounted on the cassette surface when multiple imaging 
plates are used in a single cassette [5], [6], or have bei:n 
mounted in the beam on special cassette holder assemblies 
when multiple cassettes have been used (4]. The images are 
then processed to find the locations of the fiducial mark, . The 
center-of-mass (or more accurately the center-of-pixel-density) 
of the pixels is typically used as the location of the fiducial 
mark [4]. A variation on the center-of-mass method uses a 
correlation of pixel values in the multiple images to find the 
displacement of the fiducial marks with respect to each other 
[5], [6]. 

Excellent registration results have been obtained with eil 
two [ 4] or four [SJ, (6) fiducial marks being used with both lhe 
center-of-mass and correlation methods. There are, however, 
several problems with the use of fiducial marks in practice. 
First, the technologist must ensure that the fiducial marks 
are always imaged in the beam. For many exams this wo1J!d 
require special placement of the fiducial marks depending on 
the collimation used. Second, the lack of transmission through 
overlying anatomy, or the presence of sharp edges in the 
anatomy close to the marks, may make finding the location 
of the fiducial mark diffic ult. Third, the use of fiducial marks 
requires specialized equipment, such as cassettes with fiducial 
marks permanently mounted, and therefore is less convenient 
than approaches that do not require any special equipment or 
intervention by the user. 

There have been other techniques used in image regis­
tration that do not require fiducial marks. These techniques 
typically employ some type of pixel-by-pixel cross com:Jation 
or absolute differences (7), [8]. These methods can be q11i1e 

0278--0062/97SI0.OO © 1997 IEEE 
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registration of 
cluslers 

Fig. 1 Flowchart of the registration algorithm. 

final regiStratioo 
of entire Image 

computationally intensive for large image matrices such as 
( '60 >< 2140 CR images. Other, more popular, methods are 

oased on strUcture matching [9]-111 J or control point matching 
[ 12]. The first technique will work well if there are high­
contrasted structures available in the images. These structures 
can be found by thresholding or edge-<letection routines. The 
second technique uses edges to define control points. The 
succ.ess of these techniques depends on lhe ability to isolate 
the structures of interest satisfactorily in the presence of image 
noise. 

This paper reports on an algorithm lhat is fast and accurate 
enough to use for large medical images and does not rely on 
fiducial marks or specific anatomical landmarks. 

Ill. DESCRIPTION OF 1lIB REGISTRATION ALGORITilM 

Fig. I is a flowchart of the various components of lhe 
alignment algorithm. Local correlation of pixel data between 
Image I and Image II is computed at specific regions of interest 
(ROI's) scattered throughout the images. The coordinates of 
these local correlation peaks are then fit by a least-squares 
method to a rigid two-dimensional (2-D) grid pattern to deter-

Fig. 2. Location and size of the cluster array in a 1760 x 2\40 digi1al cbe!I 
radiographic image. 

mine the .uigle, displacement, and magnification differences 
between the two images. Each component of the algorittirn 
will be described in detail in this section. 

A. Sparse Matrix of Pixel Clusters 

The main reduction in computation time with this algorithm 
is due to the sparse sampling of image data before doing the 
pixel correlations. We wish to find small ROI's, or clusters, 
that contain enough local information for reliable correlatioa. 
at spacings sufficient to adequately represent the ex·t~nt ,)f 
useful information in the image. These clusters n~e<l rn he 
distributed over as much of the image as possible to provi,le 
the best overall accuracy. If the clusters were all Jocat,!d near 
the center of the image the error in determining angle and 
offset would be greater than if they were at tho! ptripbery ,f 
the images. 

Since we desire the algorithm to be as general 2s p,:,ss'1b· e, 
it is important to have the clusters distributed unifonnly O\er 

the image so that the likelihood of identifyiing significi.nt 
image information will improve. There is, however, a trade,iff 
between improved generality of the algorithm with a gr~ater 
number of clusters and the increase in computation time with 
more clusters. For the chest CR-images (1760 x 2140) us,:d in 
this study, we found that a 6 x 8 array of clusters, eac:, be:ng 
64 x 64 pixels in size, proved to be sufficiently general 1,nd 
provided an acceptable number of valid clusters. 
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Fig. 3. Elimination of background trends in the cluster data: (a) profile of pixel values across a digital chest radiograph; (l>) detail of the profile across th< 
chest radiograph, showing the background trend in the region of ooe cluster; (c) detail of the profile in the cluster after highpass filtration. 

The 64 x 64 pixel size of each cluster is also a compromise 
between speed and accuracy. If the clusters are too small, there 
may not be enough anatomical information to provide reliable 
correlation data. If the clusters are too large, unnecessary 
computation time will be required. We determined in initial 
experiments that a cluster size of 64 x 64 was a good com­
promise for che~t imaging. The 6 x 8 array of 64 x 64 pixel 
clusters means that only 5% of the total image information 
is processed in each iteration to determine angle, offset, and 
magnification values. Fig. 2 shows the location and size of the 
cluster array used with CR chest images. 

B. Elimination qf Background Trends 

The maximum value of the correlation function for each 
cluster identifies the approximate displacement between struc­
tures in Images I and Il at the location of that cluster. 
However, the correlation function accurately determines the 
displacement between image structures only if the image 
background in the clusters is flat. Any npnuniform shading 
or ramping of pixel values in the background causes the 

correlation function to be influenced more by the shading than 
by the desired anatomical structures. 

Fig. 3 illustrates the eff~t of shading on the re:;ults of 
the image correlation. Fig. 3(a) shows the profile of pix.el 
values across a digital radiographic image of a chest. Note the 
small-scale anatomical structures and the overall bactground 
variation in intensity. For a cluster size which is small relati'':'.e 
to the background trend [Fig. 3(b)]. the correlation function 
will maximize the overlap of the background trend rather 
than the small-scale anatomy. We eliminated the problem of 
background trend by performing a highpass spatial filtering 
(l l x 11 box kernel) of each cluster before calculating the 
correlation. Fig. 3(c) shows the cluster data after highpais 
filtering. 'The algorithm now registers the fine-detail anatomy 
rather than the background trends, since it is more important 
10 have proper alignment of fine-detail structures. 

C. Correlation of Cluster Information 

A spatial correlation of pixel data between Image: I and 
Image II was performed for each cluster. The correla1ion was 
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' J- 4. Correlation function for two clusters: (a) a clusw with very ~valent mid- and high-frequency anatomical information, (b) a cluster with little u:.:ful 
anatomic.i information (mainly noise). Note that (a) displays a very prominent correlation peak, but (b) does not. 

performed in frequency space to save computation time by 
using simple array multiplication of the Fourier transfonns of 
the clusters 

A;(u,v)=FFT{o.;(x,y)} (I) 

B;(u, v) = FFf{b,(x, y)} (2) 

CORR(u, v) = A -B" (3) 

corr(x,y) = FFf-1{CORR(u,u)} (4) 

where ai and b; are the pixel values of cluster i out of Image I 
and II, respectively. _A; and B; arc the fast Fourier transforms 
(FFr) of a; and b;. Toe correlation function corresponds 
to a matrix multiplication of the FFT of one cluster and 
the complex conjugate of the FFT of the other cluster in 
frequency space (3). The inverse FFf is then taken to obtain 

( correlation function in Cartesian space (4). Toe correlation 
procedure and FFf are adapted from a published source (13]. 

D. De1emuna1ion of Valid Clusters 

Image noise can give erroneous correlation values in regions 
where the noise is large compared to the amplitude of the 
anatomical signal. This was a particular concern for the 
application of this alignment routine to imaging wilh multiple 
CR plate,; in a single casseuc (as in dual-energy imaging). 
Toe image noise in the rear plate is considerably worse (two to 
three times worse) than in the front plate in this case. In regions 
such as the subdiaphragm where the anatomical information 
is fairly uniform or where a cluster does not contain any 
anatomical information (such as outside the patient}, there is 
not a significant correlation peak from the desired signal. 

Since the noise is largely Poisson distributed, one would 
expe.:t tllat the noise in the two images would be uncorrela1etl, 
and wou Id have a uniform (and zero) correlation function 
in areas without anatomical information. Such an argument 
would be true for infinite cluster sizes, but the finite and 

reasonably small size of the clusters used here did gi,e a 
correlation function with specific peaks in clusters contalning 
only noise, although the peaks were randomly distributed. In 
such clusters the size of the local maxima of the correlation 
function was approximately the same amplitude as the noise in 
the correlation function, since the pixel values were approx­
imately uncorrelated. Fig. 4 shows the correlation :function 
for two sets of clusters, one with very prevalent anatomical 
information, and one with essentially only noise. 

It was necessary to develop a procedure for evaluating 
whether the correlation results from a particular cluster were 
due to reliable image signal or were mainly due to noise. 
First, the peak value in the correlation function was detem,ined 
for each cluster. A small region just including the correli,tion 
peak was then isolated from the rest of the cluster correll,tion 
function. The standard deviation (S.D.) of clusler correlation 
values outside the isolated region was calculated to determine 
an approximate measure of uncertainty in the COlTelation func­
tion. The correlation peak was excluded during thtl calculation 
so it would not influence the approximation of thf: uncertainty 
level. The amplitude of the peak was then compared tc, the 
S.D. of correlation values outside of the peak region, ;mid if 
the ratio were greater than a cenain threshold the cluster w~ 
considered to have valid. reliable data. Otherwise, the clusteJ 
was discarded from funher analysis. The determination LJ f thi, 
optimum threshold value is discussed in the Results section. 

E. Imerpolation of Correlmion Da1a 

lf the cluster was found to be valid, the correlation function 
was next interpolated up sixtetnfold and convolved •;lith ,1 

matched filter to allow for partial pixel accuracy. Bil in,:,ar 
inL~rpolation was used. The up-interpolation allowe-:1 the us,: 
of noninteger sized matched-filter kernels (with respect 10 th, 
original pixel matrix). Since only the peak of the corre°Latio1 
function contained useful information, we up-interpolatect only 
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an 11 x 11 pixel region surrounding the peak (interpolated up 

to \76 X 176). 
We observed that the peaks of the interpolated correlation 

functions were reasonably described by a specific character­

istic shape. We selected a matched filter of about the same 

size and shape as the average correlation peak. Choosing such 

a matched filter allowed the signal-to-noise of the correlation 

peak to be maximized for detection of the peak's location. 

F. Least-Squares Fir to a Rigid Grid 

The result of the matched filtering of interpolated correlation 

data is a set of absolute coordinates Xij, Yii of the valid 

correlation peaks. These coordinates are fitted to a 2-D grid 

with spacing equal to the distance between cluster centers. 

Knowledge of the displacements at the grid points allows the 

rotation and translation to be calculated. 
The displacements at all grid values need not be known, 

since the grid points are rigidly related to one another. For 

noiseless data, the displacements at only two grid points are 

sufficient to determine the amount of translation and rotation. 

However, since our displacement valuc!s are obtained from 

noisy data, better results are obtained by using more than 

two grid points. A least-squares method was derived to fit 

the measured x;i, Yii coordinates to the 2-D grid of cluster 

centers (see Appendix). 
A further degree of freedom is the difference in geometric 

magnification of the two images (such as when imaging 

two CR plates in a single cassette). The least-squares grid 

fitting method was adapted to allow for the determination of 

magnification difference . as well as translation and rotation. 

Detennining the magnification was accomplished by allowing 

the scale of one grid to vary relative to the other grid. 

G. Iteration for Improved Accuracy 

The results of Section III, parts A- F, are a set of magni­

fication, translation and rotation differences between Images 

I and II. lhese results are found to be approximately correct 

(less than one pixel error), but are not as good as desired (i.e., 

better than about one-quarter pixel accuracy). By aligning the 

registered clusters again in successive iterations we achieved 

much better registration accuracy. It was found that six itera­

tions steps were enough to reach an accuracy better than one 

quarter pixel. 
Because of 1he closer registration with successive iterations, 

it is possible that some clusters initially found to be invalid 

will become valid in subsequent iterations. However, this can 

be assumed to be true only for clusters that were nearly valid 

in the first iteration. So, to save computation effort, only the 

clusters whose correlation signal-to-noise were near or greater 

than the accepted threshold were checked for validity beyond 

the first iteration. 
Care was taken to minimize cumulative error with the 

iteration process. If the registered pixel data from one iteration 

is then re-registered in successive iterations, the accuracy 

after multiple iterations would likely he dominated by the 

cumulative error of the interpolative registration routine. In­

stead, our algorithm always uses the original Image II pixel 
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data as the starting point for registration, using the improved 

estimate of angle, offset, and magnification with each iteration. 

In that way, uncertainties in the registration routine do not 

accumulate. 
Instead of perfonning the actual registration of the full 

1760 x 2140 images for each iteration, the registration is only 

performed on the parts of Image II contained within the 

clusters. Registering only the pixel data in the clusters saves 

95% of the computation time required for the full registrat,on. 

H. Registration Procedure 

Section Ill, parts A-G, provide the required magnification. 

offset, and angle values for Image II relative to Image I. Any 

adequate interpolation can then be employed to do the actual 

registration of pixel values in Image II to produce the final 

alignment. A bilinear interpolation scheme was used for the 

initial evaluation because it is computationally simple. 'The 

algorithm calculates for every destination location ( x, y :1 in 

Image II the fractional source location (x' , y') using the valL 

of angle, offset, and magnification. The estimated pixel value 

at (x' , y') is computed from the four nearest neighbo1ing pixel 

values, using the relative distances to those pixels. 

IV. EXPERIMENTAL EVALUATION 

The first element of the overall algorithm we evaluated 

was the threshold value to be used for identifying valid 

clusters. As we pointed out in Section III, the height of the 

cluster correlation peak was compared to the value of the 

background uncertainty in the correlation function. The ratio 

of correlation peak to correlation uncertainty is indicative 

of statistical certainty, and a threshold value was chosen to 

determine whether a given cluster contained reliable data. 

Several correlation peak-to-noise thresholds were evaluated, 

based on the range of values found in an initial trial with CR 

images. The number of valid clusters found and the accuracy 

of final registration results were measured with each thresh, · · 

Only one iteration of the overall algorithm was used for 1,,.-,;· 
part of the evaluation. 

A similar study was conducted to determine the effect of th1, 

shape and size of the convolving function (matched filter) used 

on the interpolated correlation data. The resulting registration 
accuracy was measured using both Gaussian and simple box 

convolving functions. Estimates of the required full-width half­

maximum (FWHM) for the Gaussian and box functions were 

made by examining the shape of a correlation peak acquired 

using a dual-energy CR image set. FWHM values of 29, 

59, and 119 pixels in the interpolated images were evaluated 

(corresponding to 1.8, 3.7, and 7.4 pixels in the original image 

data). For this part of the evaluation, a threshold value of six 

was used for the correlation peak-to-noise as described above. 

Next, the convergence properties of the iteration pro:ess 

were measured. A correlation peak-to-uncertainty threshold 

of six and a convolving box function of 59 x 59 pixels were 

used, based on the results of the preceding tests. Th,: angle, 

magnification and offsets (in x and y) were measured as 

increasing numbers of iterations were performed. 
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fig. 5, Convergence b"ends for (a) x offset, (b) y offset, (c) angle, ,nd (d) magnification wilh increasing itcra1ion for one clinical image pair. for all 1mag<S. 
adequate convergence was reached by the sixth iteration based on the desired level of registration accuracy. 

Finally, an estimate of the accuracy of the entire algorithm 
• •· "<\S made by comparing the results with those from a center­
(_.rnass fiducial mark registration procedure, The registration 
accuracy was measured using ten patient images acquired for 
a digital chest radiography study that uses two CR plates 
in a single cassette [3]. Each image contained two lead 
fiducial marks placed at opposing comers of the images. 
(The fiducial marks were not in any of the clusters used 
in the present algorithm.) The images were registered using 
the new automated algorithm, and then the center-of-mass 
algorithm was used to measure the residual misalignment of 
the two fiducial marks. Residual errors in offset, angle and 
magnification were then computed. 

V. REsULTS 

A trar.leoff was found with respect to the threshold value for 
determining valid clusters. Below a threshold of approximately 
three, many clusters were selected as valid, but some were 
in fact erroneous. On the other hand, if the threshold value 
were placed too high, some acceptable clusters were needlessly 
discarded, occasionally leaving 100 few clusters for robusl 

performance (less than three). We found that a ttm:sho:.d 
value of six (i.e., ratio of correlation peak to correlation S.C.) 
performed well as a good compromise betwee., sensitivity and 
specificity for finding valid clusters. After the thresh Jldi11g 
step, one is left with a number of presumably valid clusiers. A 
funber step is then included in the test for valid. clusters. TI1e 
S.D. of all .e-. and .ey values (being the difforence, bNwecn 
the cluster centers and the correlation peak coordinate,s) are 
calculated, and if a given cluster's e~, ey vo.lues nre more 
than ISO% of the S.D. values, then that clust1:r ii; regarded 
as being erroneous. This additional test imprc,ved the overill 
specificity of cluster evaluation. 

The evaluation of the size and shape of th,: ma1che1l filter 
revealed only gradual dependence of registration accuracy on 
matched filter kernel size, and only a small dependence on 
filter shape. The rms error in registralion accuracy wa1; 0.153, 
0.128, and 0.230 pi)(e!s for the 29, 59, and \ 19-pixel l'WHM 
kernels when using the bo" convolving func-cion, ancl 0. ll 8, 
0.104, and 0.222 pixels error for the comparable FWHM 
Gaussian functions. As a result. a simple box funclion of wi(th 
59 was adopted. The results with different kernel sizes for tile 



TABLE I 

ERRORS OF TilE l'KE.sENT Al.G<>R1111M COMPARED AGAlNST A FIDUCIAL MARK 
CENTEJt,OF-MASS RE£l!STI<ATION AtoORm!M. THE "MAXIMUM OFFSET ERROR" 

IS THE MAx!MUM DISCREPANCY IN X OR y LocATION OF TilE FIDUCIAL MARKS 
FOU.OWINO THE PR.ESEtrF ALOORmiM AND, HENCE, IS A MEASURE OF TI-iE 

MAXIMUM ERROR OF REGISTI<ATION IN TilE IMAGE. THE l'muCIAL MARKS USED 

FOR THE CENlER-OF-MASS Roum<E WERE IN OPPOSING CORNERS OF THE 
1760 X 2140 IMAGES ANO WERE NO'T LocATED IN ANY OF TilE CLUS1ERS OF 

THE l'KE.sENT CORRELATION ROUTINE. TuE "MAXIMUM DISPLACEMENT 
ERROR BEFORE REGISTRATION" INDICATES nm MAXIMUM D1SCREPANCY 
BETWEEN CORRESfOND(NG FIDUCIAL MARK LOCATIONS IN ll{E IMAGES 

BEFORE REG1!:TRAT10N. ALL ERRORS ARE QUOTED AS ABSOLUTE VALUES 

Aft.er regislrntion 
Max. di.sploctment 

Clinical em,r before Mtul.offse1 Angle 

J.mage registrJtion Enw Em>, Magnification 
Pair (pixds) (pixels) (radians) Error 

1.66 (1.10 0.000034 0.000009 

2.26 0.06 0.000021 0.000018 

5.25 0.08 0.000001 0.000074 

4.85 0,07 0.000011 0.000030 

5 3.10 0.19 0.000072 0.000078 

6 1.20 0.05 0.000006 0.000028 

0.90 0.21 0.()()(1149 0.000024 

0.87 0.16 0.000019 0.000090 

9 1.65 0.09 0.000012 0.000069 

IO 1.54 0.16 0.000006 0.000075 

matched filter indicates that the kernel size is not very critical. 
Hence, in retrospect, the up-interpolation may not have been 
necessary, at least for the type of images investigated here. 

The values of angle, magnification and offset each showed 
strong convergence properties in the ten images evaluated 
(Fig. 5). In each case, the angle, magnification, and offset 
errors had satisfactorily reached their asymptotic values within 
six iterations. ('The asymptotic value was determined as the 
result of 30 itc,rations.) In each image set evaluated, the 
convergence was well behaved for each variable (i.e., it 
converged rapidly with a minimum of oscillation, and it did not 
change appreciably after the asymptotic value was reached). 

The final accuracy of the technique was determined by 
comparing the results with this new algorithm to a center-of­
mass fiducial mark algorithm. While it was difficult to assess 
the actual accuracy of the fiducial mark technique by itself, 
fiducial marks were used as the gold standard due to their 
excellent performance in previous studies. The residual errors 
in angle, offset, and magnification for the present algorithm 
were all very small (Table I). The maximum offset error is the 
larger of the x or y displacement errors between the fiducial 
marks following registration by the present algorithm; in no 
case was the error greater than 0.21 pixel. Thus the maximum 
registration error of any pixel in the image is expected to be 
<0.21 pixel, since the fiducial marks were near the comers 
of the image, and the absolute errors nearer the center of the 
image would be smaller. 

The speed of the total algorithm was evaluated on a worksta­
tion in both single-processor and dual-processor modes (Sparc­
Server 10, Model 512, Sun Microsystems, Mountain View, 
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CA). For the dual-processor implementation, the algorithm 
was hand-optimized using multithreaded programming for 
multiprocessor parallel execution. The evaluation in the single.­
processor mode was made by simply constraining the code to 
run on one processor. The algorithm speed was evaluated using 
two full-size CR images (1760 x 2140). The execution time 
for the entire algorithm (including six iterations and bilinear 
interpolation registration of the full-size image) was 27.6 s 
for the single-processor and 18.8 s for the dual-processor 
implementation, including input-output (VO) time. The ~,ctual 
time used for determining angle, offset, and magnification w, s 
approximately 5 s in the dual-processor mode. 

VI. DISCUSSION 

There are two main factors which limit the overall accuracy 
of this new algorithm: image noise and matched-filter kernel 
size. Image noise reduces the number of valid clusters due 
to stochastic uncertainty in the pixel data set, and there' 
increases the uncertainty in the least-squares fit to the 2-u 
grid. A matched-filter kernel size of 59 x 59 (with a sixteenfo.)d 
pixel interpolation interval) was chosen as a reasonable com­
promise between accuracy and speed, but there was observc,d 
some dependence on registration accuracy with kernel size. 
Fortunately, the variation observed with changes in kernel 
size was very gradual, and it is not likely that a substantially 
improved accuracy will result from more precisely identifying 
the optimum kernel size. The net effect of these two sourc•~s 
of inaccuracy was an error of ~0.21 pixel in the clinical CR 
images evaluated, which was excellent considering that the two 
images in each set contained different levels of noise (both 
were acquired simultaneously in the same cassette; lbe rear 
plate received about half of the exposure of the front plate), 

The overall robustness of the algorithm appeared excellent 
for the images tested, since the technique performed w,:ll 
regardless of how misregistered the images were initiall.y. 
Since no specific anatomical landmarks were used, one would 
expect that the algorithm would perform equally well ,r' ' ·, 
any other type of image, as long as the image contai .. l 
sufficient medium-to-high spatial frequency information at the 
locations of the clusters. Furthermore, the presence or absence 
of antiscatter grids did not seem to make an appreciable 
difference in registration accuracy, based on further tests of the 
algorithm on images of an anthropomorphic chest phantom. 

The algorithm, as presently implemented, assumes the im­
ages are misregistered by only a modest amount (e.g., < 10-20 
pixels). If the images are significantly misregistered, either by 
angle or offset, then some of the clusters to be corrdated in 
each image may completely miss each other. In such a case, an 
initial gross alignment of the images may be required before 
the present algorithm is used to give an extremely ac:curate 
final registration. In the clinical CR image data used, however, 
no such initial gross alignment was required. 

One area for further improvement is an automated del-:r­
mination of the number of clusters. If enough valid clnst,~rs 
were not found initially, the cluster matrix could be increai.ed 
until a sufficient number of valid clusters were obtained. 1he 
alteration of cluster matrix is not likely to be necessary if 
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the algori1hm is always used for a single imaging modality 
(e.g., chest imaging), since 1he general location of useful image 
infonnation is somewhat standard. But for a fully automatic 
algorithm that adjusts to any possible type of image, such an 
intelligent determination of number of clusters would enhance 
the gener2Jity of the technique. 

APPENDIX 

Once a number of maxima of correlation have been found, 
the corresponding locations of the maxima can be used to 
calculate the angle of rotation II, the offset, and 1he factor of 
magnification difference between the two images. We have 
developed a way to do a 2-D. least-squares fit of the localed 
maxima to a rigid 2-D grid. Fig. 6 shows how the rigid grid 
is fit 1hro11gh the set of correlation maxima data points. The 
error (e,;;;, ey;j) at each grid point can be described as 

; .1 •.,;) = ("';; )-(xg0,o )-d·ifl-(c?"e -sin/J). (i.) 
,.ay;; Yi; y9o,o sm/1 cos() J 

(Al) 
where 111 is the factor of magnification between the two images, 
d is the distance between the grid points of the fitting grid, 
x;; and !I;; are the coordinates of the found maxima, and 
x9o,o, y9o,o is the unknown vector of displacement of the (0, 0) 
element of the grid. 

Nor. every found maximum is reliable, as discussed in the 
text. Therr.forr., we introduce a factor M;; to tlescrihe whethP.r 
a grid poin1 may be taken into account or not. Making M;j 

zero for a nonvalid grid point causes the data for that particular 
cluster to not contribute to 1he least-squares fining routine 

M· . = { 1, if clusler is valid 
'1 0, if c:luster is not valid. 

Applying the least-squares method, we now find the sum of 
all squared errors E(ll,x9o,o,Y9o,o , 'I') 

Qr-·l Q;-1 

E = L L M;;{[x;; - x9o,o ·- d · ifl(icos0 - j sin 0)]2 

i,eQ j=O 

+ [y;; - 1,190,0 - d · 'll(isin () + j cos8)]2
} (A2) 

where Q 1 and Q J are the number of elements in the 2-D grid 
in the i and j directions, respectively. The minimum sum-of­
squares error can be found by calculating the partial derivatives 
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Fig. 6. Rigid grid used for least-squares fit 10 correlatfon p:aks of in<hidual 
clusters. For each coordinate ( id) in the 2-D grid thc~rc is a d~:crc:ip­
ancy (£,,<,) between the grid location and lhe derected eorrelatio,i peilk 
(x;, , !/,;). 

of E(O, x9o,o, y9o,o, 'I') and setting them equal to zero 

oE oE BE 8E 
80 = O; 8xgo,o = O; 8y.o,o = O; 8'11 = 0. (A3) 

We can now solve the equations for angle, offse1, and 
magnification that minimize E(O,x9o,o, Ygo,o, 'I'), after intro­
ducing some abbreviations for the pani.al sums in our <-,quatiom 
[(A4)-{A6), shown a1 the bonom of the page], where 

N=~LM,1 ; N1 = LL M,_; · i , 
i j 

NJ= LLM;;·j; 
j 

MpJ> = L I>~{_;(i2 + j2): 

x, = LLM;; · X;J; 

j 

x1 = LLM,; · X;j ·i; 

YI= LLMtj "'Yij -i; 
i 

j 

y, =LL}.{,;. Y1,; 
i 

XJ = LL M,_; . Xij . j; 
; 

YJ = LL M,;. 1/ij . J. 
i j 

(A4) 

(A5J 

(A6) 
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ABSTRACT 

In this paper, a two-layer motion adaptive classified 
vector ql!Ja11tizer (MACVQ) is proposed for ATM 
video coding. Tlte proposed lfl!lhod classifies image 
blocks iJJlo 1hru dllf,ceut mntio11 classes :' 
slow-motion, medium-motion and fas_t-mq"iion. 
Specified vector quantizers are then designei"io 
encodt different motion blocks. A simple edge-based 
classified' vector quanlizer is developed to encode the 
motion-compensated prediction ( MCP) error. 
Compared with the MPEG-type DCT interframe 
coder, the proposed MACVQ coder has better MSE 
performance and less accumulation error belwun 
consecutive frames. 

L Introduction 

Asynchronous Transfer Mode (ATM) has been 
recommended as ihe transport vehicle for high speed 
networks. The A TM technique is versatile and 
flexible enough to_ provide a bearer service capable 
of integrating a wide spectrum of multimedia Iraffic 
SOUl'l.-es, such as computer data, computer graphic, 
voice, still image as well as video. With increasing 
user demand and rapid advance in VLSI 
teehnologies, video services like video telephony, 
video conferencing, video on demand (VOD), video 
surveillance, and high definition TV (HDTV) will 
become the dominant traffic in future broadband 
netwO!ks. 

For transmission over ATM networks. video data 
stream is split up into packets. Several problems arise 
with thci introduction of packet video techniques, 
which mainly result from cell loss problem due to 
possible network overload. Cell loss problem will 
cause large degradation in image quality especially 
when interframe coding schemes are employed, 
where decoding errors will be accumulated in 
following frames. To solve this problem, layered 
coding techniques have been developed [1)-[2]. Most 
layered coding schemes preposed until now have 
been mere extensions of well-known video coding 
standards like H.261 and MPEG-1, which are 
~ically the motion compensated discrete cosine 
transfonn (OCI) coding technique. Besides layered 

coding techniques, several compensation methods 
have also been proposed [3)-[4] to tackle cell loss 
problem. 

In this paper. we propose a two-layer motion adaptive 
classified vector quantization (MACVQ) for 
interframe coding in A TM environment. Compared 
with the cooventional DCT coder, vector quanti7.ation 
(VQ) [5) [6] has the advantage of simple decoder 
design which is more suitable for broadcasting 
services like video on demand (VOD) and HDTV. In 
the proposed MACVQ method, image blocks are 
classified into three different motion classes : 
slow-motion. medium-motion and fast-motion. A 
simple edge-based classified vector quantizer is then 
proposed for efficient coding of the 
motion-compensated prediction (MCP) error. 

In the rest of this paper, the proposed two-layer 
motion adaptive classified vector quanti7.ation 
(MACVQ) technique is first described in section II. 
Computer simulation results are discussta in section 
III and some concluding remarks are drawn in section 
IV. 

II. Motion Adaptive Classified Vector 
Quantization (MACVQ) 

The block diagram of the proposed two-layer motion 
adaptive classified vector quantization (MACVQ) is 
shown in Figure 1. 

In the proposed method, each input frame with siz.e 
MxN of an image sequence is first partitioned into 
subsequent non-overlapping blocks of size bxb. Each 
block is motion-predicted by applying the full search 
block matching algorithm [7} into the previous 
encoded frame. We denote the block of siz.e bxb as 
a macroblock. The macroblock is further divided into 
subsequent L 4x4 blocks, where L=(b/4)2

• Each block 
is then classified into one of the three motion classes 
: slow-motion, medium-motion and fast-motion. 
When the block is classified as slow-motion block, 
the MCP error will not be coded and the block will 
be reconstructed by the motion-predicted block. For 
the medium-motion block, a edge-based classified 
vector quantizer is used to encode the MCP error. 
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Finally. if the block is a fast-motion block. the pixel 
elements of the block instead of the MCP error will 
be encoded using a vector quantizer. 

Toe displact:d frame difference (DFD) of the block 
ref1ects how large the motion of the block is. If the 
DFD is .large, it means that the motion of the block 
is large. Therefore, we use the DFD as a criterion to 
classify the block into different motion classes. 

We refer to a block of m;,.m (m=4} pi;,.els by 
co-ordinate (k)) of its upper left comer. For the 
present frame n, we denote the intensity of the pixel 
wllh co-ordinate (i.j) by F .(i. j). The DFD is then 
calculated by 

J ...,_ 1,. -• 
DFD,., ; --;::- I. .L IF, (k+i.l+j) - F. - I (k+x+i,l+y+j)I 

mr,m,.01 - 0 

where the offset (x.y) is the motion vector of the 
macroblock. The block X is classified as a 
slow-motion block. a medium-motion block or a 
fast-motion block by inspecting the value of its DFD 
as follows: 

l 
slow-motion block if DFD ~ T1 

Xis mediwn-motionblock if T1 <DFD~T, 

fast-motion block if DFD > T, 

where T, is the lower threshold and T2 is the upper 
threshold. When the block is classified as 
slow-motion block. the MCP error will not be coded 
and the block will be reconstructed by the 
motion-predicted block. 

Input • 

Bkxt-Ma1ehln 
MC 

Enh~ent 
Layer 

S..eLayer 

Motion Vccl<r 

Figure l Block diagram of morion adaptive 
classified vector quantiiation 

A simple classified vector quamii.ation scheme is 
proposed for coding lhc MCP error of the 
medium-motion block. In our proposed method. each 
block is classified into different types of edge classes 
by a simple edge classifier. Given a block Y. a 
two-level bit-map B(i.j) is first generated by checking 
the MCP error of the block. 

B(i ') = { 0 ff MCP(iJ) < 0 
,J I otherwise 

where MCP(ij) represents the MCP error value at the 
(ij)"'_ !~ion. Th~ bit-m.ap reflects the gray level 
trans1t1on mfonnauon or the edge infonnation of the 
block. The Euclidean distance between the bit-map 
of Y and the bit-map of eight prescribed edge classes 
as shown in Figure 2 is then calculated. Y will be 
denoted as E. class when the bit-map of E,, has the 
minimum distance to the bit-map of Y. Since the 
bit-map only contains binary infonnation. calculation 
?f the Euclidean distance for two bit-m.aps only 
mvolves ~xclusi ve OR operations. Different edge 
classes will then be vector quantized by different 
codebooks. Three extra bits are required for each 
edge class 10 indicate which codebook is used 

Clusj Clu17 

Ous.1 

Figure 2 Eight edge classes 

!he ~CP error of the fast-motion block is Ia,ge, it 
implies that the motion prediction of the block is not 
good enough. Therefore, there is little coding gain 
for coding the MCP error. Instead of the MCP error 
the original pixel elements of the block are encoded 
using a vector quantizer. Extra bits are required to 
send to the decoder to indicate which class the block 
is. As most blocks are slow-motion blocks one bit 
(0) is used to represent slow-motion class •and two 
bits are used lo represent medium-motion' ( 10) and 
fast-motion (I I) classes. 

In the proposed method. the two-layer approach is 
adopted to minimize the cell loss problem in ATM 
environment. The image infonnation is divided into 
two categories, each carrying part of tbe information 
needed for full representation of the original image. 
The motion vector and side information for decoding 
the ~CP error of blocks are packetized and 
transmitted through the base layer which guarantees 
no Joss. The encoded MCP error data stream is then 
uansmitted ~n the second or enhancement layer. 

323 



324 

Ill. Simulation Results 

Computer simulations have been pcrf ormed to 
compare the pcrfonnancc of lhe proposed MACVQ 
coder with the MPEG OCT interframe image coder. 
The test image sequence 'Football' of size 352x240 
pixels/frame is used and the simulation is performed 
on the first 50 frames of the sequence. Although the 
block size for motion prediction in MPEG is fixed at 
16, we perform simulations for motion prediction on 
the block sizes of 8 and 16. In our experiments, the 
two thresholds T, and T1 are set to 8 and 20 
respectively. For the purpose of fair comparison, the 
overall bit-rate of the two systems is set to a similar 
value. The MSE performance for the 'Football' 
sequence is shown in Figure 3 and the average 
performance is listed in Table I. 

M- Square Em>r ( MSEJ .. r---;:::=======::::;---, 

-~--~--~--~-~--~ ' ~ ~ 
Frame Number 

Figure 3 MSE perfonnance of the MACVQ and 
MPEG OCT intcrframe coder 

Method MSE Rate (bpp) 

DCT(b=8) 177.19 0.428 
MACVQ (b--8) 163.82 0.427 

DCT (t,.,16) 258.47 0.404 
MACVQ (b=l6) 182.20 0.401 

Table J Average performance 

It is shown that the proposed MACVQ coder has 
better MSE performance than the MPEG OCT 
inwrframe coder for both cases. When the block si7.e 
is 8, the MACVQ coder perfonns 8% better than the 
DCT coder. In the ca<:e of block size 16. there is 
about 30% improvement in MSE performance for the 
MACVQ coder. It is 1hcrefore revealed thal the 
MACVQ can code the MCP error more efficiently 
than the MPEG OCT intcrframe coder. It is also 
no1cd in Figure 4 that the accumulation of the 
prediction error in the MPEG DCT coder is more 
serious than the proposed MACVQ coder especially 
in the c~ of block size 16. The MSE performance 
of the MACVQ coder remains quite constan1 over a 
number or consecutive frames. However. 1he MSE 
values of the OCT coder become larger when the 
frame number increases. 
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Rate C/taracteristics of the MACVQ Coder 

The bil-l'llte of the proposed two-layer MACVQ 
coder can be adjusted by varying the lower threshold 
T,. When T, becomes larger, more blocks will be 
classified into slow-motion blocks and need not be 
encoded. The number of bits reqllired for coding the 
medium-motion and fast-motion blocks will be 
decreased. Figures 4 and 5 show the bil-rate 
characteristics and MSE perfonnance for diffe1rent 
se1tings of T, and Table 2 summarizes the average 
results. In this case, 1hc upper 1hreshold T2 is fixed 
at 20 and the block size is 16. 

T, MSE R....,, R,.,., 2 R.,,.., 

8 182.20 0.167 0.234 0.401 
14 235.28 0.089 0.115 0.204 

Table 2 Average bit-rale (bpp) characteristics 

It is noted that the portion of the bit-rate at the base 
layer and enhancemem layer can also be adjusted by 
the lower threshold T,. When it gets larger, more 
percentage of the information will be packed into the 
base layer. As shown in Table 2, lhe bit-rate of the 
base layer is about 37% and 45% of lhe total bit-rate 
when T1 is set to 8 and 14 respectively. 

MSE fe,formance with Cell Loss 

The codewords of medium-motion and fast-motion 
blocks are packetized into fixed-length A TM celJs 
and transmitted via the second layer in ATM 
networks. When packing into cells, it is impottant to 
=ure video synchronization in the face of data loss 
and to localize the impacl of loss of eocoded data. 
In our proposed packing method, the following :rules 
are utilized : 

(1) Block is the basic unit for packing encoded video 
bit-stream into cells. When lhe number of bits 
left in a cell is less than that required for an 
entire block, the bits are left blank (i.e. putting 
zeros on them). 

(2) To locate lhe fint block of each cell in the 
picture. The block location can be identified by 
two fields : the absolute maaoblock addR:ss in 
the picture and its location in the macrobloclc. 

Figure 6 shows our proposed method for paclcing the 
encoded video information into AAL-Type 2 
infonnation field. There are totally 48 byres in the 
information field of an A TM cell Excluding the 
ovemead infonnation for maintaining cell seq~ence, 
error detection and locating the beginning of encoded 
data. there are 43 bytes left for encoded video 
information in each A TM cell. Simulations have been 
performed when there is cell loss occll!Tcd in the 
second layer of the coder. In our experiments, the 
block si7.e for motion prediction is set to 16 and the 
two thresholds T, and T, for the MACVQ coder are 
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8 and 20 respec1ively. When 1he cell loss rate is equal 
to 10%, the MSE perfonnance is shown in Figure 7 
and lhe average performance is listed in Table 3. 

--
a. T, = 8 

b. T1 = 14 

Figure 4 Bil-rate characteristics 

MeM Square Error (MSE) '"'r----;:::=======:----7 
MAC'VQ(Tld) MACVQITl•l4) 

.. , L --....L----'-.----'.'----'------'~ 

Frame Number 

Figure 5 MSE for different thresholds 

Method MSE Rate (bpp) 

DCT 290.58 0.408 
MACVQ 206.04 0.405 

Table 3 Average MSE with 10% cell loss 

~:~nmkr(f~ 
n':W-1i-.t,pc(l lia) 
U;.,.,.-6:t1,,xitlt,its} 
<JlC :c,::!Kllltll•MK)'d!llll;ll(IOINII) 
MB:.....,_d1W.,._ .... _,.Md:(ll Ii•) 
8;66drafof(k~Moe:IIC(1a.} 

Figure 6 A TM cell format 

Mean Sq= Error (MSE) 

-~--~--~---'---~-~~ 
6 • ,. -

Frome N wnbo.-

Figure 7 MSE perfonnance with 10% cell loss 

It is shown that the MSE increases about 13% when 
there is 10% cell loss in the second layer. The 
degradation is not serious since most of the important 
infonnation is encoded and sent in the first layer. 

IV. Concluding Remarks 

In this paper. a two-layer MACVQ coder is 
developed for interframe coding in ATM 
environment. In our system, image blocks are 
classified into three motion classes by comparing the 
DFD of the block with two thresholds. A simple 
classified vector quantizer is developed to encode the 
MCP error. Simulation results show that the proposed 
MACVQ coder is more efficient than the MPEG-type 
OCT interframe coder. 
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PRE-PROCESSING FOR MPEG. COMPRESSION 
USING ADAPTIVE SPATIAL FILTERING 
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Abstract - SpaJial fi/Jtring is an tfftctive method for 
improl'ing MPEG compression in fixed and variable rate 
control a(!plit:ations. This paper presents a unique 
architecture for adaptive spatial fi/Jering based on digital 
rtsampling that improves MPEG compression throughput. 
An ol'erview of a digital resampling and an adaptive spatial 
jillering sysum is also presented. Quantitative simulation . 
resu/Js indicate thal the MPEG compression throughput is 
greatly improl'td by digital resampling and spatial jdJering 
without signifu-ant loss of image quality. 

I. Introduction 

The popularity of the Moving Pictures Experts Group 
(MPEG) digital video compression is fueled by a broad range 

of increasingly demanding multimedia applications and the 
rapidly developing HDTV market. Modern computer 

· applications make heavy use of compressed CD-ROM video 

and future communications systems will take advantage of 
MPEG compression to provide two-way video conferencing. 
Compression is the key to ubiquitous digital video. 

Much MPEG compression research has been aimed at 
improving encoding iechniques.{3] These systems have 

attempted to improve com ression efficienc b modi ino 
t bn-rate contro mechanism to ex Ioit the characteristics 
of the u v1su system. This paper presents two 
techniques for improvmg compression throughput using 

spatial filtering and digital resampling. 

The lechni ue uses spatial filtering to remove redundanl 
igh-freque.ncy energy 10 a v1 o frame prior to compression. 

~a,tially filtered image produces more rero coefficients in 

. ..!he discrete cosme transform sta e that are easy to entropy 

•
~s.,ncode. lbe :net result is improved MPE compression 
' throughput. 

;r!ie second technigue digitally resamples a video frame prior 
to encoding to reduce the amount of data. Since there is less 

data. the MPEG compression throughput increases. 

High-qualily digital resampling is required to maintain image 

fideliry. This paper presents a digital resampling system based 
on multirate DSP technique. A simple spatial frequency 

control mechanism based on a high quality digital resarnpling 

system is described followed by a high level system 

architecture. 

Section II presents three specific applications that benefit 
from enhanced MPEG compression. Section III explains how 
spatial filtering improves MPEG compression and presents 
an adaptive spatial filtering archilecture based on a muhirate 
digital resampling technique. Section IV describes enhanced 
MPEG compression system level hardware followed by 
experimental results in section V. Finally, conclusions are 
presented in section VI. 

II. Three Enhanced MPEG Applications 

Video compression development is driven by a nei~ to 
efficiently transmit and store huge quantities of data in a 
cost-effective manner. The three following examples 
illustrate how enhanced MPEG compression can lx:nefit 

modern applications. 

F1xed Bandwidth Satellite Up/Down Link 

Consider a digital video broadcasting system consisting of 

two distantly separated groundstations with up link and down 
link connections to an orbiting satellite. The satellite 
transmission bandwidth is limited to IO Mbits/sec and each 
groundstation transmits 10 compressed video channels 

occupying I Mbit/sec each. 

Broadcastli5 wish to increase the number of video channels 
handled by the satellite system 10 maximize revenue. 

Expanding the satellite's transmission bandwidth is 

prohibitively expensive because it involves modifying the , 
sateltilte in space or launching a completely new system. 
However, spatial filtering techniques can enhance MPEG 

compression by 10% or more to allow an entirely new video 

channel in the same IO Mbits/sec satellite bandwidth. This 
sol.ution is preferable because a groundstation upgrade can be 

made quickly and . economically. Spatial filteling 

enhancemenls require changes to only a few groundstation 

MPEG encoders and not the many MPEG decoder set--top 
boxes in the field. 
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High-Pass Spatial FIitering 

High pw: spatial filtering is perfonned in a similar manner. 
The final image in Frame Store Three produced by lhe 
previous technique is subtracted from the original frame in 
the Input Frame Store with the result stored in Frame Store 
Two. Frame Store Two now contains the high spatial 

Input 
Frame 
Store 

Frame 
Store 
Two 

Frame 
Store 
TI1ree 

Digital Aesampler 

Figure 3 - Adaptive spatial filtering architecture 

frequencie:, previously removed in the low-pass filter stage. 
These high frequencies can be boosted by multiplying the 
frame with a fixed value and then adding the data back to the 
original image. The overall effect of this is to sharpen the 
edges in the original image. 

Bandpass Spatial Filkring 

A bandpass filter is implemented by repeating the low-pass 
operation twice with two different cut-off frequencies and 
storing the two resulting filtered frames in Frame Store Two 
and Frame Store Three. The bandpass image is achieved by 
subtracting the images in Frame Store Two and Frame Store 
Three. Thii: configuration allows a user to select an exact 
range of frequencies present in the original image. 

This archiwcture has many benefits. It is fle,dble and cari 

implement low-pass, high-pass, bandpass and notch spatial 
filtering without any FIR design or filter coefficients. The 
amount of spatial fn:quencies to be removed must be 
specified. The entire architecture described above relies on a 
digital resarnpling teclmique that removes a precisely 
specified amount of high spatial frequencies. 

Digital Resampllng 

Real-time digital image resampling independently and 
arbitrarily changes the number of pixels per line and number 
of lines per image. Proper image resampling bandlimits the 
output with digital filters to eliminate visual artifacts. Figure 
4 illustrates a multira1e digital signal processing system for 
achievir.g high-<juali1y digical resampling. 

Suppose an original signal x(n) with a sampling rate F' is 
changed by an arbitrary factor LIM to an output si_gnail y(r1) 

with sampling rate P . 

F'= .!::_-F 
M 

Changing the srunpling rate is a two stage process. Th,: firn 
Sample Rate Expander stage increases 1he original 
sampling rate by a factor L to produce an intennediate rare I. 
Th.is increased sampling rate is implemented by inserting L-1 
zeros between input samples and tbeo interpolating the ze:ro 
valued samples with a low-pass digital filter h I (k). 

The Sample Rate Compressor stage decreases the 
intermediate rate I by a factor of M to produce the find 
sampling rate F'. The decreased sampling rate is implemented 
by band-limiting the intennediate signal s(k) by a factor of 
1/M and discarding M-1 samples to prevem aliasin:J. 
Typically decimation is implemented by a linear phase J:ini1:,: 
impulse response (FIR) filler. 

• C 

Sample rare 
expander s(k) 

Sample ra1e 
compressor 

I I I I 
I It ' '----------------------------• . ------------------------., 

F lzLf F'~ 1/M ~ (UM)F 

Figure 4 - Changing Ille sampling rate by a ratiooaJ fac10t UM witJ1 a 
cas<;adc; o ( an intupo?ator and dednwor. 

The correct implementation of video resampling is critical lo 
image quality. Figure 5 illustrates how Ille first repeat. spectra 
of the original signal is shifted to the right as the sam.pling rat,: 
is increased. 1be shifted spectra leaves behind residua.I 
frequencies that must be filtered out to prevent imaging 
distortions. Figure 6 illustrates how the first repeat spectra of 
the intermediate image s(k) is shifted to the left as the 

1 I \ .1--t--\ . .., . ' 
- R_.,WlrhclA 

I I -~ f ......... \~-.✓-- - - , . 

I 
(!-~ 1-(.._......J I 

Figure 5 - Increasing 1he number of samples shifts 1.he 
repeat spectra to the right leaving behind residua! 
frequencies. 
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Video Teleconrerem:ing 

A second example of enhanced compression requires digitnl 
resampling hardware in bolh the transmitter and receiver. 
Consider a desktop PC video-conferencing network where 
each computer has an encoder and decoder to transmit and 
receive compressed digital video. The encoder can improve 
compression throughput by digitally resampling to reduce the 
amount of transmitted data. At the receiving end, the decoder 
uses the digital resampler to restore the original data rate. 

Digital resampling provides a simple compression rate 
control to allow user.; to allocate video bandwidth as required. 
During the course of a meeting, a participant may wish to 
share infonnation across the same network used to transmit 
the compressed digital video. Digital resampling prior to 
compression allows participants to vary the compressed video 
bandwidth all-owing other types of digital data on the same 
network. After the data has been transferred from one stntion 
10 the neitt, tlie original video bandwidth may be resumed. 

HDTV Video Server 

Figure I illustrates an advanced video server that stores and 
tranSmits MPEG-2 compressed data across networks of 
various capa,:ities. The data is stored on the server as 
uncompressed video in the maximum HDTV resolution 
(1920xl080). As each client requests service, digital 
resampling prior to MPEG-2 compression is used to vary the 
dimensions of the encoded video to match the resolution 
supported by the client. This technique ensures that the 
personal digital assistant has -to support only a display 
resolution of 320x240 while a digital theatre must support full 
MPEG-2 encoded data resolution of l 920x I 080. 

IH. Spatial Filtering Prior to DCT 

The key to the proposed MPEG enhancement lies in 
adaptively attenuating high spatial frequencies prior to 
performing the discrete cosine transform (DCD. Figure 2 
illustrates how the DCT is performed in an 8x8 pixel grid to 
produce 64 frequency coefficients. The low-frequency 
coefficients are positioned in the top left comer and the 
high-frequency coefficients are positioned in the lower right 
comer. After the frequency coefficients are quantiz.ed, many 
zero values are produced. These quantiz.ed coefficients are 
entropy encoded in a z.ig·zag pattern lo increase the number 
of consecutive uros. Attenuation of high frequencies ensures 
that many zero valued quantized frequency coefficients are 
efficient! y encoded by subsequent entropy coding stages. 
These zero valued coefficients are then efficiently 
compre.ssed and encoded by subsequent entropy coding 
stages. The following section presents a spatial filtering 
architecture that adaptively attenuates high spatial 
frequenc:ies prior to MPEG compression. 

I 
EManoe,dMPEG E~MPEG 

1201:480 \t&O&?~ 

j~_g~~ 
with Video Capablity DeSktoP PC HDTV Oigital Thoatre 

TtlOYisionSel 

Figure I ~ The digital video server uses enhanced MPEG 
compression to adapt bandwidth requirements for 
each client. 

Architecture of an Adaptive Spatial Filtering System 

The propose.:l spatial filtering architecture is presented in 
Figure 3. It is composed of three frames stores, a central 
multiplexer, digital resampler, multiplier and subtractor. The 
basic function of this system is to use the digital resampler to 
remove the specific amount of spatial frequency requested by 
the user. Digital resampling is the key to the proposed method 
of effective spatial filtering and is eitplained in the ne:lt 
section. The multipleller and frame stores hold inteam:diai:e 
values generated during filter processing. The multiplier and 
adder/subtractor are used to combine inteITDediate frames to 
produce low-pass, high-pass and bandpass spatial filter 
configurations. 

DC,__ -

.. ._ 
Figure 2 - Spatial filtering prior to the DCT stage increase; 

the number of zero valued coefficients to improve 
entropy encoding. 

Low-Pass Spatial Filtering Configuration 

The original input frame is read from the first frame store and 
digitally resampled to remove high spatial frequencies. The 
resulting inteI1I1ediate frame is written to Frame Stc,re Two. 
This intermediate frame is restored to its original sampling 
rate by the digital re sampler before it is written to Frame Store 
Three. The combined effect of reducing and then restoring 1.he 
sampling rate produces a frame that is low-pass spatially 
filtered to the amount specified by the user. 
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Abstract 

A motion estimation processor LSI has been 
developed using a simp1e and efficient 
algorithm while maintaining the accuracy of 
full search block matching. Only a single chip 
is required for performing field and frame 
real-time motion estimation at half-pel 
precision. This chip is capable of processing 
mJ-R601 video sequence for MPEG2 encoding 
with a 27MHz clock. 

1. Introduction 

Motion estimation/compensation is an 
essential technique for today 's video 

compression standards such as MPEG and 
H.261 . The most widely used algorithm is the 
full search block matching algorithm 
(FSBMA). A candidate block in the search 
frame is shifted along all the positions within 

the search area to find the best match to the 
reference block of the current frame. The mean 
absolute error (MAE) is commonly used for the 

matching criterion and defined as 
M-1 N-1 

MAE(i,j) = L, L, lr(x.y) - s(x+i,y+j) f (1.1) 
xe,ll y=O 

where block size is MxN, r(x,y) is the reference 
block of the current frame and s(x+i,y+j} is the 
candidate block within the search area. Motion 

vector is the value (ij) which results in the 
minimum value of MAE(ij) within the search 

area. Extremely high computation is needed to 
perform this algorithm and the implementation 
becomes important in a real-time encoding 
system. Therefore, in order to reduce the total 
amount of hardware in an encoding system, it 
is necessary to develop a more efficient motion 

estimation processor. 
In this paper, we will present an efficient and 

simple algorithm which requires much less 
hardware than the full search block matching 
algorithm and describe the motion estimation 

LSI we have developed using this algorithm. 

2. Proposed Algorithm 

The integral projection technique[l],(2] is 

applied to reduce the amount of computa tion. 
We are going to denote this first method to be 
described as the lp-lp method. Using this 
method, the number of data used in the 

calculation for matching at each search point is, 
reduced from 2-dimensional MxN data of the 
FSBMA to two 1-dimensional data N and M. 

Two projections horizontal and vertical a re 
made at each reference and candidate block 
and used for motion estimation. The horizontal 
projection(Ph) is made by summing up the 
whole data within one horizontal line, and the 
vertical projection(Pv) is made by summing up 

Manuscript received June 12. 1995 0098 3063/95 $04.00 e 1995 IEEE 
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the whole data within one vertical line. The 
horizontal projection (Ph) and the vertical 

projection (Pv) are defined as follows: 
M· I 

Ph =(Pho,Ph,,Ph 2 .•. ,Pl,.,.1),Ph,=L A(x,y) (2.1) 

'"" : sum of data in one horizontal line 

.J!;I 
Pv =(Pv D,Pv , ,Pv 1 ... • PvM_,), Pv,=l., A(x,y) 

y=!I 

: sum of data in one vertical line 

(2.2) 

where A(x,y) is a pixel within a MxN block. 

Figure 1 shows the two projections made from 

MxN block when M=N=8. The MAE of the 
horizontal projection and vertical projection 

are calculated and used for the matching 

criterion. 

I 
{lp-lp:M members) 

Horiiontul Projeetion 

MxNBlock 

~ N 

Y. I 

3 fflfft# X -
rv 613$1'N$\S 

(lp-lp:N mcmhcri.) 

Vertical Projeetion 

Figure I: lp-lp Method (M=N=8, 8x8 Block) 

In order to reduce the number of data used for 

matching, adjacent projection data can be 

summed. We are going to denote these methods 
as the Sp-Tp methods ( 8>1,T>l) where S 

adjacent horizontal projection and T adjacent 
vertical projection data values are summed. In 
the lp-lp method, N horizontal projection data 

and M vertical projection data are used. In the 
Sp-Tp method, the number of horizontal and 

vertical projection data is reduced to N/S and 

Mil' respectively. The two projections are 

Ph y 

.. ... -

{21>•2p: M/2 mc mhcr:s) 

~ 111-11, Mc1hod 

fll lp-2p Mc1ti,>d 

N I 
N -y . 

. 

(2p-2p: N/2 mcmhcr~J 

Figure 2: Sp-Tp Method (M=N=8,S=T=2) 

--

defined in equations 2.3 and 2.4 and FiE~re 2 

shows an example of the Sp-Tp method when 

S=T=2 and M=N=8. 

S-1 M- J 

Ph=(Ph11.Ph1 ... • Phf.1 ). Ph,=L,L,A(x.S.y+j) (2.3) 
po .t~ 

: sum of data in S horizontal lines 

Pv =( Pvo,Pv, ... ,Pv.!,!,__1 ). Pv ,= [ t' A(T.x+i,y) (2.4) 
'T i=O y..O 

; sum of data in T vertical lines 

We performed several simulations to compare 

the performance between full search block 

matching and several Sp-Tp methods. Figure 3 

compares the loss of lurninance(Y) SNR of the 

lp-lp method and the several Sp-Tp methods 

using MPEG2 simulation at 6Mbps, with a l 6x16 

block. A full exhaustive search and frame 

based motion vectors were used. Zero dB is the 

reference value of a full search block matching 

and each point represents the mean value of 

seven MPEG test sequences. The figure nhows 
that the coded picture quality decreases 11s the 

number of the data used in the matching is 

reduced. Considering the tradeoff between the 

estimation accuracy and hardware cost, the lp-

2p method was selected. 
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Fig11re 3 Loss of luminance(Y) SNR vs. 
number of data used in the matching 

a. Chip Archit.ecture 

In this section, we will explain the chip 
architecture which has been developed. Figure 4 
shows a simple block diagram of the motion 
estimation (ME) processor. Both frame and 
field based motion vectors are estimated in 
half-pel precision. The motion vectors are 

estimated in two stages. First, integer-pel 
precision motion vectors are estimated. Next, 

the MAE of the eight points around the selected 
integer-pel precision motion vectors and the 
integer-pel precision point itself are evaluated. 
Finally, the vector which has the minimum 

MAE value is selected as the final motion 

vector. 

3.1 Integer-pe1 Precision Motion Vedn' 

Estimation Block 

The lp-2p method was implemented in the 
integer-pel precision block. It contains 32 
processor elements (PE) to calculate the MAE 

and operates at 27MHz which is twice of the 
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Integer-pel 
precision block 

Half-pel 
precision block 

FigurE 4 Block diagram of the motion 
estimation processor 

Odd reference bloc.k data Seatth frame data l..\ren l"t:teren~e block data 

frame vector 

Figure 5(ai Block diagram of integer-pel 
precision block 

pixel rate of!TU-R601 video. 

The details of the integer-pel precision block is 
shown in Figure 5(a). All the calculations are 
performed on a field basis. The horizontal and 
vertical projections are calculated for 16x8 odd 

and even reference blocks. PhO and PvO are 
horizontal and vertical projections for odd 
reference block, while PvE and PvE are 

projections for even reference block. The 
number of the projection members are eight 

each. This means that the number of PE is 
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1 ~.j..-rt.ion MAJ: 

PE (Processor EJem!i"nO 
R 1Reti1-...,r> 
SUR (SubU!'cl block) 
ABS (Ab.ollijt• block) 

Figure 5 (b) Detail of the 8PE block 

Figure 5 (c) Detail of the PE block 

reduced by 1/8(=(8x2)/(16x8)) compared to the 

FSBMA. Two projections for both search field 
are also c:alculated in a pipe-line manner. The 
8PE block contains eight PEs and two 
summation circuits as shown in Figure5(b). 

The detail of the PE block is illustrated in 
Figure 5(c) and it contains two pairs of subtract 

(SUB) and absolute (ABS) circuits for 
processing two adjacent reference data using 

the same candidate block data. The eight 
outputs from the PEs are summed at the 
summation block and each projections MAE 

are computed. 'Iwo MAE for horizontal and 
vertical projections are obtained for both odd 
and even fields as shown in equations 3.1 to 3.4. 

Next, the sum of both projection's MAE are 
summed and the MAE of the odd and even 
reference blocks ( DO and DE) are obtained as 
shown in equations 3.5 and 3.6. DO and D:li: are 
used for the matching criteria of the field based 
motion estimation. DO and DE are then 
summed and used for the frame motion 
estimation as shown in equation 3. 7. This 

integer-pel precision ME block is capable of 
performing motion estimation in the search 
range of -16 to +15pel in both horizontal and 

vertical directions corresponding to 1024 

search points. 

7 

DhO= [ IPhO(i)-PhS(i) I .. .. .. (3. 1) 

i=tl 

7 

DvO= [ I PvO(i)-PvS(i) I .. .... tu) 
i:.t) 

J 

DhE= I, IPhE{i)-PhS(i) I ...... Cu) 
i=I I 

1 

DvE=I, IPvE(iJ-PvS(i) I 
i=i) 

DO=DhO+DvO 
DE=DhE+DvE 
DFr,,DO+DE 

(3_5) 
(3.6) 
(3.7) 

PhO :Horizoncal projection of Odd reference block 
PvO :Vertical projection of Odd ,-cfcrcncc block 

PhE :Horizontal J>rojcction of Evc11 reference block 

PvE :Vc11ic~I pro1cc1ion of Even rcfcrc11cc block 

PhS :Horizontal projcc1ion of candidate block 

PvS :Vertical projection of candida1c block 

DhO :MAE of Horizontal projection (Odd field/ 

DvO :MAE of Vertical projection (Odd field) 

DhE :MAE of Horizontal projection (Even field) 

DvE :MAE of Vertical projection (Even field) 

DO :MAE of Odd reference block 

DE :MAE of Even rc.fcrcncc block 

DFr :MAE of Frame reference block 
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Figure 6 Timing chart of the motion estimation 

Figure 6 illustrates the timing chart of the 

motion estimation for both integer-pet and half­
pel precision motion vectors. For reference 
block RO, the search area. is S0+Sl+S2. For 
reference block Rl, the search area is Sl+S2+S3. 
In the integer-pel ME block, 1024 MAEs have to 

be calculated and evaluated for each reference 
block data within ·the 512 pi:Ke! period. Two 

MAEs for two adjacent reference blocks are 
computed with two simultaneous operations and 
evaJuated every clock cycle. R0_Integer is the 
period when the MAE for block RO is computed 

and Rl_Integer is the period when the MAE for 
block Rl is computed. As shown in Figure 6, a.II 
the circuits are in constant operation and there 

is no time loss in the pipe-line operation. The 
half-pel precision motion estimation block is 
explained in the next section. 

3.2 Half-pel Precision Motion Ved.oc 
Estimation Block 

Half-pd motion vectors are obtained using the 

data surrounding the corresponding integer-pel 

motion vectors. First, eight candidate search 
blocks surrounding the integer-pel motion 
vector are obtained by interpolation and the 
MAE of each block is calculated, Finally, the 
position of the candidate block with the 
minimum MAE is selected for the half-pel 
motion vector. 

In a conventional configuration as ·shown in 
figure 7(a), two kinds of data transfer are 

necessary. One is the data transfer of reference 
block data RDl and candida.te search data SDl 
to the integer-pel precision ME. The other is the 
data transfer of reference block data RD2 and 
candidate interpolating data SD2 to the half-pel 
precision ME. The ME chip thus has to access t 

external frame memories twice, which leads to 
a very high da.ta transfer rate. To overcome this 
problem, another configuration has been used[3) 
as shown in figure 7(bl. The data RD2 ·and SD2 

used for the half-pel ME block is provided from 
the integer-pel ME block, so that only RD! and 
SDl data for integer-pel ME block has u:i be 
transferred from the external frame memories. 
However, the SD2 data has to be read out from 
the buffer memory2 during interpolation. 

{a) 

(b) 

Figure 7 Conventional Configurations 
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For a blc,ck with the dimension of l 6xl 6, I 8xl8 

data must be read out from the buffer memory2. 

On the other hand, the integer-~! motion vector 

is obtained within O 6xl 6=256) pixel clocks. 

Therefore, pixel data has to be read out from the 

buffer memory with clocks of 1.27 times 

O8xl8/16x16=l .27) of the pixel clock which is the 

data reading clocks from the external frame 

memory. However, it is inefficient to operate 

with clocks that are irrelevant to the pixel clock, 

thus a better configuration is desirable. 

We developed a new efficient architecture 

which enables the half-pel precision block to 

operate at the same clock rate as the integer-pel 

precis,oo block and thus no extra data transfers 

are needed from the frame memory. The new 

configuration is illustrated io ~' igure 8. 

Integer-pel matching errors (lnt_MAE) 

corrcoponding to positiono in the scorch area 

are output from the integer-pel matching circuit 

in sequence with every clock. When an 

Int_MAE is output from the integer-pel 

match ing circuit, a pixel necessary for 

interpolat:ion of its position is output from the 

FIFO. The delay of the FIFO corresponds to the 

time necessary for determining the Int_MAE of 

the firi;t search point after entry of the SDI data 

into the projection circuit. The interpolation 

circuit uses the output data from the FIFO and 

outputs data of a half-pel position. Computation 

of half-pel matching error (Half_MAE) begins 

using the interpolated data and the reference 

block data RD2. The minimum detecting 

circuit (Min) detects the minimum MAE. If a 

new Int_M:AE with a smaller value is output 

from the integer-pel matching circuit, the Min 

circuit in the integer-pe) ME block outputs a 

control Si(,rnal to the half-pel matching circuit to 

initialize it. Then, the calculation of 

matching error between the data of half-pel 

Figure 8 Proposed Configuration 

position aad the data of the reference blo,ck is 

restarted. In this manner, the integer-pel 

matching circuit and the half-pel matching 

circuit operate in conj unction. 

As shown in Figure 6, at t ime TO the first 

Int_MAE of reference block RO is obtained and 

the operation continues until T2. This period is 

labeled as RO_Integer. Half-pel matching 

operation for obtaining Half_MAE of reference 

block RO also starts at time TO and can restart 

at any time between TO and T2 if a smaller 

lnt_MAE :s obtained. The half-pel matching 

operation may occur between TO and T3 and is 

denoted as R0_Half. The period for computing 

Int_MAE for reference block RI is labeled as 

Rl_Integer. As a lready mentioned, two 

operations for obtaining two Int_MAEs run in 

parallel in the integer-pel matching circuit. On 

the other hand, three operations for obtairung 

three Half_MAEs run in parallel in the half-pel 

matching circui t. In summary, by using this·· 

proposed configuration for half- pel ME, buffer 

memory for SD2 is not necessary and both the 

integer-pel ME and half-pel ME circuits can 

operate using the same clock and 100% pipe-line 

efficiency is achievable. 

t.9S 
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8.8 1/0 Interface 

The horizontal search area can be easily 
expanded by cascading one or more ME chips. 
The specially designed interface allows 
several chips to be cascaded without the 
additional hardware required when using 
conventional ME devices. Figure 9 illustrates 

the case of using four conventional ME chips to 
expand the search area in the horizontal 
direction. The search data has to be delayed 

between each ME chips using FIFO memories 
and the several MAE values have to be 
evaluated at the external minimum circuit 

(Min). Figure 10 shows the case when four of 
the proposed ME chips are used. The FIFO 
memories to delay the search data and a circuit 

to compare internal MAE and external MAE is 
included in the interface. 

3.4 Characteristic of the ME Chip 

The motion estimation processor LSI has been 
developed as a 0. 7 µ m CMOS chip using gate 

array technology. Table 1 shows the 
characteristics of the motion estimation 

processor LSI. The chip size is 14.7x14.7mm 
and has 185K logic gates and 33K bits of RAM. 

4. Conclusion 

A cost-effective motion estimation processor 

LSI has been developed using a simple and 
efficient algorithm while maintaining the 
estimation accuracy of the commonly used 
FSBMA. A new efficient. architecture for the 
half-pel precision estimation block is also 
implemented. Only a single chip is required 

for performing field and frame real-time 
motion estimation at half-pel precision in the 

search range of -16 to +15 pel. The search area 
can be easily expanded by cascading the chip. 

MV,MAF. M.V .MAF. MY,MAF. 

MIN 

Figure 9. Cascading four conventional ME chips 

Figure 10. Cascading four new ME chips 

Block Size 
Seai·ch Area 
Process 
Chip size 
Frequency 
Gate counl 
Power 

16x16(Frame), 16x8(Field) 
-16.5/+15.5 (at half•pel precision) 

0.7/J.m CMOS 
14.7xl4.7 [mm! 
27MHz 
185Kgate oflogic, 33K bit of RAM 
4.5[w] at 27MHz ,5V 

Table 1 Motion estimation processor 
LSI characteristics 
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ABSTRACT 

An improVt!d minimum i 
called redJ mean 'MS) m is 

se or to uanti:ation rn this a r. 
Wirh tht proposed merho , t mz mum worrion 
codeword can be found by searching only a portion 
of ,he codebook and its rtla1ive address to the origin 
of search is sent instead of absolute address. Two 
schemu are proposed ,o tra11smit tht relative address 
of the minlmwn distortion codnvord. Simulation 
results show that a significant reduction in both 
computations and bil·rates is achieved by using ,ht 
propostd methods. 

KEYWORDS : Image coding, vector quanli7.atlon 

t. INTRODUCTION 

In the past decade, vector quantization (VQ) [l] [2) 
has '-!1 proven to be . effective in \ma~ 

IOR IS 

as a c The 
w DUIUlllum istonion is 

cho~ and its index is transmitted to the receivez. 
The unage Is then roconstructed at the receivez using 
a simple table look-up procedure. Compared wilh 
other teclmiques such as transform coding and 
~bband c~ng. VQ has a very simple decoder which 
~ much suuable for broadcasting video services like 
video on demand (VOD) ml high definition TV 
{HDTV), However. the large computational load at 

, the ~ncodin~ pro_cess is the main problem to apply 
VQ m real-ume image ci>mpression systems. 

Many research works have been clll'ried out to reduce 
the computational complexity of the VQ encoding 
procMs. One kind of works is to limit the number of 
codew~ lO be searched in the codebook. However 
the cntenon of minimum distortion can not be 
gu~tecd. Typical examples are tree-search VQ, 
classified VQ and various hybrid methods [11 [2]. 
Anoc~er kind of works is to improve the computation 
effccu~e~ or the full search VQ scheme while 
maln_wm~g the mi~imum distortion criterion [3){7] 
by either mc01pora1mg a premanue exit condition in 
the search process or re-ordering the codebook 
according to some criteria. 

Contributed Paper 

Jian Feng 
School of Electrical Engineering 
University of New South Wales 

Sydney, NSW 2052 
Australia 

In this work, an improved minimum distortion 
encoding al~oritlun called predictive mean search 
(PMS) algonthm is proposed for vector quantization 
of images. The PMS al~orithm is based on the fact 
that the mean value of input block is similar to die 
mean value of its representative codeword. In Olber 
~o~. the minimum distortion codeword will have 
similar mean value to the codeword having the 
closest mean value to the input vector. In the PMS 
method. the codeboolc is fiist re-oolered acoording to 
the increasing order of the .mean value of tbe 
codeword. To exploit high inter-block croelation tlile 
mean value of the input vector is predi.CCM u~ng 
surro1D1ding pixel elements of neighbour encoo~ 
blocks. The codeword having the closest mean value 
to the pn,dicled mean value will be acted m the origin 
of the search. A condition is set to ~trict the search 
in a ponion of the codebook and maintain the 
~um distortion criterion. Once the minim~m 
distortion codeword is found. its relalive address to 
the origin of the search is sent instead of absolute 
~ss. Two schemes are proposed to lranSlllit the 
relative addRSs of the minimum distortion codeword. 

In the rest of the paper. the proposed PMS YQ 
ei:icodlnJ algorithm IS presented in section 2. 
Sunulation results using real images are discussed in 
section 3 and some concluding remarlts are drawn in 
section 4. 

l. PREDICTIVE MEAN SEARCH (PMS) 
ALGORITHMS 

2.1 Fast Minimum Disturtfoa VQ Encoding 
Method 

V~ quantization (VQ) is a generalization or~ 
quantix.a1ion to the quantization of a vector. A vector 
can be used to describe almost any type of pattern 
simply by forming a vector of samples from the 
:waveform. In vector quantiI.ation, an image is divided 
'!110 subsequent blocks of size k=NxN. Each bloct is 
linearly scanned to form a k-<limcnsiooal vector. Let 
Y = { Y;, i=l.2, .... M I be a codebook of sire M 
w~ t~ codeword Y1 = ( y11, Yu, ... , y., ) is a 
k-dimens1ooal vector. For an utput vector x • ( x 
~. .... xk ), it is required to find the minim~ 
distortion codeword from the codebook Y under the 
Euclidean distortion measure defined as 
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It is obvious that the minimum distonion CQdcword 
will have similar mean value to the input block, 
otherw,ise, there will be large recons1r11c1ion error. In 
other words, the minimum distonion codeword 
should have similar mean value to the code word 
having the closest mean value to the input veclor. 
Therefore, if the search SlaJtS with the codeword 
having the closest mean value and proceeds to the 
next nearer ones, there is a high probability of 
arrivinu at the minimum after only a rew steps. To 
utilize this propeny 10 effect a fast searching 
algorithm, we first sort codewords in the codebook 
according to the increasing order of the mean value, 
or equivalently the sum of elements. Consider the 
squared em>r of sum of the vector d,.(x,y;) as below 

d,..(x,y.)=(;X;-;t,Y.j (2) 

Once tl1e minimum distortion codeword is found, the 
following inequality [7) that holds true for any 
codeword Y; facilitates early rennination of the search 

(3) 

That is, any codeword Y; further in lhe search whose 
d,.(x.yJ is larger than k times the minimum Euclidean 
distortion de...- found before can safely be rejected 
because. from eqn.(3), its own d.(x, y;) should be 
larger than the minimum de.,,,;,,, 

d,.(x,y;) 
d8(x,_y;) ~ -k- > dl!.min (4) 

Furthennore, the remaining codewords funher in the 
search can also be rejected because their d2 should 
be even larger. When the qth codeword in lhe 
codebook is found to have the closest mean value to 
the input vector x, it will be acted as lhe origin of 
the search for finding the minimum clistonion 
codeword. The search wiU be performed up and down 
alternatively as shown in Figure l. If the condition 
given in eqn.(3) is valid in either direction, searching 
will be skipped in this direction and continued in 
another direction until the best match codeword is 
found. 

2.2 Predictive Mean Search (PMS) Algorithm 
In the above method, if the origin of the search can 
be identified by the decoder. we can send the relative 
address of the minimum distonion codeword to the 
starting search point instead of its absolute address. 
In our proposed PMS algorithm, the mean value of 
the inf>ut block is predicted by averaging nine 
surrounding pixel elements of previous encoded 
blocks in the left, upper and upper lert directions. 
This pmliction can be performed in both encoder and 
decoder. The search will then be started at the 
codewc,rd having the closest mean value 10 the 

________________ ,_, __ ,, ____ _ 
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predicted mean value. Two schemes are proposed 1to 
transmit the relative address of the minimwm 
disronion codewoo:I to the origin of the search. 

1st codeword 

2rul codewcrd 

(q-2 .,., )Ill c-ard 

(q-2)1'1 oodcwcrd 

(q-l)lh codeword 

qtbcodewonl 

(q+l)lh codowcrd 

(q+Z)lh codoword 

(q,2""1
-1 )th codeword 

CM-I )th •-ard 
Mlh codeword 

~ 
lwJ&oof 

rdfflvo addreain1 

forPMS-B 

Figure l Searching ProcedUie 

Scheme A /PMS-A) 

Since most of images are of high correlation, the 
magnitude of the relative address is non-uniformly 
distributed and concentrated in some smaller valueit 
Therefore, we can apply a Huffman coder to encode 
the difference of the address and a number of bits 
will be saved. However. the complexity of tbe 
decoder is increased that it requires to perform the 
Huffman decoding and the prediction of the mean 
value beside the table look up procedure. 

Scheme B <PMS-B> 
In this scheme, the region for relative addressing is 
fixed to be [q+2H~1-l, q-2N••'J. where q is the origin 
of the search and N, is the number of bits to code 
the relative address and smaller than log~. It is not 
guaranteed that the minimum distortion codeword is 
within this area. Therefore, one extra bit is required 
to tell the decoder whether the minimum distortioo 
codeword is fallen into the range or not In other 
words, one bit is to indicate whether the absolute 
address or the relative address is used When the 
minimum distonion codeword is out of the rang(:, 
absolute address is used. Otherwise, relative address 
is transmitted to the decoder. 

Selection of different values of N, will affect the 
overall bit-rate requirement of the system. Tw,~ 
factors are considered : the saving of bits for relative 
addressing and the proportion of the codewords using 
relative addressing. Obviously, these two factors aie 
contradicted. When the saving is large (i.e. a small! 
value of- NJ. the proponion of the codewords for 
using relative addressing will be decreased. T,o 
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achieve better saving of bits, N, should be set in order 
to compromise the two factors. Nonnally. N, is set 
to be 3 or 4 bits less than that required for absolute 
addressing. 

Premature Exit Conditions 
The efficiency of the search can be improved by 
incorporating premature exit conditions. Two 
premature exit conditions [3] [5] are utilized in our 
proposed algorithm. Consider an input vector x, let 
the smallest distortion found before checking Y; be 
de....,, Y; cannot be a better match than the previous 
one if 

lx;-Y;;I > ✓ de.mm for j e [1 ,2, .. . ,k] (5) 

If the above exit condition (5 J is not satisfied, we can 
perform another test [3]. For any input vector x, if 

m 2 
L1(X;-Y;;l >de.a,;. forsomeme (1,2, ... ,k] (6) ,. 

the codeword y, will not be the best match to x and 
the remaining elements of the vector need not be 
calculated. 

Obviously, more computations will be saved if those 
eJtit conditions valid as early as possible. Therefore, 
those exit conditions can be applied in the transform 
domain with further benefits. Since most of the 
energy of the spatial data is packed into a few low 
frequency transform coefficients, most of the unlikely 
codewords can be rejected earlier than in the spatial 
domain using the above exit conditions. 
Walsh-Hadamard transform is used in our algorithm 
for its simplicity. Since the transformation process is 
only need in lhe encoding process, no inverse 
ttansformation is required at the decoder. 

Encodini Process 
Step 1 Perform 2-D Walsh-Hadamard transform; 

Step 2 Predict the mean value of the current block; 

Step 3 Find the codeword Y,. having the closest 
mean value to the preaicted mean value; 

Step 4 Start searching from the qth codeword of the 
codebook. The search will be up and down 
alternatively. 

Step 5 Skip the search if either of the premature 
exit conditions is valid; 

Step 6 Obtain the minimum Euclidean distortion 
codeword yP; 

Step 7 Calculate the difference of the index. i.e. 
(q-p); 

Step 8 Goto step 9, 10 for scheme A, B 
respectively. 

Step 9 Huffman encoded the index difference (q-p) 
and send to the decoder. Goto step 13; 

Step 10 If -2N,-i :s; (q-p) :s; z",--, - I then goto step 
11, otherwise goto step 12. 

Step 11 Send the N,-bits relative address (,:i_-p) 
preceded by a T to the decoder, goto step 
13; 

Step 12 Send the absolute address p preceded by a 
·o· to the decoder; 

Step 13 Goto next block; 

Decoding Process 
Step I Predict the mean value of the current block; 

Step 2 Find the codeword Y,. having the closest 
mean value. to the preoicted mean value,; 

Step 3 Goto Step 4 and 6 for Scheme A and B 
respectively; 

Step 4 Perfonn Huffman decoding and obtain the 
relative address (q-p); 

Step 5 Goto Step 7; 

Step 6 If the first bit is I, obtain the N,-bits relative 
address (q-p); 

Step 7 Obtain the absolute address and reconslluct 
the block by table look-up; 

Step 8 Goto Step 1 (neJtt block); 

3. SIMULATION RESULTS 

Computer simulations using real images have been 
carried out to evaluate the efficiency of the proposed 
VQ encoding algorithms. In our eJtperirnents, the 
codebook is generated by the well-known LBG 
algorithm (1) with size M equals to 256 and the 
vector dimension k equals to 16. The training set data 
consists of eight standard images which are of size 
256x256 with 8-bit resolution per pixel. Test images 
Lena and Sailboat are outside the training set while 
other test images Peppers and Woman are inside the 
training set The Huffman table adopted in the JPEG 
baseline system to encode the DC difference signal 
is used to encode the relative address in PMS-A. In 
our experiments, the number of bits required for 
coding the relative address of PMS-B (N.) is set to 
4. 

We compare the proposed algorithms with several 
existing encoding methods [3)-[7) in terms of 
computational complexity and bit-rate requirement 
The number of computations per pixel element and 
the bit-rate requirement of different encoding 
methods for the four test images are presented in 
Table I. All the reported algorithms are satisfied with 
the minimum distortion criterion, therefore, thev 
result same MSE value for the same picture. · 

From Table l , we see that the two PMS algorithms 
require the least number of multiplication as well as 
the total computation among other encoding 
algorithms. It is noted that operations of Huffman 
table look-up for PMS-A is not taken into account in 
the table. However, the operations required for thi: 
preprocessing, such as Walsh-Hadamard transform, 

3W 
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MSE = 130.38 

Method NM.i. N,... Neom, Nr .... Rate(bpp) 

FS 256 496 15.94 767.94 0.500 
[3] 52.90 89.81 52.90 195.61 0.500 
[4] 44.73 73.46 44.73 162.92 0.500 
[5] 22.78 95.03 98.03 215.84 0.500 
[6] 39.43 62.82 38.43 140.68 0.500 
[7] 24.43 37.27 25.08 86.78 0.500 

PMS-A 10.45 42.99 3135 84.79 0.399 
PMS-B 10.45 43.12 31.48 85.05 0.434 

a. Lena 

MSE = 119.06 

Method NM.it N,... Nr- NT..., Rate(bpp) 

FS 256 496 IS.94 767.94 O.S00 
[3] 50.56 85.12 50.56 186.24 0.500 
[4] 45.16 74.32 45.16 164.64 0.500 
[5] 19.92 86.20 88.82 194.94 0.500 
[6] 38.43 6282 38.43 139.68 0.500 
m 23.57 35.65 24.12 83.34 0.500 

PMS-A 9.97 42.08 30.64 82.69 0.404 
PMS-B 9.97 4221 30.77 82.95 0.432 

b. Peppers 

MSE = 252.93 

Method N,..,k N.w Ne.mp NT .. ~ Rate{bpp) 

FS 256 496 15.94 767.94 0.500 
[3) 56.78 97.S6 56.78 211.)2 0.500 
[4] 59.02 102.03 59.02 220.27 0.500 
[51 24.07 101.41 104.62 230.10 0.500 
[6) 48.55 81.08 47.55 177. 18 0.500 
rn 2723 42.23 28.52 97.98 0.500 

PMS-A 14.34 49.98 37.04 101.36 0.418 
PMS-B 14.34 50.1 I 37.17 101.62 0.435 

c. Sailboat 

MSE = 446.35 

Method NM,lt N.w Ncanp NT..., Rate(bpp) 

FS 256 496 15.94 767.94 0.500 
[3] 43.61 71.21 43.61 158.43 0.500 
[4] 31.48 46.95 31.48 109.91 0.500 
(5] 17.65 74.35 76.71 168.71 0.500 
[6] 28.53 41.01 27.53 97.07 0.500 
[7] 20.71 30.63 20.57 71.91 0.500 

PMS-A 5.78 33.75 23.91 63.44 0.328 
PMS·B 5.78 33.88 24.04 63.70 0.385 

d. Woman 
Table I Computational requirement {per pixel 

element) and bit-rate requirement 

IEEE Transactions on Consumer Electronics, Vol. 41, No. 2, MAY 1995 

prediction of mean value, are all included in the table. 
Talcing the image Lena as an example, the total 
computations required for PMS-A and PMS-B are 
84.79 and 85.05 respectively, which is only about 
11 % of that required by the full search method. 
Since a~olute addressing is used in the full search 
and other encoding methods, the number of bilS 
required to transmit the index for each block is equal 
to log1M and the bit-rate is fixed at log2M/k. i.e. 0.5 
bpp in this case. However, the bit-rates {bpp) required 
for test images (Lena. PCPJ)Crs. Sailboat, Woman ) as 
shown in Table 1 are (0.399, 0.404, 0.418, 0.328) 
and (0.434, 0.432, 0.435, 0.385) for PMS-A and 
PMS-B respectively. It implies that there is about 12 
to 35 % reduction in bit-rate requirements when the 
two PMS algorithms are used. It is noted that PMS·A 
results the maximum bit-rate reduction among the 
others. In PMS-A, there is no restriction for the range 
of the relative address and no need to send an 
overhead bit to the decoder as PMS· B to indicate 
whether relative address is used or noL Therefore, 
PMS-A can achieve the maximum savings in bit-rate 
requirement Comparing the system complexity of the 
two PMS algorithms, PMS-A is the most complicated 
since Huffman decoding is required at the decoder. 
When considering both the compression ratio and 
system complexity, PMS·B is preferred. 

4. CONCLUSIONS 

Two PMS algorithms are proposed for VQ encoding 
of images in this paper. In the proposed algorithms, 
the codebook is first re-ordered according to thi: 
increasing order of mean value of the codeword and 
the search is started at the one having the closest 
mean value to the predicted mean value of the input 
block. The relative address of the minimum distortion 
codeword lo the origin of the search is sent to the 
decoder. Simulation results show that the proposed 
algorithms are very efficient. They not only require 
the least number of computations but also achieve a 
certain amount of bit-rate reduction when compared 
with several existing VQ encoding algorithms. 
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Scene-Context-Dependent Reference-Frame 
Placement for MPEG Video Coding f;p 

Austin Y. Lan; Anthony G. Nguyen, and Jenq-Neng Hwang, Senior Member, IEEE 

A.bslTact--The ~G vldw-compress~n_standard etred.lvely 
olts . and t:Odin -redundancies in.t - I o-

iilang«rij,taaon Is iiedocmij. Video caa be@uier. tompffiii,ct" m. In Its i;enaic fo'!'L--howe. v-er--, only •_,minimal __ ... · ___ -- . -alll_- -OWi. __ t-of 
aduntage ohcenes where the temJ>O!Pl statjstQA)Jnw 

gr Jnterrererencesti:ame diStapgs; This paper proposes the 
use of motion analysis (MA) to; ~dapt to· scene cooteut. The 
actual picture type [intracoded (I)°; predicted (PJ, or bldlttc· 
tionally coded_ (BJ) d~on Is. macJe.by,.~~.the.a~iiiu­
lalion of motion measurements since .the bst, reference .frame 
(either I or P) was labeled. The proposed MA-based adapllve­
merence frame-pla«ment scheme outperforms -the _ standard 
6xed,rdere11ce frame-placement md·ada:ptlve sdiemesbased;on 
blseoeram of difference. When COl!'pand with lbe staudanUlxed 
scheme, depcodi!n Oil the Tideo ecjotelits; this proposed lk!plthm 
can achlew; l'rom ~ to-13,9<Jli savings In bits while majntaining 
similar.. ualltJ::.. . 

Inda Terms- Block,matchlng algoritlun (BMA), context­
dependent rderen~ frame, mean sq~ precllction . error 
(MSPE), molion analysis (MA), rootion vector interpolation, 
MPEG, scene changes, scene context, variable bit rate (VBR). 

. I. JNrR.ooocnON 

THE MPEG video~mpressioil standard addresses inaily 
of the important is·sues relating· to _ the exploil!ltion of 

redundancies in video. Spatial, temporal, and coding redun­
dancies are all taken advantage of in the algorithin. In its 
generic form, however, only a minimal amount ofscene 
adaptation is perfonned. Indeed, a fixed ammgement of picture 
types, or templ>ral decorrelation structures, is the most widely 
used encoding method. Encoding . in this . manner reduces 
complexity but does not allow for changing temporal statistics. 
Video can be further compressed by taking advaniage of 
scenes where the statistics allow larger interreference-frame 
distances. The , additional compression over the fixed piciure 
arrangement style comes froin. the reduction in the number 
of referenm frames spread throughout the coded · sequence. 
Reference tirames, by nature, have a more significant allocation 
of bits in order to provide high quality for prediction. 

Scene-context-dependent coding requires sensitivity to the 
changing motion content and to abrupt changes. Each scene in 
a video seq1Jence demands a different bit rate and organization 

Maauscripl x=ivcd Oclobcr 26, 1996; revised Novembe< I, ;998. 'l'his 
paper was rw,mmendcd by Assocutc Editor T . Chen. 

A. Y. Lan""" with.the InfonnationPt<>®SSing Lahontoty, Dcpanmcot.of 
Electrical &gineeruli,-Univcnily_ of Washington, Startle, _WA 98195 USA. 
He is now witb Eas1mao Kodak C<,., Rochester, NY 14620 USA. 

A. G. Nguyen and J.-N. Hwang aro with the Information Processing 
Laboratory, Department of Ele<lrical Engioe,:ring, University of Washington, 
Seattle, -WA 9,1195 USA (e,mait hwang@~ . .,ashingron.edu). 

Publisher lo,m Identifier S 1051-8215(99~)51-l. 

of temporal decorrelation structure according to the amowit 
and magnilUde of object and background motion. Intuitiwly, 
high motion requires more frequent placement of refer~m:,, 
"P" (predicted) frames to uphold quality. Low m,otion, on the 
other hand, allows larger distances between references siincc 
the conelation remains high over a larger span of frames. 
The frames. in between reference frames are coded as ·'"B" 
(bidirectionally coded) frames. Abrupt changes in contenl, o:r 
temporal discontinuities, require prediction dependencies to bu 
reset to "I" (intracoded) frames in order to avoid-s.~ve,e coding 

errors. 
To take advantage of scene content, one n~cfa to perfom1 

sequence decomposition based on identifying 1) sc:cne change!. 
and 2) significant changes within a scene that would ~um, 
reference-frame placement [4]. Scene changes require II refer .. 
ence frame that does not depend ·on temporal prediction. Sine<, 
each scene decides the bit rate differently, it is important to 
be able to effectively identify where a particular :;cene begin:, 
and ends. The typical strategy for handling sceni, ·change!- il; 
to examine the current frame and the immediate past frame 
If there is a significant change in statistics, then this is la~,Led 
as a scene change. 

Toe need to track. gradual changes within a scene retlect.1. th" 
ever changing levels of motion in all image sequences. Lirnitl: 
must be imposed _ on consecutive reference-frame dista11t,;es 
due to the inverse relationship between tempornl predic1i.oi1 
accuracy and distance. As the natural progression of images fo 
a sequence reveals significant changes in correlation, referenet: 
frames should be set accordingly. The typical s1nucgy ii; tc, 
analyze the current frame _and .the last reference frame, whicbi 
could be several -frames in the past. If lhe chOl;en meas:1.m:: 

exceeds some threshold, then the current frame is lalieled a, 
reference. 

A. Exisring Methods 

Large interreference-frame distancei and ternpcrral masking 
in the human visual system (HVS) are taken advantage: of 
by Lee and Dickinson [2], [4). Their dynamic, sc<:ne-adap1ive 
MPEG encoder defines three picture types as _ the standnril 
dictat~. but each can have either full (11, Pl, Bl) or rcdmced 
(12, P2, B2) bit allocation. The mhlced-allocation frames 
exploit the forward and backward temporal masking effocl 
in human vision by coding the first frame of a. new su,n, 
as -a coarse independent 12 reference and the lltSt frmm of 
the previous scene a.~ a coarse causal prediction F'2 referen::e. 
For scene adaptation, they use a difference of histograms 
(DOH) distance metric on the luminance frame as a rneas11r, 

1051-8215199$10.00 C 1999 IEEE 
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between server i. and server k for strii;,e j c:µi be expressed as 

6,;k,; =(to+ d;+ (v; + 2 +j)TF) 
-(to+dk+(v.1:+2+J)TF), (46) 

Substituting (45) into (46), we have 

6. . :::, (d + ltnew - (to+ di)JT) 
t,k,J l TF f' 

- (dk + ltoew -to +dk) JTF). (47) 

Without loss .of generality, we cari assume d; e:: dk and let 
H = tnew - (to+ d.)/TF, Then we have. 

S;,k,; = (d, + lHJTF) - ( dk + lH + (di ;/k) jrF} 
= (d; - dk) +TF( LHJ - lH + (d,;/k) J). (48) 

Noting that Lx + yj e:: LxJ + LYJ; we have 

Oi,k,j Sc (d; - d.) + TF(LHJ-LHJ-- l (d; ;/k) J) 
. = (d; - dk) -TFl(di;/k) J: - (49) 

Last. making USC of the result that lx/yJy e:'. (x - y). we can 
then obtain 

6,,k,j ~ (d; - ~k) + TF l (d;;,d.) j 
S(d; -dk)- -((d.-d1:) :_ TF) 

=TF (50) 

and the resuh follows. □ 

Proof ofTheorem 2: Let the new-session request arrive .at 
the admission· scheduler . at time t during group Vnow = 
LtG/TFJ, Then due to clock jitter, the current group. at other 
servers can range from l(t--'-r)G/Td to L(t+-r)G/TrJ: T-0 
gwu:antee :that the cassigned group has not started in any of the 
servers implies assigning a group larger than the largest current 
group in any of the servers. i.e., Snew = l(t +-r)G/TFJ +l. 
Applying the ine.1uality L x + yj S L x J + 1 y l, we have 

Sn•w .S LtG/Tr J + f-rG/Tr l + 1. (51) 

Substituting into -u.;.w, we have Snew ::; Vnew + r--rG/Trl + 1, 
and the result follows. 0 
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' for correlation. When the distance from the current frame to 
the last reference exceeds a threshold, then a full-frame Pl 
reference is set. Default Pl references are inserted in order to 
prohibit unusually long distances between reference frames. 
In a fixed bit-rat<! (FBR) framework (also called constant bit 
rate in some literature), the authors found it necessary to 
limit the nwnber of references within an MPEG group of 
pictures (GOP). A large nwnber of references was problematic 
because of the reduced bit allocation for references, which 
led to reduced quality. Variable-bit-rate (VBR) encoding was 
discussed as a way to achieve constant picture quality as 
opposed to constant bit rate. · 

In the continuation of their work (3], [4], the authors 
developed additional distance metrics to measure the change 
in video content. The new measures include 1) histogram of 
difference (HOD) image, 2) block histogram difference, and 3) 

l. JCk varianc:e difference. For example, in method l (HOD), 
the distance measure is· defined as 

L hod(i) 

D(f f. ) = ij!(- a, a] 
n , m q-l 

L hod(i) 
i=-q+l 

- - " hod(i) N· ~ 
PIX i\l[-o,o:] 

where hod( i) is defined to be the histogram at value i 
histogram,(f,. - fm) of the difference between two images fn 
and fm (note that i E [-q+ 1, q-1] assuming q gray levels in 
each image), o is a threshold to-determine the closeness of the 
difference to zero (32 was chosen for o in Lee and Dickinson's 
simulations and our simulations), and Npix is the total nwnber 
of pixels. Based on this measure, the more difference pixels 
distributed away from the zero in the histogram, the more 
changes between the two IIJlages. 

Method 2 is i;uni.Jar to the metric used in their original 

1 
···-irk, but block compuiations are made in an effort to capture 

'--6flificant local information. Method 3 is similar to method 
2 except for the use of variance instead of histograms. HOD 
is the chosen method for comparative study in this paper on 
the basis of its monotonically increasing nature as two frames 
become farther apart. For a fair comparison in this paper, we 
only use the full (I, P, B) frame assignment without using the 
reduced one as in (2), [4]. We only experimented with the 
VBR scheme since it showed better perf o.rmance than FBR, 
which also concurs with the simulations of Lee and Dickinson. 
More specifically, the signal-to-noise ratio (SNR) for VBR is 
less fluctuating than FBR, which indicates that the perceptual 
picture quality using VBR is ahnost constant 

HOD measure is clearly sensitive to image characteristics, 
and .is invruiant to rotation and translation. On the other 
hand, DOH measure is only sensitive to the amount of global 
motion and cannot serve as a good indicator for adaptive 
frame placement. There are no considerations in the design to 
account for boih the magnitude of motion and the presence of 
small object motion. Images with high detail and contrast can 
easily trigger the placement of a reference frame even though 
the magnitude of motion is small. This would be unneces­
sary because motion estimation and compensation (ME/MC) 
is typically effective over a larger range of object motion. 
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Sensitivity to global motion is definitely an asset of this system 
since global motion should dictate how reference frames aJ:e 
placed However, small object motion still requires attention 
for coding efficiency, but there are no provisions in this system 
for assisting motion estimation by local motion tracking. DOH 
can fail to account for decreases in correlation when objects 
in consecutive frames undergo significant translation and/or 
simple rotation, with the axis of rotation being perpendicular 
to the image plane. For example, it is possible for two vide.o 
frames to have the same histogram but poor motion-estimation 
perfonnance due to large amounts of translation: This is 
because motion estimation is typically effective in only a local 
region. 

An adaptive-size . GOP is examined in [5]. The extreme 
case of allowing only one independent "I" reference frame 
for every GOP was considered. This type of reference is 
situated as the first frame of every new scene in order to 
prevent predictions from being made between two different 
scenes. This encoding scheme was used for the purpose of 
indexing video according to scene changes. Random-access 
indexing facilitates video editing and browsing by allowing a 
user. to search through scenes rather than frame by frame for 
a particular segment. Fast and robust scene-change dete.ction 
was perfonned by using MPEG bitstream encoded parameters. 
The correlation measures developed were based on the 1) 
prediction error power of "P" pictures, 2) average number of 
macroblocks using forward or backward prediction, and 3) 
motion-vector inner products. Frames not classified as a :;cehe 
change were encoded in a fixed, periodic structure of pictw:e 
types iO reduce bit-rate variations for asynchronous transfer 
mode (ATM) network scheduling. This encoding technique 
only adapts to abrupt changes in content and ignores the 
changes occurring within a scene. An important conclusion 
from this work was the fact that infrequent "I" reference 
frames did not cause severe degradation in perfonnance due 
to error propagation. 

B. Scene-Content Adaptation Using Motion Analysis 

This paper proposes the use of motion analysis (MA) to 
adapt to scene content. Motion analysis is a generic term 
for the analysis of temporal variations encountered in video. 
Th.is technique is based on the intuitive idea. that motion 
activity is. the primary reason why temporal prediction error 
ex.ists. Indeed,· if nothing moved in a sequence, every frame 
would be the same, barring fade-in and dissolve movie effects. 
However, objects or background in motion cause adjacent 
video frames to lose correlation due to natural object trans­
fcm:nation, nonuniform illumination, uncovered scenery, vid,m 
defoterlacing effects, shadowing, etc. 

· The motion-analysis step computes the motion infom1ation 
betw~n every sei of adjacent frames. The simple full-sear,;h 
block-matching algorithm (BMA) is used because it can gen­
erate useful° statistics for scene-change detection. To take care 
of scene changes, the thresholding mean square prcdicti,,n 
error (MSPE) method, which is similar to that proposed in 
[4], is adopted. This method measures how well, a frame c.m 
be predicted from its adjacent neighbor. A scene change will 
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make the error value very large for easy thresholding. 
Significant changes within a scene that require reference­

frame placement can be tracked using measures for ihe amount 
and the · magnitude of motion. The motion vectors yielded 

by the MA step are thresholded so that at least a certain 

per~mage of them ate above the threshold. The image blocks 

corresponding to motion vectors above the threshold are the 

motion areas for the current frame. The magnitude of the 
vectors from motion areas are averaged for the final motlon 

measurement. The actual picture-type decision is made by 

examining the accumulation of motion measurements since the 
last reference frame was labeled. The detection of significant 

changes within a scene in our algorithm differs froni [3] in 

that we actually measure and accumulate the amount and 

mognitud,, of global/local motion between adjacent frames, 

which cannot be achieved by the HOD analysis (4]. 

C. Organization of this Paper 

Section II focuses in depth on the algorithm and criteria 
for the proposed adaptive frame-type labeling. Section ill de­

scribes the VBR simulations and discusses the video data set, 

performance measures, results on bit savings, and limitations. 

The last section concludes the paper with a summary of 

the encoder's key elements and a few words about future 

extensions of the method. 

IT. SCENE ADAPTATION USING MOTION ANALYSIS · 

Motion anaiysis is the proposed method for adapting to 

temporal variations found in video. MA is applied to every 

set of adjacent frames to yield the motion information for 

the en~ sequence. This information is sufficient for the 

meaningful arrangement of picture types in the context of 
MPEG vide_<i coding. An algorithm based on motion analysis 

allows an intuitive coding model for video: high motion is 

addressed by inserting frequent reference frames in order to 

fe.cilitate the ME/MC process, while low motion is coded 

with Jess frequent references since the similarity is high 

among consecutive frames. Toe mechanics of the scene­

adaptation algorithm developed in this paper are simple. Toe 

process begins by performing MA on the current frame. 

Statistics ate gained frotn tltis step that can lead to easy scene­

change detection, in addition to the flow (motion) vectors 
from the current frame to its neighbor. A picture-type decision 
is made by first examining the scene-change statistics for 

abnonnality. Scene changes are hanclled using I-references. 

If the current frame is not the first frartie of a new scene, 
the process continues and a motion measurement is taken on 

the flow vectors that is sensitive to the amount of motioh. 

The accumulated motion measurements since the last reference 

frame are used as the criterion for labeling the current frame a 

P-reference. If all conditions fail, the current frame is labeled 

a B-picture. 

A . Design Considerations 

This frame-type selection algorithm was developed to take 

into account several different guidelines. The underlying idea, 

however, is still the same: the ·continuity, amount, and 1nag­

nitude of motion should dictate how frames are coded. 1l1e 

design considerations are· as follows. 

!) A scene change is modeled as a total change in content. 

An I-frame should be used. 

2) Glob<!l motion sensitivity is tlie most important design 

specification since this type of motion affects the whole 

image. This includes zooms, pans, and rotations. Seg­

ments of video with significant global motion should 

yield frequent placement of P-teference frames. 

3) Local motion should also be considered when a "signif­

icant" portion of the image is affected. Otherwise, local 

motion has only limited significance in the context of the 

entire image. This includes all object motion, Segtr.ents 

of video with little global motion should yield large 
spacing between consecutive P-reference frames. La< ··· 

motion requires tracking in order t<i facilitate :ME/MC. 

The algorithm is sparing in its use of I- and P-refer•!nce 
frames since they typically require many more bits thnn B­

pictures. Motion activity in video is used io dynamically place 

these frames to ensure a minimum amount of quality degrada­

tion while achieving the bit-rate reduction. The accumulation 

of motion magniiudes can be used as a good indicator of 

performance degradation. 

B. Con/ext-Dependent Reference-Frame Placement Algorithm 

Fig. I shows the frame-type selection algorittun embedded 

in the MPEG encoding· scheme. The MPEG elements that 

are affected by the algorithm are shown as darkened !x,xes. 

Fig. 2 is a flo_wchart of.the algorithm. The algoiithm operates 
on the original video frames by estimating motion and then 

processing ihe infollllation to determine the picture type. If a 

reference frame is labeled, the motion information sine~ th~ 

last referen~e is sent to an interpolation procedure for tracki, ____ ) 

the local motion froD) the current frame to its reference(s). 

A suitable quantization parameter for B-pictures is selected 

based on the inierrefere~e-ftarne distance for the cwrent 

video segment. A cimstant qllantization parameter is used for 

I- and P-frames. 
J) Motion Analysis: In this technique, motion inforrni,tion 

is obtained from every set of adjacent frames. The BM"- is 

used to estimaie motion using a small search range, since 
movement between consecutive ~es is mi.i1i.mal. Th-• Ml'EG 
ME/¥.C step reguires both a past and a future predidior, for 

B-pictures, so motion vectors are obtained from the cuJTent 

frame to the immediate past frame arid also to the immediate 
future frame. This is described pictorially in Fig. 3. 

. Scene-change sti!tistics are also calculated in this step. The 

MSPE method is adopted [ 4 J as an indication of how well a 

frame can be predicted from the previous frame_. The prediction 

error will mcrease dramatically in the event of a totai ch,lllge 

in content. The MSPE is defined as 

N - IM-1 

MSPE = N ~M L L [O(i, j) - P.(i, j)f 
i=O ;=O 

(l) 
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Frame Type 
Selection 
Algorithm 

Input Video 

MV's 

DC Values 

Bits~wn 
10011010 ... 

◄SI 

Fig. I. The fram,.·type s,lcction algorithm embedded in lhc MPEG encoding scheme. 

Motion Vector 
Interpolation 

Fig. 2. The flowchart associated with ~ e-,typc selection. · 

To !l(Pf:G 

where O and P represent the original and predicted (compen­

sated) frames, respectively. N and M are the frame dimen­

sions. 
2) Picture-'fype Decision: The scene-change stat1st1cs 

gathered in t!ie MA stage l!fC thresholded to determine if 

a change exists. If scene change is detected, the current frame 
is the first frame of a new scene. This situatipn is handled 

by coding the current frame an I-picture and th~ previous 

fraptc a ?-picture to reset the prediction depen<lencies, Coding 

the previous frame a B-pictµre would allow ttie old scene to 

reference t~e new scene, which should l1e forbidden since the 

content is completely different. 

Significant changes within a scene that require placement 

of a P-referem;e frame are detected by using the foiward 

motion vectors from the MA stage. The first step. involves 

locating the nic,tion areas of the image. The motion areas are 

the macrobloclcs that have a motion-vector magnitude greater 

Frame Number 

Back 
MVs 

forw 
MVs 

Scene / 
Change 
Stati5tic 

To Pic1ure Type 
Deci.si,,n 

Fig. 3. The . motion ,eao"' are. obtained from the current frame to tl1e 

immediate past [mrne and ol<e to the immediate rurure frame. 

than a threshold. The threshold is adaptively determined for 

cvery·video foune according to tbe number of detected motion 

areas. the number of motion areas must be greater than a 

user-defined activity threshold for the algorithm to continue. 

Tiie motion measurement for the fuiine· is calculated as the 

average mo,tion:vector magnitude from. alJ the mption areas. 

TI1e decision to code the frame as P or B is b!l,Se<l on the 

acc~ul~ !llOlio!' n,easurements slnc.e the P- or I-frame. If 

the accumulated motion exceeds a maximum value, then the 

~urrent frani~ is labeled a· P-refere~c.e. 

. . Fig. 4 4elT!on~tes the~e principies in flowchart form with 

MSPE as the chosen scene change st;ltistic. JMV I represents 

· ~ magnitude of a mocioo vector. The major algorit.lun vari­

abl~s are scene-change threshold, accumulated motion, motion . 

threshold, il!ld activity threshold. The· scene-change threshold 

can be easily set to a value suitable for most abrupt changes 

in content. -This is a highly desirable char.M:terislic since 

the ultimate objective is to have a11 optimized, autonomous 

~ncoder. The accumulated motion is the sum of all motion 

measurements since the last reference frame. This value is 
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Motion Areas: 
Find all macroblooks 
with jMVI >T 

Mori«t Measun:ment: 

Avetage IMVI for 
all motion areas 

Signal scene change , • 
Reset acrum~motion 1----~:i;~f 

ReduceT 

fig. 4. The principles in flowchart fonn with MSPE as the chosen 
scwc--changt: statistic. · 

compared with a user-defined maximum magnitude of motion, 
referred to as the motion tluesl\old. The activity threshold 
affects lhe sensitivity of lhe motion measurement to the 
amount of motion. A high valu,: means that only global motion 
is measured since the algorithrp. will loop until the motion areas 
will cover most of the image. A low val~e. in general, allots 
more sigruticance to prominent local motion. The ideal value 
for full-motion video will place emphasis on _ global activity 
and diininish small regions of movement regardless of the 
magnitude. · · 

3) Motion-Vector Interpolation: In addition to picture-type 
labeling, the motion information that is obtained for every set 
of adjacent frames is useful for the tracking of object and 
background motion. This will assist the MPEG ME/MC stage 
by placing the search center for a macroblock in a reasonable 
location. Furthermore, the number of calculations pedonned 
by the ME routine can be reduced since · a large search range 
is unnecessary when motion tracking is perfonned. 

Normal MPEG motion estimation defines the search center 
to be the original niacroblock spatial coordinates and a search 

0 Fnune Numb<r 

Reference Current 

Fig. 5. An example of motion-voctor in1erpol11ion . 

.... ,. ..... 
MV from1 to I 

---+­
MVfrom I t)O 

MB inFrame2 

MB Grid for Frame I 

Fig. 6. Interpolation of one mocroblock. 

range surrounding this location. 'This implies that the sc.irch 
range must be increased as the current frame is moved fa11her 
away from its reference. The typical strategy i:; to mule.ply 
each searcb•range dimension for adjacent frames by the fulIDe 

distance. This motion-tracking scheme does not suffer from 
the same increase in complexity, but it requires repeated 
interpolations which, may incur some error. Interpolation is 
required because only the motion between adjacent fram,:s is 
known. MPEG motion estimation requires the path of motion 
from the current frame to its designated reference, which couJ.~ 
be many frames away. An example is shown in Figs. 5 ani \. . 

The problem of tracing the motion from frame 2 in Fi.g. 5 
to frame O is solved by using repeated applicatioru: of bilinear 
interp0lation. Using the notation defined in Fig. '6, bilinear 
interpolation is defined as 

MV;,., = a{3MV1 + cr(l - /3)MV2 

+ (1 - a)/3MV3 + (1- a)(l - /3)MVi (2) 

where the fraction numbers er and fJ are determined by the 
pixel distance to MVj. In Fig. 6, a macroblock i11 frame 
2 · is · portrayed using a dashed square. Its projection into 
frame l is s!Jown as the solid square pointed to by the daihed 
motion vector. Typically, the projection will not coincide with 
the nonoverlapPing grid of macroblock$. Therdore, biliJ1ear 
interpolation is used to determine the next motion vector th:it 
will generate a projection in frame 0. Tracin:g the m,ition 
in this manner . will create an extended motion vector for 
each macroblock in the current frame to its refc:ren,::e. 'Ibis 
extended motion vector is used as the search center for the linal 
MPEG motion-estimation stage. The same procedure is used 
to determine both forward and backward interpolated motion 
vectors. 
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4) Adaptive Qurmtii~twn: The quantization Qf .B•pictures 
is adaptively 1;hanged according the interrefe~ce,,fra!ne dis­
tanee. Long inteneferen~frame distances Cli~ a double 
coding peruilcy for B:pictures: the number. of bitii\ incri;ases 
while the SNR decreases: This is due to the_degracltd ~c­
tion perfoanance :indfufuction in correlatii)n due to increased 
distance from thi: reUreiice .·· fianies . . For these reasons; a'rl 
alternate quantization parameter Q 8 • for B-picn1res is used 
to keep the SNR at adequate levels when reference-frame 
distances extend farther than a certain length. Otherwise, the 
normal quantization parameter QB, is used. The cost of 
upholding the SNR in a :video segment is an increase in the 
number of bits for B-pictures. However, a bit-mte reduction 
can still be attained al a minimal reduction of SNR. as shown 
in the simulations. 

'Ill. SIMULATION REsULTS 

This section describes the design and results of the simu­
lations used to demonstrate the effectiveness of the proposed 
MA-based adaptive MPEG encCldet. The simulations in .this 
paper were· based · on the• MPEG-1 · standard (6], . [7], The 
simulation results of a HODsbased adaptive method in place 
ing t1ic reference frames -will a1so b6 compared with our 
adaptive method, The pnnci:pii objective isto compress raw 
video more than a fixed GOP arrangement while maintaining 
quality, as measured by SNR and buman perception. SNR is 
defined as the signal variance divided by the variance in the 
quantization noise. The standard fixed arrangement of picture 
types is defined t•> be J B BP BB PB BP· · · . ln areas of high 
motion, the proposed adaptive encoder is defaulted 10 the 
fixed arrangement to prevent an unnecessary increase in bit 
rate. VBR coding is used since the goal is compression. A 
different constant quantization parameter is defined for. each 
picture type, i.e., Qi, Qp, ·and Qs.• B-pictures also require 

( :_ alternate value QB, for video segments that have a large 
' mterreference-frame distance. 

· A. Performance Measures · 

Since the frame-selection algorithm operates only based 
upon the luminance (Y) data, SNR is taken from the lumi­
nance component for comparison purposes. When comparing 
the performance of the scene-adaptive encoder to the fixed 
arrangement of picture types, three measures are scrutinized. 

1) Totai bits spent on coding all video frames (luminance 
and chroma). 

2) Average P- and B-picture SNR (dB). 

3) Avera~c local B-to-refcrcncc SNR ratio, which is defined 
to be 

BsNR 
(3) 

where BsNR represents either the minimum B-picture 
SNR between two references or the average SNR. R1 

and R2 are the past and furore references for the B­
pictures. These can be either I or P. A local measure is 

48, 

Fig. 7 Claire sequence with motion sample. 

Fig. 8. ·Garden sequence with motio.n sample. 

11il ' .. 

Fig. 9. Temtis.- seqiicnce with motion sample. 

necessary in order to capture the lnfoanation that is loi:t 
in global average measures, such as measure 2). 

B .. Parameter Adjustment 

The motion threshold and alternate quantization parameter 
for B-pictures must be adjusted to trade off bit savings with 
SNR. The user-defined maximum magnitude of motion :is 

thresholded against the accumulated motion since the last 
reference frame, as explained in the algorithm desciription. 
Adjusting this parameter yields different interreference-frame 
dis.tances. Long distances mean fewer P-reference !frames, 
and therefore higher compression. As the distance inm:ases, 
though, the number of bits for the B-pictures in betw«,n 
the references increases while the SNR drops. The alternate 
quantization parameter can be used to counter the degr.adation 
in quality' at the cost of increasing the number of bits. 
· Long distances between references can also cause difll­

culties due tO object occlusion, acquisition noise, and ob­
ject/background dissimilarities. Therefore. the· interrefe1enc•~­
frame distance should be kept as short as possible, which 
will facilitate motion-vector interpolation· and MPEG mo• 
tion estimation. The alternate quantization parameter Q n. 
should be kept as close to lhe nonnal value Q 8 • as possible 
to prevent · overcompensation in video segments with sm:ill 
interreference-frarne distances, ·This situation can sometimes 
cause the number of bits to increase dramatically, with the 
SNR increasing .to unnecessarily high levels. 
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Fig. 10. Four segments' of the· Tenm's seque.nce. 

Fig. 11. 1hc scene-change frames in the created test Sequence and Tennis sequence: (a) test sequen~e~ frames 4 and 5~ (b) test .sequence, frames l:J and 
14; (c) Tennis sequence, frames 67 and 68; and · (d) Tennis sequence, frames 97 and 98. 

C. Test-Video Description 

The video used to test the algorithm comes from the public 
domain. The three sequences are Claire, Garden, and Tennis. 
Figs. 7-9 show a sample of each. Claire and Garden represent 
video from the two extreme ends of motion. Claire is a •news­
cast, and so it has no global motion, a still j:,ac~ground,. and 
low foreground motion. Garden, on the pther hand, has global 
panning, moderate object motion, object, occlusion/exposure, 
and high detail. These figures . also contain a sample of}he 
motion in the sequ,ences. These motion vectors represenUhe 
output from the .MA stage. Since Claire will require fewer 
reference fraJJ1es than Garden, it .is expected that thebit 
savings will be more significant 

Tennis is a table-tennis sequence composed of four segments 
with differing characteristics. A sample ,of each is shown 
in Fig. 10. The first segment has moilerate local ,notion, 
stationary background, and high detail .. The seCQnd -segment 
has global zooming out, moderate-to-major local motion, a,nd 
diminishing resolution due to the zooming. fatuitively, there 
is less correlation· to code due to the action of zooming• out, 
We thus have to use many reference frames, which results in 
an increase in SNR with very liitle bit-rate saving. The third 
segment has a scene change, moderate local:motion, stationary 
background, and low detail. The fourth segment also has a 
scene change, but it has linle local motion, stationary .back• 
ground, and high detail. The first, third, and fourth segments 
will achieve bener compression than the second .segment since 
they lack. global motion. 

D. Presentation and Discussion ofResu/ts 

1) Scette-Change Results: To test the perfonnancc of both 
adaptive encoders (MA and HOD based) under th.e c:ondition 
of a totai change in c0ntent, a test sequence w~ crea1ed ,a&ing 
short segments of Claire, Garden, and Tennis. The full frnnis 
sequence was also used as a tesi since it has "two scene chang 
Fig. 11 displays the frames before· and after the two sce11e 
changes in each of the experiment sequence·s. 

The MSPE measure for scene-change detection, as plott,!d in 
Figs.12 ;ind 13, successfully .identifies the twCJ sc:ene ch;mges 
in each of the experiment seqµences by sho~ing strong i:,:aks. 
From. these sequences, it wc,uld be easy to . det,:rrnine a 
fixed threshold for autonomous scene-change detection. The 
HOD meas111ement also successfully identifies the two scene 
cha11ges in . each of the experiment sequences by showing 
strong peaks. 

2) Scene-Adaptive Encoder Results: Our proposed MA­
based adaptive encoders were compared · to the HOD-bas-::d 
adaptive encoder and fixed reference-frame placement enc:od.e1 
based on SNR and the savings on the total number of bits. 
Only one I-picture was used (first frame) for each !.eerie 
unless otherwise specified. In the Claire sequence, the 1mtior 
threshold was set to 5.0, and the activity threshold was !.et tc• 

four macroblocks. The activity threshold was set low in order 
to capture the local activity .of the head and facial fea1ur,:s 
Table I shows the numerical results. The total bit-rate sRving! 
for our MA-based adaptive method is 13.9% and for the HOC 
method is 8.54% over these 46 frames. The measure that show! 
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TABLE! 
CLAJ!<E SeQUEKCI! REsuLTs R>R l'v<Eo ~-F!w.11'., HOD-li.m, AoAPTJVi,. ENcon.;,.s Aim OtiR ·PRoPOStiD MA Ai>AYJWE ENCOD~ltS 

Q\1~\~•tio• ....... p A.••: 8 . .1.·••." Lee-a.I. Av•. B 'l'otal 

o., .. q';, .. q.._, Q11. 

Pix4d •• 
HOD H ,21 

•• H.;n 

sooo~-----~------~--, 
4500 

4-000 

3500 

~:;: 
J2000 

!500 

1000 

500 

00 20 

Fig. 12. Scene-change MSPE measure for the 1e:;t S"'Juence. 

2000 

500 

O b::=20c£::.:.::::::::~c.-::::::::~=-::'.1==-80=J..\100c=-J 

Fig. 13. Se,ne-cbange MSPE measure for the Te11nis sequence. 

12.0P 

s,.,, 

the most degradation in the MA method and the HOO method 
is the minimwn B-SNR to reference SNR ratio. Nevertheless, 
these drops .are very insignificant to human perception when 
considering the viewing distance and expected frame rate, 
Fig. 14(a) displays the fixed and MA-based adaptive frame­
type arrangements, along wilh the motion measurementS that 
are create.d using the MA-based algorithm .. The n_umber of P· · 
pictures is red111cl)(I significantly for Claire when our proposed 
MA-based adaptive encoding is used. Fig . . l4(b) displays. the 
HOP-based. frame-type arrangements, along with the HOD 
measurements.. The number of P~pictu.res. is also reduced 
significantly .. 

The Garden sequence was tested using 20.0 for the mo­
tion threshold and 16 macroblocks for the activity threshold. 
Table II and Fig. 15 hold the results for this sequence. The-bit­
rate savings is only 2.0% for an MA-based adaptive encoder 
and 0.2% for an HOD-based adaptive encoder · due to the 

O.uo 

o.,u 

5 

4.5 

41 

~3.5 I 
E 
'(]) 3 
!:) ;2.s 
C: 2 
O · 

~15 

0.5 

00 

s, .. (-l>iu) S_ia,. (~iih) 

f,10 1,U:1.120 

· O.H2 t5.11HO a,aeo 1,2,2,tH-

O,HO T0,111 10.ua 1,11'8,UO 

F',xed 

PPP PPPPPPPPP ? F 

? p p p p p 

10 

Adaptive 

f~ Nurnber
30 

(a) 

0.025 · p .: • p. - P • • P• ~ P• • P• P•, • • • • • • P- • P- - f>. · .· - P- - · · - .. -
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:§0.015 

10 1s 20 ,s ao --(b) 

35 40 

Fig. 14. (a) ',Tht fixed and adaptive frame-type arrangements for Claii, 
se<juence,., along v.ilh the motion . measumnents lhal are. ma&: using th,, 
MA-based algorilhm. (b) HOD of 46 frames from Claire sequence. 

significant global motion involved. The high ima,ge detail 
also .works against the adaptive system. The details contribut,! 
to high. variance in the prediction residuals, and therefor,: 
a higher yield of bits. The number of P-pictures cannot b<: 
reduced as much as in Claire. The frame bit rate!, increas,: 
mote dramatically thari in Claire as the referem:e frame! 
are spread farther apart Th.is can be attributed to the glob.il 
motion, which affects the entire image rather than a smal I 
local region . . ' :, 

In the Tennis sequence. the motion threshold was set to 
1.4, while the activity threshold was set to 100 mac;robloclc;. 
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TABLED 
GMDEN SEQUENCIS REllULr.; FOR R-CE-F'RA!<E, HOD-SASl'Jl ADAl'TIVE El<m0£l\S AND OuRPRDPOSED MA ADAl'TIVE BNcoo,ru 

Q•U1tiff-lioa Pr.m•• .An.·P A.;•. B A••· l,ouJ An. L•c&I A.n. p .i.••• B To,<11 

Q1, Qp, Qs., Qa. No. Sl<1l t•D) Slnt(<ID) D/P (mio) D/P (•H) Si•• (\oh•) , ... (~'") StM(bh,) 

Pi-. .. tl;2G,15,IJ .. _11.01 u.u 

BOil 11,201H,U ., ll.91 ll.17 

)U u,,o,a,.,aa ., U.06 11.U 

The activity threshold at this level measures global motion. 
Four I-pictures were used in lhis sequence at frames I, 23, 
68, and 98 (for bolh MA-based and HOD-based adaptive 
encoders). Frame 23 is the beginning frame of the global 
zooming action. Frames 68 and 98 are the first frames of 
new scenes. This arrangement of I-pictures temporally de­
composes the Tennis sequence Into its component segmencs, 
as discussed in Section III-C. Encoding in this fashion yields 
the results shown in Table Ill and Fig. 16. The circled picture 
types represent how scene changes are coded: I-picture for 
the first fr.une of the new scene and P-picture for the last 
frame of the old scene. The bit-rate savings for the . MA 
encoder is 4.88% over the entire sequence, with an average 
B-pictui'e SNR gain of about · O.ol dB (while the HOD­
based adaptive encoder achieves only 1.7% bit savings with 

an average B-picture SNR degradation of about 0.74 dB). 
The overall perceptual quality of both schemes, however, 
remains similar to the fixed arrangement. Fig. 17 shows the 
savings achieved by the MA-based encoder calculated for 
each video segment separately. The second segment cannot 
achieve fmther compression· because of the zooming out of 
the camera. This global activity causes prediction perfor­
mance to become significantly worse as reference frames 
are spread apart. The; encoder correctly defaults to the fixed 
arrangement of picture types in tllis segment because the 
measured motion is high in both magnitude and amount. 
The final two scene-change segments were able lo achieve 
reasonable compression despite the fact that a constant motion 
threshold was used for the entire sequence. Under ideal 
conditions, the parameters would be changed to reflect the 
nonstationary statistics, especially after significant changes in 
content. 

3) Result~ for Default I-Pictures: The need for default (. 
pictures to facilitate random access is acknowledged as an 
important requirement for MPEG video coding. Typically, an 
encoder will force I-frames into the coded sequence at regular 
intervals. This allows a VCR-like "random search and video 
halt') feature, which is implemented·,by simply decoding the 
next 1-picnue. Decoding I-pictures when the video kstopped 
is the most effective. implementation · since reference-frame 
reconstruction delay is avoided. Results are presented ·here 
using default I-pictures every 15 frames. In the event of a 
scene change, both adaptive algorithms function · .by coding 
an 1-pkture as usual and then resetting the frame counter for 
the default I-decision. This is in contrast to coding I-pictures 
every 1.5 frames without deviation and also inserting I-pictures 
for scene changes. Tables IV- VI show the results for .Claire, 
Garde11, and Tennis, respectively. 
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0 .171 o.uo lH1tfl 2t,127 1,151,Uf 

Cl.Ht Cl.tT8 1tO,IH 21,126. l,.'.ll1121 
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.. 
• • ,o 15 20 25 :,o :,,; ....,,.....,.,.,. 
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Fig. 15. (a) The fixed and adaptive fume-type amngements for C!oire 
sequence. along with the motion meas~meots that arc made using the 
MA-based algorithm. (b) HOD of 37 frames from Garden :seqo,ena,. 

For the Tennis sequence, the comparison is made betw,!en 
fixed structure encoding with no consideration for sc,~1: 
charlges and adaptive encoding with scene-change detection. 
The savings on these sequences for our MA-based adaptive 

· encoder are 6.72, 1.44, and 3.66%. The Claire seque,oce has 
similar SNR performance, but the bit-rate savings is re<lu::ed 
dramatically. Garden does not truly save any bits at all. Wiith a 
1.44% savings, the B-picture SNR is down 0.3 d.13 on averi,ge. 
A more acceptable SNR level will make the savings neglig,iblc. 
The savings from lhe Tennis sequence is also reduced as 
default I-pictures are insene<L However. the adaptive schem<: 
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TABLE m 
T'EIINIS SP.QUl!NCE REsULts FOR FlxEo AND ADAPTIVE i'RAME PLACEMENT 

Q■a■,i■•tio■ Pr•m" AY •• I' .... » 

Qr, Qp. Oa,_1 os. ..... •NII.( .. ) Sm<(411) 

PU:•• ,,.10,20,1, 112 19.12 11'.7<) 

BOD ,f10120,u 112 20.'6 U.H 

..... 1110,20,u 112 U.60 lT.11 

10~--~--~--~--------
9 

I PPPP~P•PPPPPPPPPPPPPP~PPPPPPPPPtPPP~ 

8 
f p PP l~PI PPflPPPPPPPPPPf>JP PP P P P0 P P i 7 Adapth< 

!! 6 

I 5 

~ 4 
;:; 8 

2 

OO!L-.=_ycc~-~':---~-L_:::,,,,==,..t1::.="'-
20 4irame J'u°i1lber 80 1 DO 

(a) 

0,7 

o,e 

0.3 

'° eo eo 100 --(b) 

Fig. 16. (a) The Ox.eel and adaptive frame-type measurements for Tenni$ 
sequence, along with the DJOtioo rneasuremerm; that_ .are made using the 
MA-based algorithm, (b) HOD of 112 frames from Tennis sequence. 

has better avert1ge SNR for P- and B~pictures. The local SNR 
measures show a small degradation. The fixed arrangement is 
unable to code the scene changes effectively. Prediction error 
increases significantly when the scene changes occur. The error 
propagates to subsequent frames, increasing the number of bits 
and decreiu;ing the SNR. The savings is reduced in all three test 
sequences ,bec&use true scene adaptation is prohibited when 
using default I-pictures. The entire frame-type arrangement 
is · changed si111ce the accumulated motion is always reset 
after default I0 pictureS. When the accumulation of motion is 
allowed to be cut shon, a frame can be defaulted to "I" even 

AH. LocaJ An.i,Q.cd ....... p A"'•· a Total 

11/P( .... ) B/P (• .. ) SiH (l»h) ~• .. (wi,) s1 .. ("'") 

o .... ..... 11,312' u.~e1 t,121.11, 

O.Hl o.n• 10&,,a• J.01121 ,,1u,n4 

O,HI 0.IIU aa,112 U,171 t,H'f,91' 
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"' 6 --; 
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Fig. 17. Bit saving,. for each segment of the Tennis sequence. 

though the following · frames are still highly correlated. True 
adaptation would allow the sequence to continue without a 
reference since the prediction quality is still , high. Another 
effect of inserting default I-frames is a considerable increase 
in the bit-rate level for the entire sequence. The bit savings 
is calculated as the difference between the total yield of bits 
for the fixed and adaptive encoders. · When the bit sa\·u1gs 
is expressed as a percentage of this new bit-rate kvel, the 
value is much smaller. Claire was affected the most i;ince the 
bit-rate increase caused by inserting default I-frames was the 
most dramatic. 

It is also interesting to see that the JIOD-based adaptive 
encoder performs better than the fixed arrangement encoder 
only on the Tennis sequence, which contains scene changes 
that are difficult for a fixed arrangement coder to encode. Jn 
summary, the number of total bits is increased 1.3% for the 
Claire sequence and 2.2% for the Garden sequence. 
· The simulation results show that the complexity of our MA­

based adaptive encoding is quite similar to that of Lee and 
Dickinson's HOD method. The CPU time for both methods 
increases approximately 20% when compared to that of use 
ing fixed-reference frame placement with full-search motion 
estimation. 

IV. CONCLUSION 

The proposed MA-based method for MPEG video coding 
has been shown to be an effective scene-content adaptive 
technique. Further compression over the conventional fixed 
arrangement of picwre types is possible whlle mai,ntaining 
similar quality. Our adaptive encoder is also shown to produce 
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TABLE IV 
CWRE SEQUENCE REsUL1S USING PEFAULT 1-PIC111RES. 

Qu .. nti.a&tieoa Pram•• An. P . A.we. lJ· A"•· ~oc.,J Ji..,-•· Local J.T •. p .An. It 'l'.ohl 

Q1, Qp, Qs~, Qs. No. SNR (dB) SNR (dB) B/P (i!>ia) BiP C•••I SiH_ (hit•) Si .. (bita) Si.s,1 (bih) 

Piz11d 2,Jfl,T 100 H:H 
._· .. ·,2.21 o~in o.tu H 1UO 1,aoa a,102,02, 

BOD ~.a,a,T 100 H.40 )12.SI o.•~• O.HO H,OH t,111 a,,u,no 

MA 2,a,a,T 100 3t.U n.u 0.134 O.HO 1'1,111 10,TU 1,211.10, 

TABLE V 
GARDEN SEQUENCE REsULTS USING DEFAULT I-PICTURES 

Qv.a.ntisa.lion. Frame■ A:n. P - A••· B A.••· Loc&J ~••· Local ...... p .A.u.B ~['eta.I 

Qr, Qp, qBn• Qs• No. SNR (dB) SNR (dB) B/P (mia) B/~ {awe) Si■e (ltita) Si•• (hitt) Sia.1 (~it1) 

Pix.ad 11,20,a,,aa 100 17,IT u.,. 0.117 0.111 1oe,etr u,,es l,.Hl,380 

HOD 11,20,Sl,31 100 17.17 1-. .• , O.IH 0.174 114,lH 2J,120 1,11.,0,0 

M.• 11120,31,3!1 100 lf.H \!5.12 O.H6 O,IH U&,717 21,507 1,~20,ru 

TABLE VJ 
TENNIS SEQUENCE REsULTS USING DEFAULT )-l'IC111RES 

Quaad•ation Pramc1 An. P An. B 

Oz, Op, Os_, QB. No. SNR (d~) SNR (dB) 

?"ix.cl: 7,10,20,1~ .. , l.9.tl u.n 

HOD 1,10,20,11 112 20.07 1T.l9· 

MA T,L0,20,18 112 U.H U.72 

better performance than the HOD-based adaptive encoder on 
all the test sequences. The algorithm is able to adapt to the 
temporal -variations in_ video through the use of the block­
matching algorithm for motion analysis. The characteristics 
of motion that are examined are the continuity, amount. and 
magnitude. Te!f!poral discontinuities in motion, as measured 
by mean_ square prediction error, are used to easily detect 
abrupt scene changes. The level of motion, whether low or 
high, is a -strong indication of how much compression a 
video segment can sustain by adapting the inteheference­
frarne distances. This system is most sensitive to global motion 
since the whole frame is affected. Local motion has only 
limited signiflcance when deciding how to code the entire 
picrure. The magnitude of motion is accumulated to provide 
the criterion for labeling intrascene reference frames: Motion 
of objects and background is effectively track~ using 1:>ilinear 
interpplation of !he estimated motion from the motion-analysis 
stage. Th.is serves to facilitate the MPEG motjon · estimation 
and compensation ·step. 

A bendit of using MA is the ability to perform local 
motion tracking. Since motion information is obtained from 
every set of adjacent frames, one can easily tr!lce the path 
of motion from the current frame to its reference, which 
could be many frames away, and thus reduc_e the i;earch 
range required during the motion estimation. Tracing. the 
motion vector path over several :frames involves repeated 
interpolations until the stopping frame ( either I or P) is 

..ln. Local .A.sw,. Local .A.Ye. p An. B Total 

B/P (min) B/P (an) SiH (bill) Si.H (bih) SiH(lti\1) 

O.H2 O.HI 19,J21 U,4.La 1,:12·r.010 

o.an 0.&72 91,4141 22,120 1,.1o·r
1
u, 

O.Ht 0.&04 87,110 u ,001 1,03$.,780 

reached. With this special property of efficient motion tracking, 
even though the proposed MA adaptive encoding introduces 
additional computational complexity, it is later r<:lieved by the 
smaller dynamic search range in the motion estimation that 
accounts for 70% of the overall encoding process. Therefon• 
the CPU time increases only slightly (about 20'l) "he. 
compared with the fixed reference-frame placement with full­
searcll motion estimation. Furthermore, the complexity of our 
MA-based adaptive encoding is quite similar to that of Lee 
and Dickinson's H;OD method (from our CPU timE: estimates). 
Both methods added longer processing delay and increase,j th.e 
complexity. However, they are very promising approache! for 

storage media applications such as CD-ROM, where longer 
encoding · delay can be tolerated. 

Quality versus bit-rate savings adjustment is the key advan­
tage of this adaptive system over the generic fixed arrange~_1ent 
ofpicture types. For example, the Tennis sequence consists Clf 
four scene segments with on!y one requiring frequent referc:nce 
frames to .elevate the quality. The adaptive encoder is able 
to take advantage of the scenes where long interreference­
frame distances are.allowed for increased compression. When 
the scene with global zopnung . action is encountered , the 
adaptive encoder adjusts by reducing the referem:e-flame 
intervals. This adaptive encoding scheme is able to satisfy 
an intuitive coding model: low motion means that fow,:r 

. reference frames are needed since frame correlation ext,mds 
over a large span of consecutive images; high motion requin:s 
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the frequent placement of references to uphold the quality. 
Simulations on Claire and Garden, sequences from the two 

extreme ends of motion, demonstrate this principle. Claire, a 

newscast sequence with little motion, saves up to 13.9%, while 

Garden, a sequence with considerable global camera panning, 

saves only 2.0%. These results were obtained using a variable• 

bit-rate scheme, that the gain is minimal for default I-frame 

placement. 
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