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MULTI-PROTOCOL DISTRIBUTED 
WIRELESS SYSTEMARCHITECTURE 

RELATED APPLICATION(S) 

This application claims the benefit of U.S. Provisional 
Application No. 60/192,186, filed on Mar. 27, 2000. The 
entire teachings of the above application(s) are incorporated 
herein by reference. 

BACKGROUND OF THE INVENTION 

The wireleSS telecommunication industry continues to 
experience Significant growth and consolidation. In the 
United States, market penetration is near 32% with approxi 
mately 86 million users nationwide. In 1999 the total num 
ber of subscribers increased 25% over the previous year, 
with the average Minutes of Use (MOU) also increasing by 
about 20% per user. If one considers growth in the digital 
market, in as short as three years, the digital Subscriber base 
has grown to 49 million users, or approximately equal to the 
installed number of users of analog legacy Systems. Even 
more interesting is an observation by Verizon Mobile that 
70% of their busy hour traffic (an important system design 
parameter) is digital traffic, although only approximately 
40% of the total number of their subscribers are digital users. 
The Verizon Mobile observation indicates the digital Sub 
Scriber will drive the network design through its increasing 
usage, whereas the analog user is truly a passive "glovebox' 
Subscriber. 

Similar growth has been witnessed in other countries, 
especially in Northern and Western Europe, where market 
penetration is even higher, approaching 80% in Some areas, 
and digital Service is almost exclusively used. 
With the availability of Personal Communications Service 

(PCS) frequencies in the United States, and additional 
continuing auctions of Spectrum outside of the traditional 
800–900 MegaHertz (MHz) radio band, the past few years 
have also seen increased competition among Service pro 
viders. For example, it has also been estimated that 88% of 
the US population has three or more different wireless 
service providers from which to choose, 69% have five or 
more, and about 4% have as many as Seven Service providers 
in their local area. 

In 1999 total wireless industry revenue increased to S43B, 
representing an approximate 21% gain over 1998. However, 
a larger revenue increase would have been expected given 
the increased Subscriber count and usage Statistics. It is clear 
that industry consolidation, the rush to build out a nation 
wide footprint by multiple competing Service providers, and 
Subsequent need to offer competitive pricing plans has had 
the effect of actually diminishing the dollar-per-minute price 
that customers are willing to pay for Service. 

These market realities have placed continuing pressure on 
System designers to provide System infrastructure at mini 
mum cost. Radio tower construction companies continue to 
employ Several busineSS Strategies to Serve their target 
market. One approach, their historical busineSS Strategy, is 
build-to-Suit (i.e., at the Specific request and location as 
Specified by a wireless operator). But Some have now taken 
Speculation approach, where they build a tower and then 
work with local government authorities to force new Service 
providers to use the already existing towers. This specula 
tion build approach, Spawned by the Zoning by-law back 
lash, is actually encouraged by communities to mitigate the 
“unsightly ugliness” of cellular phone towers. This is Seem 
ingly the best alternative, Since Federal laws no longer 
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2 
permit local Zoning authorities to completely ban the 
deployment of wireleSS infrastructure in a community. Often 
the shared tower facility is zoned far removed from resi 
dential areas, in more commercialized areas of town, along 
heavily traveled roads, or in more sparsely populated rural 
Sections. But providing Such out of the way locations for 
towers often does not fully address each and every wireleSS 
operator's capacity or coverage need. 

Each of the individual wireleSS operators compete for the 
household wireline replacement, and as their dollar-per 
MOU is driven down due to competition in the “traditional” 
wireleSS space, the "at home' use is one of the last untapped 
markets. AS the industry continues to consolidate, the wire 
less operator will look for new ways to offer enhanced 
Services (coverage or products) to maintain and capture new 
CVCUC. 

Considering the trends that have appeared over recent 
years, when given the opportunity to displace the household 
wireline phone with reliable wireleSS Service, a wireleSS 
Service operator may see their average MOUs increase by a 
factor of 2 to 4, thereby directly increasing their revenue 
potential 200 to 400%. In order to achieve this, the wireless 
operator desires to gain access throughout a community as 
easily as possible, in both areas where wireleSS facilities are 
an allowed use and in where they are not, and blanket the 
community with Strong Signal presence. 

SUMMARY OF THE INVENTION 

Certain Solutions are emerging that provide an alternative 
to the tower build out approach. In particular, wireless signal 
distribution Systems employ a distribution media Such as a 
cable television infrastructure or optical fiber data network 
to distribute Radio Frequency (RF) signals. This allows the 
capacity of a single base Station to be distributed over an 
area which is the equivalent of multiple traditional cellular 
Sites without degradation in coverage or call quality. 

However, even these Systems have a shortcoming in that 
they are typically built out for one Selected over the air 
protocol and are controlled by a Single Service provider. 
Thus, even with Such Systems as they are presently known, 
it becomes necessary to build out and overlay multiple base 
Stations and multiple Signal distribution networks for mul 
tiple Service providers. 
The present invention is an open acceSS Signal distribution 

System in which a variety of wireleSS Voice, data and other 
Services and applications are Supported. The open access 
system makes use of a distributed Radio Frequency (RF) 
distribution network and associated network entities that 
enable the System operator to employ a wireless infrastruc 
ture network that may be easily shared among multiple 
wireleSS Service providers in a given community. The open 
acceSS System provides the ability for Such operators and 
Service providers to share the infrastructure regardless of the 
Specific RF air interface or other signal formatting and/or 
managing messaging formats that Such operators choose to 
deploy. 

In one configuration, the present invention consists of a 
System in which a base Station interface located at a central 
hub location converts radio frequency signals associated 
with multiple base stations, of the same or even different 
wireleSS Service providers, to and from a transport Signaling 
format. A shared transport medium, Such as a fiber optic data 
network or the like is then used for transporting the con 
verted Signals from the hub location to a number of remote 
acceSS node locations. 
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The access node locations each have Radio AcceSS Node 
equipment located therein. The Radio Access Nodes (RANs) 
are each associated with a particular coverage area. The 
RANs have within them a number of slice modules, with 
each slice module containing equipment that converts the 
radio signals required for a particular Service provider to and 
from the transport Signaling format. 

In a preferred embodiment, the transport medium may be 
an optical fiber telecommunications network Such as pro 
vided through the SONET type digital frame formatting. In 
Such a configuration, the SONET data formatting is arranged 
So that certain data frames are associated with the Slices in 
a given Radio Access Node on a time slotted basis. In Such 
a configuration, Signal down converter modules convert the 
radio frequency Signals associated with each base Station to 
an Intermediate Frequency (IF) signal. ASSociated analog to 
digital (A/D) modules also located at the hub then convert 
the Intermediate Frequency Signals to digital Signals Suitable 
for handling by a transport formatter that formats the con 
verted digital Signals to the proper framing format for the 
SONET digital transport. 

Other transport media may be used Such as Internet 
Protocol (IP) over Digital Wavelength Division Multiplex 
ing (DWDM). 

In one other aspect the invention concerns the aggregation 
of different Radio Frequency (RF) signaling formats onto a 
common transport mechanism. In this embodiment, a first 
and Second base Station operate according to respectively, 
first and Second different wireleSS System air interfaces. A 
transport medium interface converts the radio frequency 
Signals transmitted by the first and Second base Stations to a 
common transport medium. The first and second base station 
may optionally also be operated under the control of two 
different Service providers. In this arrangement, a plurality 
of remotely located Radio Access Nodes (RANs) each 
provide radio signal coverage to a predetermined portion of 
a total System coverage area. Each Radio AcceSS Node is 
coupled to receive signals from the common transport 
medium. Each Radio AcceSS Node also contains a first and 
Second slice module associated with the respective one of 
the first and/or Second base Station. Each Slice module 
contains a Suite of radio transmitter, amplifier and antenna 
equipment as required by its associated air interface. 

In another aspect the present invention concerns equaliz 
ing power levels of Radio Frequency Signals radiated by the 
Radio Access Nodes at levels appropriate for respectively 
different air interfaces. In particular, in Such a System a first 
and Second base Station are located at a central location and 
operate according to respectively different wireleSS System 
air interfaces. A transport medium interface converts the 
Radio Frequency Signals transmitted by the first and Second 
base Stations to a common transport medium Signaling 
format. At a plurality of remote locations Radio AcceSS 
Nodes (RANs) are located. Each Radio Access Node is 
coupled to receive signals from the common transport 
medium. Each Radio AcceSS Node contains at least a first 
and Second Slice module that is associated with and respon 
Sible for converting Signals associated with the first and 
Second base Stations. 

In this instance, the invention includes means for equal 
izing the receive Sensitivities of the Radio AcceSS Nodes at 
levels for the appropriate for the respectively different air 
interfaces, Such as by managing the number of RANS in 
Simulcast depending upon the particular air interface. 

This configuration permits for example, the deployment 
for the set of shared RANs at common RAN remote loca 
tions without having to deploy multiple RAN locations for 
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4 
different air interfaces even when Such air interfaces have 
different receive Sensitivities and coverage distances. Thus 
the Radio Access Nodes for two or more different air 
interfaces may be co-located throughout the coverage Sys 
tem area reducing the overall System build out requirements. 

In yet another aspect, the present invention is a method for 
providing access to radio equipment distributed throughout 
a coverage area to multiple wireleSS communication Service 
providers. This method involves the Steps of accepting 
requests for radio signal distribution Service from the Service 
providers, the request Specifying a desired air interface and 
an indication of which portions of a coverage area the 
particular air interface is to be Supported. The Service 
provider then installs common base Station equipment oper 
ating with the air interface Specified by the Service provider 
at a central location with the base Station equipment being 
co-located with base Station equipment specified by other 
wireleSS Service providers. The commonly located base 
Station equipment is then coupled to receive traffic signals 
from a signaling network used by the wireleSS communica 
tion Service provider, the Signaling network carrying Such 
transport formatted Radio Frequency Signals over a common 
transport medium. A data processor then controls the con 
nection of transport Signal to specific Radio Access Nodes as 
Specified by the wireleSS System operator. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The foregoing and other objects, features and advantages 
of the invention will be apparent from the following more 
particular description of preferred embodiments of the 
invention, as illustrated in the accompanying drawings in 
which like reference characters refer to the same parts 
throughout the different views. The drawings are not nec 
essarily to Scale, emphasis instead being placed upon illus 
trating the principles of the invention. 

FIG. 1 is a block diagram of an open acceSS System 
according to the invention. 

FIG. 2 illustrates one possible deployment for the open 
acceSS System. 

FIG. 3 is a more detailed diagram of a hub signal path for 
the open access System. 

FIG. 4 is a more detailed diagram of a Radio Access Node 
Signal path. 

FIG. 5 shows one example of a calculation to determine 
how Simulcast operation can be coordinated to equalize a 
reverse link budget and provide balancing with a forward 
link budget. 

FIG. 6 is a more detailed view of a cross connect 
providing for the ability to connect multiple base Stations for 
different wireleSS operators to a network of Radio Access 
Nodes. 

FIG. 7 is a diagram illustrating how RAN slices may be 
allocated to different tenants and Sectors in Simulcast. 

FIG. 8 is a more detailed view of one possible configu 
ration for the hubs and RANS over which both the transport 
traffic Signals and control Signaling may be carried. 

FIG. 9 is a detailed view of one possible antenna con 
figuration. 

DETAILED DESCRIPTION OF A PREFERRED 
EMBODIMENT 

Turning attention now to the drawings more particularly, 
FIG. 1 is a diagram of an open access System 10. The open 
acceSS System 10 is an open acceSS network Supporting a 
multitude of wireleSS Voice, data, Video Services and appli 
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cations. Wireless Service Providers (WSP) and Wireless 
Internet Service (WISP) Providers, commonly known as 
tenants, may use open acceSS System 10 to either enhance or 
replace existing networks, wired or wireless, or to develop 
new networkS. 
Open acceSS System 10 is a multi-frequency, multi-pro 

tocol Radio Frequency (RF) access network, providing 
cellular, Personal Communication Services (PCS), and wire 
leSS data coverage via a distributed RF access System. Open 
access System 10 is comprised of base Stations 20, located at 
hub sites 30. The base stations 20 are connected via high 
speed datalinks 40 to distributed RF access nodes (RANs) 
50. The system 10 is, in effect, a signal distribution network 
and associated management entities that enable a network 
operator to deploy a wireleSS infrastructure network that 
may easily be shared among multiple wireleSS System opera 
tors in a given community. The open access network may be 
shared regardless of the Specific RF air interface formatting 
and management messaging formats that each wireleSS 
operator chooses to deploy. 

FIG. 2 depicts one possible deployment Scenario for the 
open access System 10. AS shown, the System consists of a 
multiple Radio Frequency (RF) Access Node 50 (RAN) 
units that may be located at relatively lower height locations 
such as utility poles. The open access network 10 distributes 
RF signals to and from the RANs, using a shared transport 
media 40 Such as an optical fiber using high Speed transport 
Signaling. The physical deployment of the open acceSS 
System is thus quite different from the higher radio towers 
required in a conventional System. 

Returning attention to FIG. 1, the hub 35 provides the 
hardware and software interfaces between the high speed 
data link 40 and the individual wireless carrier base stations 
20. The base stations 20 are considered to be original 
equipment manufacturer (OEM) type equipment to be pro 
vided and/or specified by the tenant 15 and are not provided 
as part of the open access system 10 itself. Hub 35 co-locates 
with the base stations 20 at a designated hub site 30. In a 
maximum configuration, a 3-sector base Station 20 connects 
to 24 RAN Units 50, via an open access Hub 35. Hub 35 can 
be expanded to connect multiple base stations 20 (one or 
multiple wireless carriers) and their associated RAN Units 
50. 
RAN units 50 are distributed throughout a given commu 

nity in accordance with the network operator's RF plan. 
RAN Units 50, along with associated antennas 56, are 
typically installed on utility poles 58, and connect to Hub 
Unit 35 via a fiber optic cable 40. 

Network Management System 60 provides remote moni 
toring and control of the open access network by the network 
operator via the open access System 10. Network Manage 
ment System 60 also allows for the network operator to pass 
Selected control or Status information concerning the open 
access network 10 to or from the individual wireless carriers 
or tenants. By “tenant' it is meant to refer to the wireless 
carrier, Wireless Service Provider (WSP), or other business 
entity that desires to provide wireleSS Service to end cus 
tomerS. 

The open access System 10 Supports essentially any 
wireleSS protocol to be an open Access platform. In one 
configuration, open access System 10 Supports the multiple 
800/1900 MHz wireless service providers, and wireless data 
providers who require last mile access to their targeted 
customers, all at the same time. In another configuration, 
open acceSS System 10 Supports the lower frequency 400 and 
700 MHz bands and the WCS/ISM/MMDS, U-NII wireless 
data bands. 
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6 
In a preferred configuration, the open access network 

consists of radio access nodes (RAN) 50 distributed to 
achieve the desired RF signal presence and a hub 35 and 
high Speed data link 40, which interconnects the base Station 
RF signals with the RANs 50. 
The distributed architecture is comprised of multi-proto 

col, frequency-independent radio acceSS nodes 50. In the 
preferred embodiment at the present time, each RAN 50 
Supports from 1 to 8 operators, commonly referred to as 
tenants 15, of various protocols and frequencies. It should be 
understood that other configurations could Support a Smaller 
or greater number of tenants per RAN 50. Within each RAN 
50, the wireless service provider “tenants” have typically 
leased Space for the Service provider to install corresponding 
individual radio elements in a RAN slice 52. RANs 50 
connect to a centralized base station location 30 where the 
tenants 15 connect to through an open access HUB 35 to the 
specific tenant's base station electronics. Each HUB 35 can 
Scale to Support one to three Sectors of a base Station 20. It 
should be understood that base Stations with a greater 
number of Sectors may also be Supported. 
RANs 50 are interconnected via fiber links 40 to centrally 

located HUB sites 30 and associated base stations 20. RANs 
50 wide area distribution is logically a “horizontal tower” 
with access provided to a single "tenant' or shared amongst 
multiple tenants (wireless Service providers). The generic 
architecture Supports Scaling from a single operator to 
Supporting up to multiple operators across the multiple 
frequency bands per shelf. Multiple shelves may be Stacked 
to Serve additional tenants, as needed. 
HUB 35 and RAN 50 network elements incorporate a 

System Network Management Protocol (SNMP) communi 
cation Scheme to facilitate integration with the Host opera 
tor's network management System 60. This allows easy and 
complete communication across the open access System 10 
with a high level of control and visibility. 

Referring now to FIG. 3, an RF signal is transmitted from 
a BTS 20 to open access hub 35. The RF signal is of any 
bandwidth up to typically 15 MHz (future bandwidths may 
be greater) and follows the hub signal path as shown in FIG. 
3. The signal is down converted to a 50 MHz (+/-7.5 MHz) 
Intermediate Frequency (IF) signal by the down converter 
(D/C) 100. The IF signal is then converted to a 14 byte 
stream, at least at 42.953 Msps, by analog-to-digital (A/D) 
channelizer 102. Two control bits are added to the stream at 
a field programmable gate array (FPGA) within the A/D 
channelizer102. The 16 byte stream, still at 42.953 Msps, is 
then serialized using 8B/10B encoding producing a 859 
Mbps bit stream or an STS-12 type transport signal. The 
STS-12 signal is then distributed along a number of paths 
equal to the number of RANs in simulcast for each BTS 
sector. The STS-12 signal is preferably transmitted to the 
designated RAN Units 50 by interconnect 106 cross-con 
necting the STS-12 signal to a 4:1 multiplexer 108 that 
converts the STS-12 signal to an OC-48 signal. In a pre 
ferred embodiment, as shown in FIG. 1, a base station 20 
located at any hub Site 30 can transmit its associated Signal 
to any RAN Unit 50 using a digital cross-connect 37 
connected between Hubs 35. In one example, lower rate 
Signals (STS-3, 4, etc.) may be combined into higher rate 
shared transport signals (e.g. OC-192). 

Referring to FIG. 4, the OC-48 signal enters a multiplexer 
108 where the signal is converted from an OC-48 signal 
back to a STS-12 signal. The STS-12 signal is then digital 
to-analog (D/A) converted to a 50 MHz (+/-7.5 MHz) signal 
by the D/A Channelizer 110. The 50 MHz (+/-7.5 MHz) 
signal is up converted 112 (U/C) to the required RF signal 
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between. The RF signal is then power amplified (PA) 114 at 
its associated RF frequency and transmitted through diplexer 
116 that couples transmit and receive signals to the same 
antenna. The RF signal is then radiated by the antenna. 

Referring to FIG. 4, an RF signal is received by an 
antenna or antenna array and the Signal is then down 
converted (D/C) 100 to a 50 MHz (+/-7.5 MHz) signal. The 
RF signal is then converted to a 14 bit Stream, at least at 
42.953 Msps, in the (A/D) channelizer102. Two control bits 
are added to the bit Stream at a digital filter implemented in 
a Field Programmable Gate Array (FPGA) within the A/D 
channelizer102. The 16 byte stream, at least at 42.953 Msps, 
is serialized using 8B/10B encoding producing a 859 Mbps 
bit stream or STS-12 signal. The STS-12 signal is then 
combined with the other tenant Signals by a 4:1 multiplexer 
108 that converts the STS-12 signal to an OC-48 signal. This 
Signal is then transmitted to the designated open access hub 
35. 

Referring to FIG. 3, the OC-48 signal is received at the 
open access hub 35 at the multiplexer 108 that converts the 
OC-48 signal to a STS-12 signal. The STS-12 signal is then 
cross-connected through interconnect 106 to a designated 
BTS 20. The STS-12 signal is summed up to 8:1 with signals 
from other RANs in the same simulcast and is then D/A 
converted 110 to a 50 MHz (+/-7.5 MHz) IF signal. It 
should be understood that in other configurations, more than 
8 signals could be summed together. The 50 MHz signal IF 
signal is the up converted (U/C) 112 to the desired radio 
carrier and forwarded to the BTS 20. Providing for two 
receive paths in the system 10 allows for receive diversity. 

The location of the RANs will be selected to typically 
support radio link reliability of at least 90% area, 75% at cell 
edge, as a minimum, for low antenna centerline heights in a 
microcellular architecture. The radio link budgets, asSoci 
ated with each proposed tenant, will be a function of the 
selected air protocol and the RAN 50 spacing design will 
need to balance these parameters, to guarantee a level of 
coverage reliability. 

Because of differences in air interface performance and 
mobile unit transmit powerS/receive Sensitivities the open 
access System 10 requires additional design considerations. 
For example, an optimal RAN location grid Spacing for an 
IS-136 TDMA protocol is not the same as for an IS-95 
CDMA protocol. 
To minimize the number of RANs 50, open access multi 

protocol wireleSS infrastructure requires that all the partici 
pating wireleSS protocols share common geographic trans 
mit/receive locations. These locations are referred to as 
shared RANs 50, and the distance at which they can be 
located from any serviceable mobile unit sets the nodes 
maximum Separation. However, this distance limit is differ 
ent for each wireleSS protocol due to performance differ 
ences in their respective air interface power or link budgets. 
A simple, but non-optimum, approach is to determine the 
RAN 50 locations on the wireless protocol requiring the 
closest spacing (i.e. Smallest RF link budget). The base 
stations 20 located at the central hub sites 30 are then 
optically connected to the co-located RAN sites 50 giving 
each protocol the same coverage footprint per base Station 
Sector. This approach is highly non-optimum for those 
protocols having larger link budgets and will yield heavily 
overlapped coverage areas. Similarly, basing RAN spacing 
on the larger link budget will yield coverage gaps for the 
weaker link protocols. 

According to the present invention, differences between 
the wireleSS protocols link budgets are equalized through 
simulcasting of multiple RANs sites 50. Simulcasting allows 
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8 
a wireless infrastructure provider to reduce the link budget 
of the RAN 50 for higher power protocols to match those of 
the others, while increasing the net coverage range of the 
associated base station sectors 20. A reduction in a RANs 50 
link budget (and therefore coverage range) is offset by the 
increase in the number of RAN's 50 that can be simulta 
neously Served by the associated base Station Sectors 20. 
This maintains the base Station 20 coverage area for the 
protocols with a large link budget while maintaining the 
closer RAN 50 spacing required for those protocols with a 
Small link budget. At the Same time, the reverse link can be 
brought into balance with the forward link for a wide variety 
of forward RF carrier power levels. 

FIG. 5 shows a simplified link budget for three example 
collocated protocols: IS-136 (TDMA), GSM 1900 and 
CDMA. It should be understood that the same principles 
apply to other wireless air interfaces such as: PEN, GSM, 3G 
(GPRS/EDGE), CDMA2000, W-CDMA, etc. The protocol 
with the lowest intrinsic reverse link budget (IS-136) is 
balanced with the CDMA protocol through the use of a 
larger number of RANs in the simulcast group for CDMA. 
All of the protocols simulcast is also collectively Scaled to 
balance with the forward link. For a higher-power deploy 
ment than is shown in FIG. 5 (similar to that of a large tower) 
the least robust air interface typically uses a Simulcast of one 
and all other air interfaces Scale up from there. Since the 
illustrated Scenario is for is a lower power microcellular 
build-out, all protocols use a non-unity Simulcast. The 
forward transmit powers for each RF carrier are properly 
Scaled to equalize the forward link budgets of the various 
protocols. Call capacity per geographic area is finally estab 
lished by selecting the number of RF carriers based upon the 
final Simulcast ratio. 
The determination of parameters may proceed as follows. 
Forward and reverse RF link budgets are first established 

for each of the wireleSS protocols of interest. At this point, 
Simulcast is not entered as a factor into the analysis. 
The wireless protocol with the smallest link budget is then 

identified and its coverage area and capacity are optimized. 
The System build-out, lower power (and Smaller size) 

power amplifiers are used to minimize cost and size of the 
installation. Simulcast of multiple RANs 50 is used to bring 
the forward and reverse paths in balance for the above 
identified wireless protocol. This establishes the allowable 
RF path loSS and therefore the physical Spacing for the 
shared RANs 50. 

For each of the other collocated protocols, the number 
RANs 50 in simulcast are selected to match the baseline link 
budget established above. Each protocol will have a different 
simulcast number. The sensitivity at each RAN 50 will 
change as 

10logo (the number of RANs 50 in simulcast). 
The forward transmit power levels are then adjusted to 

bring the forward and reverse paths into agreement. 
The number of simultaneous RF carriers is selected for 

each protocol based upon the call capacity required in the 
geographic coverage area. Changing the number of carriers 
does not affect the link balance or the number of RANs 50 
in Simulcast. 

Referring to FIG. 6, this type of infrastructure build-out 
requires a distributed RF system capable of croSS-connecting 
multiple base stations 20 from different tenants or Wireless 
Service Providers (WSPs) to a network of RANs 50 using 
distribution ratios that differ for each wireless protocol. A 
network that does not Support this aspect of the invention 
would simply connect the base Station Sectors for all the 
WSPs to the same complement of RANs 50. Sector 1/WSP 
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1 through sector 1/WSP n would all connect to the same 
RANs 50. Similarly, sector 2/WSP1 through sector 2/WSP 
in connect to a different but common group of RANs 50. 

Referring to FIGS. 6 and 7, the system described by this 
invention Selects a different Simulcast Scheme for each 
individual Sector of each wireleSS operator and the total 
collection of RANs 50 distributed through a geographic 
coverage area. For example: Sector1/WSP1 does not nec 
essarily connect to the same complement of RANs 50 as 
sector 1/WSP2 through sector 1/WSP n. There may be only 
partial or even no overlap between the connectivity assign 
ments due to the variable simulcast ratios acroSS the differing 
protocols. Sector 2/WSP 1 not only does not fully overlap 
with sector 2/(WSP2 through n) but also may also partially 
overlap with Sector 1/(2 though n) in RAN assignments. 

Referring in particular to the example shown in FIGS. 6 
and 7, WSP or tenant 1 is operating with a CDMA protocol 
and therefore is simulcasting a group of 8 RANs within a 
total number of 24 RANs 50. Each RF Sector is connected 
to a different grouping of 8 RANs. The illustrated drawing 
in FIG. 7 is for a group of 24 contiguous cells showing how 
the three tenants may share them. 

Tenant 2 is operating with a simulcast group size of 5. 
Thus 5 different RANs are allocated to each of the 5 sectors 
for this tenant. Note that since simulcast number of 5 is not 
an integer divisor of the number of cells in the RAN group, 
that number being 24 in this example, Sector 3 has only 4 
cells allocated to it. Tenant 3 is operating with the Simulcast 
group Size of 3 and thus is operating with 8 Sectors, each 
having 3 RANs associated with it. 
The hub interconnect in FIG. 6 then selects RAN 50 

simulcast groupings for each sector based upon the desired 
groupings desired for each tenant. This permits for equal 
ization of the radio frequency link budgets in each RAN 50 
grOup. 
NMS 60 distributes individual alarms to the appropriate 

tenants, and maintains Secure transmission for each tenant, 
whereas each tenant 15 is provided access to only their own 
respective System, for monitoring and control purposes. The 
open access product allows an operator to customize the 
RAN 50 RF parameter settings to control the radio link 
environment, Such as Signal attenuation, gain, and other 
methods for Strong Signal mitigation. 

In sector configuration of the system, the Hub/RAN ratio 
is configurable from 1 to 8 RANs per BTS sector. The RANs 
50 is remote configurable through the open access operator's 
NMS 60, to support what is commonly referred to as sector 
reallocation. The sector allocation is defined by the hosted 
wireleSS Service provider's traffic loading analysis and con 
trolled by the inputs from the specific tenant's NMS 15 via 
the open access system 10 intranet 18. 

The actual RAN 50 cell radius will be largely a function 
of final antenna radiation center above ground. 

Returning attention now to FIGS. 1 and 2 briefly, in 
general, the data link uses one or more fiber optic connec 
tions between a hub 35 and one or more RAN's 50. Data link 
uses a mix of electrical multiplexing, wavelength multiplex 
ing, and multiple fibers to Support the bandwidth require 
ments of the configuration in a cost-effective manner. Data 
link design should optimize its cost by using the best 
combination of different multiplexing Schemes based on 
physical fiber costs, leased fiber costs and technology evo 
lution. Data link supports whole RF band transportation 
(digitized RF), IP packets, and other traffic as need for open 
access data transmission, System management and control. 
The data link 40 connects a Hub 35 and multiple RAN's 

50 using either a Ring or Star network topology, or possibly 
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a mix of the two. In one configuration, open access System 
10 should Support up to, for either a ring or Star topology, at 
least several miles of fiber length. The actual fiber lengths 
will be guided by optical path link budgets and specific RF 
protocol limits. 

Referring to FIG. 8, in addition to combining digitized RF 
for common transport, this invention allows the combination 
of digitized RF with conventional packet data (e.g. IP 
Packets). This allows the concurrent Support of packet driver 
wireless radios 59 co-located at the RANs with RAN slices 
52, the latter which support BTSs 20. The data radios 59 do 
not require a BTS 20 at the hub. 
The data link is available to Support connecting fixed 

wireless data radios 59 fitted in a RAN 50 to a centrally 
located router in HUB site 30. In one configuration, IP 
packet traffic provides 10Mbps, scalable up to 100 Mbps, to 
be shared amongst the multiple RAN data tenants. Network 
ing architecture Supports modularity and Scalability for 
increased data rates. The data link Supports multiple data 
radioS at 1 to 25 Mbps data rates per data radio tenant. 

Referring to FIG. 9, a utility pole antenna 86 is preferred 
as being unobtrusive and Similar in dimension to the utility 
pole 80. Antenna 86 at least blends in with its immediate 
surroundings. The utility pole multi-band antenna 86 typi 
cally fits at least within a 12" diameter by 72" tall volume. 
The minimum pole height to the antenna base is typically at 
least 31 ft. agl. 

In the System the multi-band antenna capability addresses 
800, 1900, and at least provides volume for wireless data 
bands. In a preferred configuration, the antenna is multi 
band and provides radiating aperture to cover all the listed 
bands such as, 800, 1900, WCS/ISM/MMDS and U-NII. 
Antenna design, antenna Sizing and performance is specific 
for each deployment configuration. 
The System configurations are modular and Scalable from 

a single WSP application to a multi-WSP tenancy, for both 
the RF transceiver assemblies and the data link configura 
tions. The System configurations have the ability to add 
tenants after initial install in one-tenant StepS. 
While this invention has been particularly shown and 

described with references to preferred embodiments thereof, 
it will be understood by those skilled in the art that various 
changes in form and details may be made therein without 
departing from the Scope of the invention encompassed by 
the appended claims. 
What is claimed is: 
1. A System for distributing radio frequency Signals in a 

physical area in which multiple wireleSS Service providers 
wish to provide Service, the System comprising: 

a plurality of wireleSS base Stations collocated at a hub 
location, the base Stations receiving and transmitted 
radio frequency Signals, with at least two of Such base 
Stations operating with radio frequency signals accord 
ing to two different air interfaces, 

a base Station interface, also located at the hub location, 
for converting the radio frequency Signals associated 
with the base Stations to and from a transport Signaling 
format, 

a shared transport medium, for transporting the converted 
Signals from the hub location to a plurality of remote 
acceSS node locations, wherein the shared transport 
medium is an optical fiber and the Shared transport 
medium uses SONET formatting; 

a plurality of radio acceSS nodes located at the remote 
acceSS node locations, the radio acceSS nodes each 
asSociated with a partial coverage area corresponding 
to only a portion of a total System coverage area, and 
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the radio acceSS nodes connected to the shared transport 
medium; and the radio access nodes further each com 
prising: 

a plurality of Slice modules, with each Slice module 
containing equipment for converting received radio 
frequency Signals formatting according to a Selected 
one of the air interfaces to the transport Signaling 
format and from the transport Signaling format to the 
Selected one of the air interfaces, wherein a correspond 
ing connection between a base Station and a slice 
module is allocated a unique SONET frame. 

2. A System for distributing radio frequency signals in a 
physical area in which multiple wireleSS Service providers 
wish to provide Service, the System comprising: 

a plurality of wireleSS base Stations collocated at a hub 
location, the base Stations receiving and transmitted 
radio frequency Signals, with at least two of Such base 
Stations operating with radio frequency signals accord 
ing to two different air interfaces, 

a base Station interface, also located at the hub location, 
for converting the radio frequency Signals associated 
with the base Stations to and from a transport Signaling 
format, 

a shared transport medium, for transporting the converted 
Signals from the hub location to a plurality of remote 
acceSS node locations, wherein the shared transport 
medium is an optical fiber and the Shared transport 
medium uses SONET formatting; 

a plurality of radio acceSS nodes located at the remote 
acceSS node locations, the radio acceSS nodes each 
asSociated with a partial coverage area corresponding 
to only a portion of a total System coverage area, and 
the radio acceSS nodes connected to the shared transport 
medium; and the radio access nodes further each com 
prising: 

a plurality of Slice modules, with each Slice module 
containing equipment for converting received radio 
frequency Signals formatting according to a Selected 
one of the air interfaces to the transport Signaling 
format and from the transport Signaling format to the 
Selected one of the air interfaces, wherein the radio 
acceSS nodes are arranged in a logical ring, and wherein 
the data frames associated with the Slices in a given 
radio acceSS node are dropped and added to the ring at 
the respective Slice. 

3. A System for distributing radio frequency signals in a 
physical area in which multiple types of wireleSS commu 
nication Service is to be provided, the System comprising: 

a plurality of wireleSS base Stations collocated at a hub 
location, the base Stations receiving and transmitted 
radio frequency Signals, with at least two of Such base 
Stations operating with radio frequency signals accord 
ing to two different air interfaces as Specified by at least 
two difference wireleSS Service types; 

a plurality of down-converter (D/C) modules, a down 
converter associated with each of the collocated base 
Stations, each down-converter converting the radio 
frequency Signals transmitted by the respective base 
Station to an intermediate frequency carrier Signal; 

a plurality of analog to digital (A/D) modules, also located 
at the hub location, for converting the intermediate 
frequency carrier Signals to digital signals, 

a simulcast transport formatter, for receiving digital Sig 
nals from the A/D modules and converting them to 
transport formatted Signals, 

a plurality of transport media, for carrying the transport 
formatted Signals to remote access node locations, 
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12 
a transport media distribution network, for coupling each 

of the transport formatted Signals to a Selected Sub-set 
of the remote acceSS node locations, 

a plurality of radio acceSS nodes located at the remote 
acceSS node locations, the radio acceSS nodes each 
asSociated with a partial coverage area corresponding 
to only a portion of a total System coverage area, and 
the radio access nodes connected to the transport 
medium, the remote access nodes arranged in a plural 
ity of Sub-networks, and 

wherein a least one of the radio access nodes further 
comprises: 
a plurality of Slice modules, with each Slice module 

containing equipment for converting received Sig 
nals from the transport Signal format to a Selected 
one of the air interfaces. 

4. A System as in claim 3, wherein the number of Slice 
modules located in at least one of the radio access nodes 
corresponds to a number of different service providers which 
are to provide Service in the corresponding partial coverage 
aca. 

5. A system as in claim 3, wherein at least two of the base 
Stations collocated at the hub location are operated by two 
different wireleSS System Service providers. 

6. A System as in claim 4, wherein at least two of the Slice 
modules in at least one of the radio acceSS nodes contain 
equipment as Specified by an air interface used by two 
different wireleSS System Service providers. 

7. A system as in claim 3, wherein at least two of the base 
Stations operate in respective different radio frequency 
bands. 

8. A system as in claim 3, wherein at least two of the 
transmitted radio frequency Signals are of two different 
bandwidths. 

9. A system as in claim 3, wherein the shared transport 
medium is an optical fiber. 

10. A system as in claim 9, wherein the shared transport 
medium uses SONET formatting. 

11. A System as in claim 10, wherein a corresponding 
transport connection between a base Station and a slice 
module is allocated a unique SONET frame. 

12. A System comprising: 
a first base Station generating radio frequency signals 

according to a first wireleSS System air interface, 
a Second base Station generating radio frequency signals 

according to a Second WireleSS System air interface; 
a transport medium interface for converting radio fre 

quency signals transmitted by the first and Second base 
Stations to a common transport medium; 

a shared transport medium, for transporting the converted 
radio frequency Signals transmitted by the first and 
Second base Stations, wherein the shared transport 
medium is an optical fiber and the Shared transport 
medium uses SONET formatting; 

a plurality of remotely located radio access nodes, each 
radio access node associated with a predetermined 
portion of a total System coverage area, and each radio 
acceSS node coupled to receive signals from the com 
mon transport medium, each radio access node con 
taining at least first and Second slice modules associ 
ated with the respective first and Second base Stations, 

a first Slice module containing a Suite of radio transmitter, 
amplifier, and antenna equipment as Specified by the 
first air interface; and 

a Second slice module containing a Suite of radio trans 
mitter, amplifier, and antenna equipment as Specified by 
the Second air interface, wherein a corresponding trans 
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port connection between a base Station and a slice 
module is allocated a unique SONET frame. 

13. A system as in claim 12, wherein at least two of the 
base Stations operate in respective different radio frequency 
bands. 

14. A system as in claim 12, wherein at least two of the 
transmitted radio frequency signals are of two different 
bandwidths. 

15. A System comprising: 
a first base Station operating according to first wireleSS 

System air interfaces, 
a Second base Station operating according to Second 

wireleSS System air interfaces, 
a transport medium interface for converting radio fre 

quency Signals transmitted by the first and Second base 
Stations to a common transport medium; 

a plurality of remotely located radio acceSS nodes, each 
radio acceSS node associated with a predetermined 
Sub-area portion of a total System coverage area, and 
each radio acceSS node coupled to receive signals from 
the common transport medium, each radio access node 
containing at least first and Second slice modules asso 
ciated with the respective first and Second base Stations, 
and 

means for equalizing Sensitivity levels of radio frequency 
Signals radiated by the radio acceSS nodes at levels 
appropriate for the respective different air interfaces. 

16. A system as in claim 15, wherein the air interfaces are 
Selected from the group consisting of advanced mobile 
phone service (AMPS), CDMA, and TDMA. 

17. A system as in claim 15, wherein the means for 
equalizing sensitivity levels is a balanced simulcast such that 
radio access nodes for two different air interfaces may be 
collocated throughout the System coverage area. 

18. A system as in claim 15, wherein the means for 
equalizing Sensitivity levels further comprises: 
means for determining which of the respective air inter 

faces requires a lowest intrinsic link budget level; 
means for Setting transmit power levels in a Selected one 

of the radio access nodes depending upon Such lowest 
intrinsic link budget level; and 

means for Simulcasting Signals associated with other air 
interfaces for radio acceSS nodes in adjacent Sub-areas. 

19. A system as in claim 15, wherein the radio access 
nodes further each comprise: 

a plurality of Slice modules, with each Slice module 
containing equipment for converting received radio 
frequency Signals formatting according to a Selected 
one of the air interfaces to a transport Signal format and 
from the transport Signal format to the Selected one of 
the air interfaces. 

20. A system as claim 15, wherein the number of slice 
modules located in each partial System coverage area cor 
responding to the number of different service providers for 
which wireleSS communication Service is to be provided in 
the respective partial System coverage area. 

21. A system as in claim 15, wherein the first and second 
base Stations are operated by two different wireleSS System 
Service providers. 

22. A system as in claim 15, wherein the first and second 
base Stations operate in respective different radio frequency 
bands. 
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23. A system as in claim 15, wherein the first and second 

base Stations provide transmitted radio frequency Signals of 
two different bandwidths. 

24. A method for providing multiple wireleSS communi 
cation Service providers with access to radio equipment 
distributed throughout a coverage area, the method com 
prising the Steps of 

accepting requests for distribution Service from the mul 
tiple Service providers, the requests Specifying a 
desired air interface for wireleSS communication from 
among a plurality of available air interfaces, and an 
indication of which portions in the coverage area the 
particular air interface is to be Supported; 

installing first base Station equipment operating with the 
air interface Specified by the a Service provider at a 
central location, the first base Station equipment being 
collocated with additional base Station equipment 
Specified by other wireleSS Service providers, 

coupling the first base Station equipment to receive traffic 
Signals from a Signaling network used by the Service 
provider; 

converting the Signals transmitted by a first base Station to 
a common signaling format; 

coupling the common Signaling format Signals to a com 
mon transport medium; 

locating a plurality of radio access nodes through the 
coverage area, with at least one radio access node 
located in each portion of the coverage area, the radio 
access nodes further containing radio equipment for 
receiving Signals from the common transport medium 
and converting Such signals to radio frequency Signals, 
and 

controlling, with a data processor, the connection of 
transport Signals to Specific radio access nodes as 
Specified by the plurality of wireleSS System operators, 
wherein the common transport medium is an optical 
fiber and the common transport medium uses a SONET 
format, wherein a corresponding transport connection 
between a base Station and a slice module is allocated 
a unique SONET frame. 

25. A method as in claim 24, wherein at least one of the 
radio access nodes further comprises: 

a plurality of Slice modules corresponds to a number of 
different service providers which are to provide service 
in the corresponding partial coverage area. 

26. A method as in claim 24, wherein at least two of the 
Slice modules in at least one of the radio acceSS nodes 
contain equipment as Specified by an air interface used by 
two different wireleSS System Service providers. 

27. A method as in claim 24, wherein at least two of the 
base Stations operate in respective different radio frequency 
bands. 

28. A method as in claim 24, wherein at least two of the 
transmitted radio frequency Signals are of two different 
bandwidths. 




