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reasonable error correcting properties. Section 6.5 describes a solution to this problem.

A different approach to the PAP problem is to use the fact that because large
PAP ratios occur only infrequently, it is possible to remove these peaks at the cost of a
slight amount of self-interference. Now, the challenge is to keep the spectral pollution
of this self-interference as small as possible. Clipping is one example of a PAP
reduction technique creating self interference. In the next sections, two other techniques
are described which have better spectral properties than clipping.

log(CDF)

PAPR [dB]

Figure 6.4 Cumulative distribution function of the PAPR for a number of subcarriers of (a) 32, (b) 64,
(c) 128, (d) 256, and (e) 1,024. Solid lines are calculated; dotted lines are simulated.

6.3 CLIPPING AND PEAK WINDOWING

The simplest way to reduce the PAP ratio is to clip the signal, such that the peak
amplitude becomes limited to some desired maximum level. Although clipping is
definitely the simplest solution, there are a few problems associated with it. First, by
distorting the OFDM signal amplitude, a kind of self-interference is introduced that
degrades the BER. Second, the nonlinear distortion of the OFDM signal significantly
increases the level of the out-of-band radiation. The latter effect can be understood
easily by viewing the clipping operation as a multiplication of the OFDM signal by a
rectangular window function that is 1 if the OFDM amplitude is below a threshold and
smaller than 1 if the amplitude needs to be clipped. The spectrum of the clipped OFDM
signal is found as the input OFDM spectrum convolved with the spectrum of the
window function. The out-of-band spectral properties are mainly determined by the

Mercedes EX1023 (Part 2 of 3)
U.S. Patent No. 10,965,512
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wider spectrum of the two, which is the spectrum of the rectangular window function.
This spectrum has a very slow rolloff that is inversely proportional to the frequency.

To remedy the out-of-band problem of clipping, a different approach is to
multiply large signal peaks with a certain nonrectangular window. In [1], a Gaussian
shaped window is proposed for this, but in fact any window can be used, provided it
has good spectral properties. To minimize the out-of-band interference, ideally the
window should be as narrowband as possible. On the other hand, the window should
not be too long in the time domain, because that implies that many signal samples are
affected, which increases the BER. Examples of suitable window functions are the
cosine, Kaiser, and Hamming windows. Figure 6.5 gives an example of reducing the
large peaks in OFDM with the use of windowing.
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Figure 6.5 Windowing an OFDM time signal.

In Figure 6.6, the difference between clipping the signal and windowing the
signal can be seen. Figure 6.7 shows how the spectral distortion can be decreased by
increasing the window width.

Figure 6.8 shows PER curves with and without clipping, using a rate 1/2
convolutional code with constraint length 7. The simulated OFDM signal used 48
subcarriers with 16-QAM. The plots demonstrate that nonlinear distortion only has a
minor effect on the PER; the loss in SNR is about 0.25 dB when the PAP ratio is
decreased to 6 dB. When peak windowing is applied, the results are slightly worse; see
Figure 6.9. This is caused by the fact that peak windowing distorts a larger part of the
signal than clipping for the same PAP ratio.
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Figure 6.6 Frequency spectrum of an OFDM signal with 32 subcarriers with clipping and peak
windowing at a threshold level of 3 dB above the rms amplitude.
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Frequency spectrum of an OFDM signal with 32 subcarriers with peak windowing at a
threshold level of 3 dB above the rms amplitude. Symbol length is 128 samples (4 times
oversampled) and window length is (a) 3, (b) 5, (¢) 7, (d) 9, (e) 11, (f) 13, and (g) 15
samples. Curve (h) is the ideal OFDM spectrum.

Figure 6.7
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Figure 6.8 Packet error ratio versus E,/N, for 64 byte packets in AWGN. OFDM signal is clipped to a
PAP ratio of (a) 16 ( = no distortion), (b) 6, (¢) 5, and (d) 4 dB.
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Figure 6.9 PER versus E/N, for 64-byte packets in AWGN. Peak windowing is applied with a window
width of 1/16 of the FFT duration. The PAP ratio is reduced to (a) 16 ( = no distortion), (b)
6,(c) 5, and (d) 4 dB.
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6.3.1 Required Backoff with a Non-Ideal Power Amplifier

The previous section demonstrated that peak windowing is very effective in reducing
the PAP ratio. This does not immediately tell us, however, what backoff is required for
a practical power amplifier to attain an acceptable level of out-of-band radiation. The
backoff is defined here as the ratio of the output power and the maximum output power
(saturation power) with a sinusoidal .input signal. Another definition that is frequently
used in the literature uses the power at the 1-dB compression point instead of the
saturation power. Because the 1-dB compression point is typically 1 to 3 dB lower than
the maximum power level, depending on the amplifier transfer function, the backoff
values according to the latter definition are 1 to 3 dB smaller than the values mentioned
in this section.

To simulate a power amplifier, the following model is used for the AM/AM
conversion [2]:

0 . — 6.5)

(1+A4% s

The AM/PM conversion of a solid-state power amplifier is small enough to be
neglected. Figure 6.10 gives some examples of the transfer function for various values
of p. A good approximation of existing amplifiers is obtained by choosing p in the
range of 2 to 3 [2]. For large values of p, the model converges to a clipping amplifier
that is perfectly linear until it reaches its maximum output level.
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Figure 6.10 Rapp’s model of AM/AM conversion.
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Figure 6.11 shows the output spectra of an undistorted OFDM signal and the
spectra of two distorted signals, assuming a highly linear amplifier model (p = 10 in
(6.5). The backoff relative to the maximum output power was determined such that any
significant distortion of the spectrum is at least 50 dB below the in-band spectral
density. In this case, peak windowing gives a gain of almost 3 dB in the required
backoff relative to clipping. This difference in backoff is much less than the difference
in PAP ratio at the input of the power amplifier; without peak windowing, the PAP
ratio is about 18 dB for the OFDM signal with 64 subcarriers. With peak windowing,
this PAP ratio is reduced to approximately 5 dB. Hence, for the latter case, it is clear
that the backoff of a highly linear amplifier must be slightly above this 5 dB to achieve
a minimal spectral distortion. It is not true, however, that without peak windowing, the
backoff must be in the order of 18 dB for the same amount of distortion as with peak
windowing. The reason is that there is little energy in the signal parts that have a
relatively large PAP ratio, so it does not affect the spectrum that much if those parts are
distorted. After peak windowing or any other PAP reduction technique, however, a
significant part of the signal samples are close to the maximum PAP ratio (e.g., 5 dB);
in this case, any distortion of samples that is a dB or so below this maximum produces
more spectral distortion than clipping the original OFDM signal at 10 dB below its
maximum PAP level, simply because for the latter, a much smaller fraction of the
signal is affected. Thus, the lower the PAP ratio is made by PAP-reduction techniques,
the less tolerant the signal becomes against nonlinearities in the area of its maximum
PAP ratio.
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Figure 6.11 (a) Ideal OFDM spectrum for 64 subcarriers, (b) spectrum after highly linear amplifier
(Rapp’s parameter p = 10) with 8.7-dB backoff, (c¢) spectrum using peak windowing with
5.9-dB backoff.
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Figure 6.12 shows OFDM spectra for a more realistic amplifier model with
p = 3. The target for undesired spectrum distortion has now been set to a less stringent
level of 30 dB below the in-band density. The difference in backoff with and without
peak windowing is now reduced to 1 dB. This demonstrates that the more spectral
pollution can be tolerated, the less gain can be achieved with PAP reduction techniques.
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Figure 6.12 (a) Ideal OFDM spectrum for 64 subcarriers, (b) plain OFDM with 6.3-dB backoff and
Rapp’s parameter p = 3, (c¢) peak windowing with 5.3-dB backoff.

Figure 6.13 shows similar plots as Figure 6.12, but now for 256 subcarriers.
This demonstrates that the required backoff with or without peak windowing is almost
independent from the number of subcarriers, as long as this number is large compared
with 1. In fact, the difference in backoff with and without peak windowing reduced
slightly to 0.8 dB by going from 64 to 256 subcarriers.
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Figure 6.13 (a) Ideal OFDM spectrum for 256 subcarriers, (b) plain OFDM with 6.3-dB backoff and
Rapp’s parameter p = 3, and (c) peak windowing with 5.5-dB backoff.

6.3.2 Coding and Scrambling

A disadvantage of distortion techniques is that symbols with a large PAP ratio suffer
more degradation, so they are more vulnerable to errors. To reduce this effect, forward-
error correction coding can be applied across several OFDM symbols. By doing so,
errors caused by symbols with a large degradation can be corrected by the surrounding
symbols. In a coded OFDM system, the error probability is no longer dependent on the
power of individual symbols, but rather on the power of a number of consecutive
symbols. As an example, assume that the forward-error correction code produces an
error if more than 4 out of every 10 symbols have a PAP ratio exceeding 10 dB'.
Further, assume that the probability of a PAP ratio larger than 10 dB is 107, Then, the

error probability of the peak cancellation technique is 1—%[1_0} 073) 1-1073)1 =
i=o| 1
2-107'°, which is much less than the 107 in case no forward-error correction coding is
used.
Although such a low symbol error probability may be good enough for real-time
circuit-switched traffic, such as voice, it may still cause problems for packet data. A
packet with too many large PAP ratio symbols will have a large probability of error.

Such packets occur only very infrequently, as shown above, but when they occur, they

' The simplifying assumption is made here that 4 symbols with reduced power always result in an error,
while in reality there is always a certain error probability < 1, depending on the SNR.
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may never come through, because every retransmission of the packet has the same large
error probability. To solve this problem, standard scrambling techniques can be used to
ensure that the transmitted data between initial transmission and retransmissions are
uncorrelated. To achieve this, the scrambler has to use a different seed for every
transmission, which can be realized for instance by simply adding one to the seed after
every transmission. Further, the length of the scrambling sequence has to be in the
order of the number of bits per OFDM symbol to guarantee uncorrelated PAP ratios for
different seeds. Different scrambling in every transmission will then guarantee
independent PAP ratios for the OFDM symbols in retransmissions and hence,
independent error probabilities. For example, if the probability of a worst case packet is
10°°, the probability that it does not come through within two transmissions is 10™'2.

6.4 PEAK CANCELLATION

The key element of all distortion techniques is to reduce the amplitude of samples
whose power exceeds a certain threshold. In the case of clipping and peak windowing,
this was done by a nonlinear distortion of the OFDM signal, which resulted in a certain
amount of out-of-band radiation. This undesirable effect can be avoided by doing a
linear peak cancellation technique, whereby a time-shifted and scaled reference
function is subtracted from the signal, such that each subtracted reference function
reduces the peak power of at least one signal sample. By selecting an appropriate
reference function with approximately the same bandwidth as the transmitted signal, it
can be assured that the peak power reduction does not cause any out-of-band
interference. One example of a suitable reference signal is a sinc function. A
disadvantage of a sinc function is that it has an infinite support. Hence, for practical
use, it has to be time-limited in some way. One way to do this without creating
unnecessary out-of-band interference is multiplication by a windowing function; for
instance, a raised cosine window. Figure 6.14 shows an example of a reference
function, obtained by multiplication of a sinc function and a raised cosine window. If
the windowing function is the same as used for windowing of the OFDM symbols, then
it is assured that the reference function has the same bandwidth as the regular OFDM
signals. Hence, peak cancellation will not degrade the out-of-band spectrum properties.
By making the reference signal window narrower, a tradeoff can be made between less
complexity of the peak cancellation calculations and some increase of the out-of-band
power. The peak cancellation method was first published in [3], while later it was
independently described in [4].
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Figure 6.14 Sinc reference function, windowed with a raised cosine window.

Peak cancellation can be done digitally after generation of the digital OFDM
symbols. It involves a peak power (or peak amplitude) detector, a comparator to see if
the peak power exceeds some threshold, and a scaling of the peak and surrounding
samples. Figure 6.15 shows the block diagram of an OFDM transmitter with peak
cancellation. Incoming data are first coded and converted from a serial bit stream to
blocks of N complex signal samples. On each of these blocks, an IFFT is performed.
Then, a cyclic prefix is added, extending the symbol size to N + N samples. After
parallel-to-serial conversion, the peak cancellation procedure is applied to reduce the
PAP ratio. It is also possible to do peak cancellation immediately after the IFFT and
before the cyclic prefix and windowing. Except for the peak cancellation block, there is
further no difference with a standard OFDM transmitter. For the receiver, there is no
difference at all, so any standard OFDM receiver can be used.
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Figure 6.15 OFDM transmitter with peak cancellation.

In the previous figures, the peak cancellation was done after parallel-to-serial
conversion of the signal. It is also possible to do the cancellation immediately after the
IFFT, as depicted in Figure 6.16. In this case, the cancellation is done on a symbol-by-
symbol basis. An efficient way to generate the cancellation signal without using a
stored reference function is to use a lowpass filter in the frequency domain. In Figure
6.16, for each OFDM symbol, it is detected which samples exceed some predefined
amplitude. Then, for each signal peak, an impulse is generated whose phase is equal to
the peak phase and whose amplitude is equal to the peak amplitude minus the desired
maximum amplitude. The impulses are then lowpass filtered on a symbol-by-symbol
basis. Lowpass filtering is achieved in the frequency domain by taking the FFT, setting
all outputs to zero whose frequencies exceed the frequency of the highest subcarrier,
and then transforming the signal back by an IFFT.
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Figure 6.16 Peak Cancellation using FFI/IFFT to generate cancellation signal.

Figure 6.17 shows an example of the cyclic reference function that is used in all
methods that apply cancellation before adding the cyclic prefix and windowing. In fact,
this reference signal itself is a valid OFDM signal, which is obtained in the case of an
all-ones input to the IFFT.



134

0.8 -

0.6 - 2

0.4 - -

Envelope Value

0.2 E

(4] f i L
0 0.2 0.4 0.6 0.8 1

Time in Symbol Intervals

Figure 6.17 Envelope of cyclic reference function.

Figure 6.18 shows an example of the signal envelopes of one arbitrary OFDM
symbol and the corresponding cancellation signal. In this particular case, the
cancellation signal actually consists of two separate sinc functions, because one sinc
function is not wide enough to reduce the peak in this example. After subtraction, the
peak amplitude is reduced to a maximum of 3 dB above the rms value; see Figure 6.19.

As an example of the peak cancellation technique, Figure 6.20 shows simulated
power spectral densities for an OFDM system with 32 carriers. Without clipping or
peak cancellation, the worst case PAP ratio of this system is 15 dB, and the undistorted
spectrum is depicted by curve (a). If the signal is clipped such that the PAP ratio
reduces to 4 dB, a significant spectral distortion is visible; see curve (¢). When peak
cancellation is applied (b), a negligible distortion is present for the same PAP ratio of 4
dB.
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Figure 6.18 (a) OFDM symbol envelope, (b) cancellation signal envelope.
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Figure 6.19 (a) OFDM symbol envelope, (b) signal envelope after peak cancellation.
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Figure 6.20 Power spectral density for (a) undistorted spectrum with 32 subcarriers, PAP = 15dB, (b)
spectrum after peak cancellation to PAP = 4 dB, and (c) clipping to PAP = 4 dB. Reference
cancellation function has a length equal to ¥ of the length of an OFDM symbol.

The effect of the peak cancellation on the PER is depicted in Figure 6.21. A rate
1/2, constraint length 7 convolutional code is used to encode the input bits. The coded
bits are then modulated onto 48 OFDM subcarriers using 16-QAM. The curves show an
SNR degradation of about 0.6 dB in AWGN when peak cancellation is used to reduce
the PAP ratio to 6 dB.
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Figure 6.21 PER versus E/N, for 64-byte packets in AWGN. Peak cancellation is applied to reduce
the PAP ratio to (a) 16 ( = no distortion), (b) 6, (¢) 5, and (d) 4 dB.

At first sight, peak cancellation seems to be a fundamentally different approach
than clipping or peak windowing. It can be shown, however, that peak cancellation is in
fact almost identical to clipping followed by filtering. If a sampled OFDM signal x(n) is
clipped to reduce the PAP ratio, the output signal r(n) can be written as

r(n)=x(n)—Y a,e’”8(n—1,) (6.6)

Here, a;, ¢;, and 7; are the amplitude, phase, and delay of the correction that is
applied to the ith sample in order to reach the desired clipping level. Hence, it is
possible to describe clipping as a linear process, even though this is not the way
clipping is performed in practice. Now suppose the clipped signal is filtered by an ideal
lowpass filter with an impulse response of sinc(nn7), where 7 is chosen such that the
filter bandwidth is equal or larger than the bandwidth of the OFDM signal. The filtered
output is given by

) =x'(n) —z a,e’? 'sinc(xT(n—7,)) 6.7)

This expression is identical to a peak cancellation operation, with the only
exception that with peak cancellation, a sum of sinc functions is subtracted from the
unfiltered OFDM signal x(n), while in (6.7) we see a filtered signal x{n). In practice,
however, also for peak cancellation, the OFDM signal needs to be filtered anyway to
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remove aliasing after the digital-to-analog conversion. Hence, for practical purposes, it
may be concluded that peak cancellation has the same effect as clipping followed by
filtering, which was proposed as a PAP reduction technique in [5].

As a final comparison of the three described signal distortion techniques, Figure
6.22 shows the PERs for an OFDM system with 48 subcarriers for which the PAP ratio
is reduced to 5 dB. In addition to the three PAP reduction technique, the nonlinear
amplifier model described in section 6.3.1 was applied such that the output backoff of
the transmitted OFDM signal was 6 dB. We can see from the figure that clipping
(without filtering) performs slightly better than peak cancellation, and that peak
windowing is slightly worse than peak cancellation.
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Figure 6.22  Packet error ratio versus E/N, for 64-byte packets in AWGN. PAP ratio is reduced to 5
dB by (a) clipping, (b) peak cancellation, and (c) peak windowing.

6.5 PAP REDUCTION CODES

As Section 6.2 shows, only a small fraction of all possible OFDM symbols has a bad
peak-to-average power ratio. This suggests another solution to the PAP problem, based
on coding. The PAP ratio can be reduced by using a code which only produces OFDM
symbols for which the PAP ratio is below some desirable level. Of course, the smaller
the desired PAP level, the smaller the achievable code rate is. Section 6.2, however,
already demonstrated that for a large number of subcarriers, a reasonable coding rate
larger than 3/4 can be achieved for a PAP level of 4 dB. In [6], it was found that for
eight channels, a rate 3/4 code exists that provides a maximum PAP ratio of 3 dB. The
results in [6] are based on an exhaustive search through all possible (QPSK)



139

codewords. Unfortunately, these results only tell us that there exists a large number of
code words; it does not say if there exists a structured way of encoding and decoding to
generate a large part of these code words, nor what the minimum distance properties of
the code are. However, [6] did mention the interesting fact that a large part of the codes
found are Golay complementary sequences, which opened the way to a structured way
of generating PAP-reduction codes. Golay complementary sequences are sequence
pairs for which the sum of autocorrelation functions is zero for all delay shifts unequal
to zero [7-9]. It was already mentioned in [10] that the correlation properties of
complementary sequences translate into a relatively small PAP-ratio of 3 dB when the
codes are used to modulate an OFDM signal. Based on all these hints towards Golay
sequences, [11] presented a specific subset of Golay codes together with decoding
techniques that combined peak-to-average power reduction with good forward-error
correction capabilities. Based on this work, Golay codes were actually implemented in
a prototype 20-Mbps OFDM modem for the European Magic WAND project [12].
Fundamental studies on the coding properties of Golay sequences appeared in [13—16],
proving code set sizes, distance properties, the relation to Reed-Muller codes, and many
more interesting details.

A sequence x of length NV is said to be complementary to another sequence y if
the following condition holds on the sum of both autocorrelation functions:

N1
E(xkxkﬂ + Y Vi) =2N, i=0
k=0

=0, i#0

(6.8)

By taking the Fourier transforms of both sides of (6.8), the above condition is
translated into

X +[rn)| =2n 6.9)

Here, |X(f) |2 is the power spectrum of x, which is the Fourier transform of its
autocorrelation function. The discrete Fourier transform X(f) is defined as

X(f)=3, xe " (6.10)
. k=0

Here, T is the sampling interval of the sequence x. From the spectral condition
(6.9), it follows that the maximum value of the power spectrum is bounded by 2N:

|xX(f)|* <2n (6.11)
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Because the average power of X(f) (6.10) is equal to N, assuming that the power
of the sequence x is equal to 1, the PAP ratio of X(f) is bounded as

PAP ratio < ENE =3 (6.12)

In an OFDM transmission, normally the IFFT is applied to the input sequence x.
However, because the IFFT is equal to the conjugated FFT scaled by 1/N, the
conclusion that the PAP ratio is upper bounded by 2 is also valid when X(f) is replaced
by the inverse Fourier transform of the sequence x. Hence, by using a complementary
code as input to generate an OFDM signal, it is guaranteed that the PAP ratio does not
exceed 3 dB. Figure 6.23 shows a typical example of an OFDM signal envelope when
using a complementary sequence. For this case of 16 channels, the PAP ratio is reduced
by approximately 9 dB in comparison with the uncoded case of Figure 6.1.

1.4 T

1.3

1.2

1.3

1

vPAP

0.9

0.8 j

0.7 H

0.6

0.5

0.4 ; :
0 2 4 6 8 10 12 14 16

Time/T

Figure 6.23 Square root of peak-to-average power ratio for a 16-channel OFDM signal, modulated with
a complementary code.
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6.5.1 Generating Complementary Codes

In [7-9], several coding rules are given for generating a set of complementary
sequences, based upon some starting complementary pair, the kernel. For
complementary sequences of length 2, for instance, a possible kernel is the pair 1, 1 and

1, —1. The basic coding rules for generating complementary codes from this kernel are
[7. 9}

Interchanging both codes,

Reversing and conjugating second code,
Phase-rotating second code,

Phase-rotating elements of even order in both codes,
Phase-rotating first code, and

Reversing and conjugating first code.

B il b

When rules 1 to 4 are applied, the following 16 different length 4 codes can be
obtained for the case of 4 phase modulation (see Table 6.1):

Table 6.1
Length 4 complementary codes
1 [1]1]-1 100 b
1 [1[1]1 1L | L] ]
1 [-1]1 |1 HERFRE
1 =1 [=1 =i BEIEAE
1 [j |1 ] LS I
1 | [-11 1 [ |4 [
1 [ [ 1] MENERE
HEEENE 1 |4 |5 |1

The number of codes can be extended to 64 by applying the fifth and sixth rules,
which gives the same result as applying 4 different phase shifts to the 16 codes. Hence,
these 4-symbol codes can easily be generated by using a 16-word-long lookup table to
encode 4 bits, followed by a phase rotation to map a total of 6 bits onto all possible
complementary codes. '

Unfortunately, as the previous example already indicated, the six coding rules
do not unambiguously produce all complementary sequences. This makes it difficult to
find the size of the code set and to find a systematic way to produce complementary
sequences. Thus, some other algorithm has to be found to generate complementary
codes.

[9] showed that from one set of complementary sequences, others can be
generated by multiplying the original sequences with columns of the discrete Fourier
transform matrix. Although [9] only mentions this method to generate sets with longer



142

code length by using the Kronecker product, it can also be used to generate different
sequences with the same length, by multiplying an original sequence elementwise with
columns of the DFT matrix. It is easy to show that such multiplications do not change
the correlation properties. Each DFT column is a delta function in the frequency
domain. Because multiplication in the time domain is equivalent to a convolution in the
frequency domain, the power spectrum of a complementary sequence multiplied by a
DFT column remains the same. Hence, also its correlation function, which is the
Fourier transform of the power spectrum, remains the same, so that the outcome again
is a complementary sequence.

Another interesting remark in [9] is that complementary sequences can be
multiplied by columns of the binary Walsh-Hadamard matrix, without losing their
complementary characteristics. Further, it is stated in [9] that “if the code is an
expansion of shorter lengths, an arbitrary phase angle can be added to all elements in
any orthogonal subset.” These operations turn out to be very useful in generating
distinct codes.

The coding algorithm for generating complementary sequences is now given by
the following steps:

1. Make a kernel; that is, one complementary pair from which all other
complementary sequences can be derived. For lengths equal to a power of two, kernels
can easily be formed by using Golay’s rule for length expansion. Starting with the
length 2 sequence A; B;, where A; = 1 and B; = 1, longer length codes can be formed
by making A, B, with A,, = A, ; B, and B, = A,.; —By.1. In this way, codes of length
2™ are formed from the codes of length 2". For example, the following codes up to
length 16 can be obtained:

length2 : A;B;=.11

length4 : A;B,=111-1

length8 : As3B;= 111-111-11 (6.13)
length16: A4yB4=111-111-11111-1 -1-11-1

2. Determine the number of orthogonal subsets. For length N codes, formed by
the length expansion method described above, there are log,/N orthogonal subsets, all of
which can be given an arbitrary phase offset. The orthogonal subsets within a code are
formed by all single elements, pairs, quads, and so forth, which are of even order. Thus,
a length 16 code has 4 orthogonal subsets, being all even elements, pairs, quads, and
one octet. All of these can be given a different phase without changing the
complementary characteristics of the code. Further, it is also possible to apply an
arbitrary phase shift to the entire code. Hence, a complementary code set based upon
the kernel of (6.13) can be written as:
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Notice that this code is actually implemented in a 20-Mbps OFDM modem for
the Magic WAND project [12]. It is also used in the 11-Mbps IEEE 802.11 wireless
LAN standard [17]. The latter is not an OFDM system, but here the benefit from using

complementary sequences is in its good aperiodic autocorrelation properties, which
makes it easier to build a receiver with sufficient robustness to multipath.

An alternative code description is to write the code phases as

[6,] [1 1 1 1 O]
0, 1@ 1 & 0w s
o 1101 of|?
f @
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The output code is given by exp(j-2n0/M), where 6; is the coded phase and M is
the size of the phase constellation. For BPSK (M=2), the code set is equal to the Walsh-
Hadamard codes, which is offset by the kernel—defined by the fourth column in (6.15).

& Finally, a transformation can be applied that unfortunately cannot be
described by simple multiplications or phase rotations. Instead, it can be described as
an interleaving operation on the underlying shorter length codes that are used to make a
longer length code [14]. For a length 8 sequence, for instance, two new length 8 codes
can be generated by interleaving the first and second half of the original code.
Interleaving the code three times reproduces the original code. In general, a code with a
length of 2" can be interleaved n—1 times before reproducing itself. The following
example shows three different codes out of a length 8 code produced by interleaving:

O 1LEi1-<t 1.1=1 1
1: 1111 1-1-11 (6.16)
2: 111-1 1-111

For a length 16 code, it turns out that except for four different codes that can be
produced by interleaving the first and second half of the code, more codes can be made
by simultaneously interleaving the quarters of the code, giving a total of 3 - 4 = 12
different codes. The described coding rules can now be used to determine the size of
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complementary code sets. For an N-length code with M possible phases, the kernel can
be multiplied by 1 + logaN modified Walsh-Hadamard rows with M different phases.
This gives a code set size of M'*°N_ The amount of bits per codeword can be
expressed as (1 + log; N)log, M. For instance, a length 8 code with four possible phases
gives 8 bits per code word. The above numbers did not yet take into account the
interleaving rule, which adds another log>([(logaNV)!]/2) bits to the total number of bits
per symbol (for N > 4 and N being a power of 2). Notice that the interleaving rule does
not necessarily produce an integer number of bits per encoded symbol.

6.5.2 Minimum Distance of Complementary Codes

In OFDM .systems, the effects of multipath are mitigated by error correction coding
over the various subchannels. Thus, when using a PAP-reduction code, it would be very
desirable if you could use this code also for forward-error correction. Otherwise, a
separate code would be required, with the disadvantage of additional complexity and a
reduction in the overall coding rate and spectral efficiency.

Therefore, the question arises as to what minimum distance the above
mentioned complementary sequences have. Looking at (6.15), we can state that if this
is the only generating rule used, then N/2 + 1 correctly received symbols are always
sufficient to calculate the 1 + log,N phases used to generate the complementary
sequence. This is because with 1 + N/2 phase observations, it is always possible to form
1 + log,N independent equations which can be used to solve for the 1 + log>N unknown
phases. In fact, there are a certain number of combinations of 1 + log,N independent
equations. The equations are independent only if each phase—except ¢;—is present in
at least one and at most logoN Equations. Since each phase—except ¢,—is present in
exactly N/2 observations, 1 + N/2 observations are sufficient to obtain at least one set of
1 + log>N independent phase equations. Therefore, we can conclude that the minimum
distance between 2 different complementary codes of length N is N/2 symbols, so it is
possible to correct N/4 — 1 symbol errors or N/2 — 1 erasures.

The minimum Euclidean distance, which determines the performance in flat
fading with additive noise, can be found by observing that a minimum distance between
two code words is obtained if N/2 symbols have a minimum phase rotation of 2/M,
where M is the number of phases. Thus, the minimum Euclidean distance d,,;, is

N .27
s =\E “1 —exp(j ﬁ)“ (6.17)

For instance, for 8-PSK and 8 channels, the minimum distance becomes 1.53,
which is 6 dB larger than the distance of uncoded 8-PSK ( = 0.765). Because the rate of
the length-8 complementary codes is Y2, a maximum coding gain of 3 dB can be
achieved compared with uncoded 8-PSK.
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The above distance calculations are only wvalid for complementary codes
generated without using the interleaving rule. Two codes formed by interleaving
generally have a distance that is less than N/2 symbols. For N=8, for instance, the
interleaved codes (6.16) have a distance of only two symbols instead of four.

6.5.3 Maximum Likelihood Decoding of Complementary Codes

This section describes an optimal decoding technique for specific subsets of
complementary codes, based on generalized Walsh-Hadamard encoding. With
generalized Walsh-Hadamard coding, we mean that for a length N = 2" code, n + 1
phases are encoded into 2" output phases by adding the first phase to all code phases,
the second to all odd code phases, the third to all odd pairs of code phases, and so on.
For a length 8 code, for instance, the phase encoding is given by (6.15). For BPSK
(M = 2), the coding reduces to normal Walsh-Hadamard coding. For this case, the
efficient fast Walsh transform can be used to realize maximum likelihood decoding.
For larger constellation sizes, maximum likelihood decoding seems less trivial. In the
worst case, it would require M"*! Euclidean distance calculations or correlations, giving
a total number of operations of NM™*' (complex multiplications and additions). There
is, however, quite some redundancy in the calculation of all possible correlations, just
as for the binary case. This means it is possible to reduce the complexity of the
maximum likelihood decoder by generalizing the fast Walsh transform to general phase
constellations, as was first described in [18].

Figure 6.24 shows a butterfly that is used to calculate a 2-point binary fast
Walsh transform. Using these butterflies, an N-point fast Walsh transform can be
calculated with Nlog,/N additions and subtractions.

O

_O

Figure 6.24 Butterfly of binary fast Walsh transform.

Now consider a 4-PSK generalized Walsh-Hadamard code. For length 2, the
transform can be depicted as a butterfly with two inputs and four outputs (see Figure
6.25).



146

Figure 6.25 Butterfly of 4-PSK fast Walsh transform.
The right side of the butterfly shows the sequences used to correlate with the
input sequence.

Using this butterfly, a transform of double length N can be constructed by doing
two transforms on half of the code length, plus an additional stage of 4" butterflies. A
length 4 transform, for instance, can be constructed as depicted in the Figure 6.26. The
four input points at the left are transformed into 16 output points by correlations with
the complex sequences listed on the right.

1111
11jj
11-1-1
1144

1jlj

1ij-1

o 1j-14

1j-j1

° 1-11-1

o 1-1j

o 1-1-11

1-1-j

114

1-ij1

Figure 6.26 Length 4 4-PSK fast Walsh transform.
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The 4-point transform can be extended to an 8-point transform by performing
two length 4 transforms on two groups of 4 samples, and adding an additional stage of
16 butterflies to produce the length 8 results. Figure 6.27 shows this 8-point transform,
where the first two 4-point transforms are drawn as a line to simplify the picture. In
reality, each 4-point transform has 16 outputs, which are combined with the 16 outputs
of the other 4-point transform in 4 different ways. Hence, the total number of outputs is
64.

There are 28 butterflies needed for a length 8 transform. Each butterfly requires
four additions (the phase rotations are trivial for 4-PSK), so the total number of
operations is 112 complex additions. The direct calculation method with 64 separate
correlators requires 512 complex additions, so the fast transform reduces the
complexity by almost a factor of 5.

o11
Point-4 transform /
Samples 1 to 4 © o 1j
i
Point-4 transform
Samples 5 to 8 > O 1-1

L =

L

Figure 6.27 Length-8 4-PSK fast Walsh transform using length-4 transforms.

6.5.4 Suboptimal Decoding of Complementary Codes

For any coding technique to be successful, there have to be decoding techniques that
are not too complex and with a performance not too far from that of optimal maximum
likelihood decoding. For a complementary code for which the number of phases M is
larger than 2 and the code length is larger than about 8, maximum likelihood decoding
quickly becomes too complex for practical implementation. Hence, we want to find
suboptimal decoding techniques that are less complex to implement. One way to
decode the phase that is applied to all alternating elements of a complementary code is
to multiply the complex odd samples with the complex conjugate of the even samples.
By summing the results, we obtain a vector that has the desired phase value. The same
procedure can be followed for even and odd pairs, quads, and so on. The phase that is
applied to the entire code has to be found by correcting the complex samples for all
other phases. For the length 8 code with complex samples x;, the phase equations are
given by
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Here, arg{} means the calculation of the phase of a complex vector, and *
denotes the complex conjugate. To convert the phases to bits, we have to make
decisions for those constellation points that are closest to the phases found, just as we
do in normal phase shift keying.

There are some alternative ways to estimate the phase of the entire code word.
In (6.18), the estimated phases were used to eliminate the phase rotations caused by all
phases except for ¢;. The same effect can be achieved by multiplying the received code
samples with complex conjugates of y;, where y; is the term within the arg{ } expression
of @; in (6.18):

@, =argZ{X, Y, Y3 Ya + X, Y3 Vs + X3 Y, Vs + X, V4

+ X5V, ¥s + X Y3 + X, Y5 + Xg ) (6.19)

The disadvantage of this method is that there is a certain noise enhancement
because of the double and triple products of noisy phasors. A better estimate can be
found by using only those terms that have no more than one phasor multiplication:

@, =arg{x,y; + x5 y; + X, ¥, + X3} (6.20)

Following the same argument, it is also possible to simplify (6.19) by using
only terms with one or zero phase rotations:

@, =arg{x,e”’" + xee 7 + x,e7 7" +x,) (6.21)

The advantage of the above-described decoding technique is that it provides
automatic weighting of the subchannels; erroneous channels with low amplitudes will
only give a minor contribution to the phase estimates. In additive white Gaussian noise
(AWGN), the described technique performs 3 dB worse than optimal maximum
likelihood decoding, which can be argued as follows: the performance of maximum
likelihood decoding is determined by the minimum Euclidean distance, which is four
times the distance of uncoded 8-PSK for the length 8 complementary code with 8-PSK.
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Looking at the decoding structure of (6.18), we can see that for each phase estimate,
four or more vectors are added, which gives a 6-dB SNR improvement. Each of the
added vectors, however, consists of a multiplication of two separate vectors with
independent noise contributions. Hence, the detection SNR is improved by 3 dB only,
as compared with 6 dB for a maximum likelihood decoding technique. Note that the
difference with maximum likelihood decoding decreases in the case of frequency-
selective channels. In the extreme case that four out of eight subchannels are
completely lost, both will have the same symbol error probability.

Except for the soft-decision technique described above, it is also possible to do
hard-decision erasure decoding. In this case, four out of eight subchannels are erased,
based upon amplitude measurements obtained during training. Three subchannels can
be erased arbitrarily; the fourth must be chosen such that all phase estimates in (6.18)
have at least one element. Erasure decoding will fail if one of the unerased subchannels
is in error. Thus, in AWGN, the bit-error probability is equal to that of uncoded 8-PSK,
so there is a 6-dB loss compared with that of maximum likelihood decoding. Again,
this loss is less in the case of frequency-selective channels.

0
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Figure 6.28 BER (a-d) and PER (e-h) versus mean E/N, for delay spreads of (a) and (e) 50 ns, (b) and
(f) 20 ns, (c) and (g) 10 ns, (d) and (h) O.

Figure 6.28 shows BER and PER for single ATM cell packet versus mean
Ey/N,, averaged over a large (10%) number of Rayleigh fading channels with an
exponentially decaying power-delay profile. The results clearly show that the
combination of OFDM and complementary coding can efficiently exploit the frequency
diversity of the channel for delay spreads of 10 ns or more. In this simulation, the use
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of 8-PSK length 8 complementary codes is assumed. Two independent codes together
encode 24 bits into 16 OFDM channels. For a symbol duration of 1.2 us, including a
guard time of 400 ns, this gives a data rate of 20 Mbps. These parameters are used in
the OFDM modem of Magic WAND.

6.5.5 Large Code Lengths

For OFDM systems with a large number of subcarriers, it may not be feasible to
generate a sufficient number of complementary codes with a length equal to the number
of channels. To avoid this problem, the total number of channels can be split into
groups of channels; applying a complementary code to each group of subchannels
increases the coding rate, at the cost of reduced error correction capabiiity and PAP
ratio. For 32 channels, for instance, 18 bits per symbol could be encoded using 8-PSK
complementary codes. These codes would have a PAP ratio of 3 dB and a distance of
16 channel symbols, so 7 erroneous channels or 15 erased channels could be corrected.
Instead of 32-channel codes, it is also possible to use four 8-channel codes or some
other combination of shorter length codes. The sum of four 8-channel codes give a total
of 48 bits per symbol and a PAP ratio of 9 dB (6-dB reduction), while it is possible to
correct one error or three erasures per group of eight channels.

6.6 SYMBOL SCRAMBLING

Symbol scrambling techniques to reduce the PAP ratio of a transmitted OFDM signal
can be seen as a special case of PAP reduction codes. The difference is that symbol
scrambling does not try to combine forward-error correction and PAP reduction such as
is done by the complementary codes. The basic idea of symbol scrambling is that for
each OFDM symbol, the input sequence is scrambled by a certain number of
scrambling sequences. The output signal with the smallest PAP ratio is transmitted. For
uncorrelated scrambling sequences, the resulting OFDM signals and corresponding
PAP ratios will be uncorrelated, so if the PAP ratio for one OFDM symbol has a
probability p of exceeding a certain level without scrambling, the probability is
decreased to pk by using k scrambling codes. Hence, symbol scrambling does not
guarantee a PAP ratio below some low level; rather, it decreases the probability that
high PAP ratios occur. Scrambling techniques were first proposed in [19, 20] under the
names selected mapping and partial transmit sequences. The difference between the
two is that the first applies independent scrambling rotations to all subcarriers, while
the latter only applies scrambling rotations to groups of subcarriers.

Figure 6.29 shows OFDM spectra for 64 subcarriers where the backoff is
adjusted to maintain a —30 dB bandwidth that is twice the —3-dB bandwidth. A perfect
linear power amplifier model is used, which clips the signal when the output power
exceeds the saturation power level. The effect of scrambling has been simulated by
scrambling the IFFT input data for each OFDM symbol with a certain number of
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independent complementary sequences and selecting the output symbol that gives the
smallest PAP ratio. We can see from Figure 6.29 that scrambling with 1 and 10 codes
gives rather small improvements of 0.25 and 0.75 dB in the required backoff,
respectively, compared with the no scrambling case.

Figure 6.30 shows similar spectra as in Figure 6.29, but now for a more strict
requirement of a —50-dB bandwidth that is twice the —3-dB bandwidth. In this case,
scrambling gives more gain in the required backoff, up to 2 dB for 10 scrambling
codes. This is caused by the fact that with scrambling, the probability of exceeding a
PAP ratio of 7 dB is much less than the probability of exceeding 4 dB (whose
probability is close to 1). As a result of this, for a backoff value of 4 or 5 dB, the
amount of clipping interference is not much different from that without scrambling.

Figures 6.29 and 6.30 assume a perfectly linear power amplifier. In reality,
however, the amplifier has a certain nonlinear transfer function. Figure 6.31 shows
simulated spectra using Rapp’s power amplifier model with nonlinearity parameter
p =2, which closely resembles practical RF power amplifiers. We can see that the
amplifier model changes the shape of the spectrum, but the relative gain of scrambling
does not change significantly. Because for wireless systems the —30-dB bandwidth
requirement of Figure 6.29 and 6.31 is more realistic than the —50-dB requirement of
Figure 6.30, we can conclude that the benefits of scrambling are rather limited.
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Figure 6.29 OFDM spectra for 64 subcarriers and p=100 using (a) no scrambling with 5.0-dB
backoff, (b) 1 scrambling code with 4.7-dB backoff, and (c) 10 scrambling codes
with 4.25-dB backoff.
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Figure 6.30 OFDM spectra for (a) no scrambling with a 8.5-dB backoff, (b) 1 scrambling code with a
7.2 dB backoff and (c) 10 scrambling codes with a 6.5-dB backoff.
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Figure 6.31 OFDM spectra for 64 subcarriers and Rapp’s amplifier model with p = 2 using (a) no
scrambling with 5.8-dB backoff, (b) 1 scrambling code with 5.3-dB backoff, and (c) 10

scrambling codes with 5.2-dB backoff.
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Chapter 7

BASICS OF CDMA

7.1 INTRODUCTION

This chapter illustrates the basic principles of CDMA to obtain a better understanding
of combinations of CDMA with OFDM, as discussed in Chapters 8 and 9. The scope of
the chapter is to give generic understanding of CDMA without overwhelming
mathematical details. Readers should refer to Chapters 5 and 6 of [1] for a more
extensive discussion on direct-sequence CDMA air interface design aspects and
wideband CDMA air interface proposals, respectively. Furthermore, [1-15] provide
details of spread-spectrum (SS) and CDMA technologies.

This chapter is divided into three sections. Section 7.2 presents a brief state-of-
the-art of CDMA. Section 7.3 introduces the CDMA concept in general. It explains
those criteria the transmitted signal has to fulfill to constitute a spread-spectrum
modulation. Processing gain is defined. The fundamental properties of CDMA signals,
namely multiple access capability, protection against multipath interference, privacy,
interference rejection, antijamming capability, and low probability of interception are
introduced. Different modulation methods for CDMA are treated in detail. These are
direct-sequence spread-spectrum, frequency-hopping spread-spectrum, time-hopping
spread-spectrum, and hybrid modulation. Each modulation scheme is described with the
help of block diagrams for the transmitter and the receiver. In addition, how each
spread-spectrum modulation scheme achieves the above-listed six properties of CDMA
signals is discussed.

In Section 7.4, we review the fundamental elements of direct-sequence CDMA
and its application into third-generation systems, namely RAKE receiver, power
control, soft handover, interfrequency handover, and multiuser detection.
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7.2 CDMA: PAST, PRESENT, AND FUTURE

The origins of spread-spectrum are in the military field and navigation systems.
Techniques developed to counteract intentional jamming have also proved suitable for
communication through dispersive channels in cellular applications. In this section we
highlight the milestones for CDMA development starting from the 1950s after the
formulation of the Shannon theorem [16]. An extensive overview of spread-spectrum
history is given in [17].

In 1949, John Pierce wrote a technical memorandum in which he described a
multiplexing system in which a common medium carries coded signals that need not be
synchronized. This system can be classified as a time-hopping spread-spectrum
multiple access system [17]. Claude Shannon and Robert Pierce introduced the basic
ideas of CDMA in 1949 by describing the interference averaging effect and the graceful
degradation of CDMA [18]. In 1950, De Rosa-Rogoff proposed a direct-sequence
spread-spectrum system and introduced the processing gain equation and noise
multiplexing idea [17]. In 1956, Price and Green filed for the antimultipath “RAKE”
patent [17]. Signals arriving over different propagation paths can be resolved by a
wideband spread-spectrum signal and combined by the RAKE receiver. The near-far
problem (i.e., a high interference overwhelming a weaker spread-spectrum signal) was
first mentioned in 1961 by Magnuski [17].

The cellular application of spread-spectrum was suggested by Cooper and
Nettleton in 1978 [19]. During the 1980s, Qualcomm investigated DS-CDMA
techniques, which finally led to the commercialization of cellular spread-spectrum
communications in the form of the narrowband CDMA IS-95 standard in July 1993.
Commercial operation of IS-95 systems started in 1996. In 1984, direct-sequence
CDMA and hybrid CDMA/Frequency-Division Multiple Access (FDMA) were
proposed among several proposals for the Group Special Mobile (the origin of the term
GSM, which now stands for the Global System for Mobile Communications) multiple
access schemes. They were investigated during 1984-86. Multiuser detection (MUD)
has been subject to extensive research since 1986 when Verdu formulated an optimal
multiuser detection for the AWGN channel, maximum likelihood sequence estimator
(MLSE) [20].

During the 1990s, wideband CDMA techniques with a bandwidth of 5 MHz or
more have been studied intensively throughout the world, and several trial systems have
been built and tested [21]. These include FRAMES FMA2 (FRAMES Multiple Access)
in Europe, Core-A in Japan, the European/Japanese harmonized WCDMA scheme,
cdma2000 in the United States, and the TTA I and TTA II (Telecommunication
Technology Association) schemes in Korea. Introduction of third-generation wireless
communications systems using wideband CDMA is expected around the year 2000.

Wideband CDMA has a bandwidth of 5 MHz or more. The nominal bandwidth
for all third-generation proposals is 5-MHz. There are several reasons for choosing this
bandwidth. First, data rates of 144 and 384 Kbps, the main target of third-generation
systems, are achievable within the 5-MHz bandwidth with a reasonable capacity. Even
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a 2-Mbps peak rate can be provided under limited conditions. Second, lack of spectrum
calls for reasonably small minimum spectrum allocation, especially if the system has to
be deployed within the existing frequency bands occupied already by second-generation
systems. Third, the 5-MHz bandwidth can resolve (separate) more multipaths than
narrower bandwidths, increasing diversity and thus improving performance. Larger
bandwidths of 10, 15, and 20-MHz have been proposed to support higher data rates
more effectively.

Based on the above description, the CDMA era is divided in to three periods:
(1) pioneer CDMA era, (2) narrowband CDMA era, and (3) wideband CDMA era, as
shown in Table 7.1.

Table 7.1
CDMA Era

Pioneer Era
1949 John Pierce: time-hopping spread-spectrum
1949 Claude Shannon and Robert Pierce: basic ideas of CDMA
1950 De Rosa-Rogoff: direct-sequence spread-spectrum
1956 Price and Green: antimultipath RAKE patent
1961 Magnuski: near-far problem
1970s Several developments for military field and navigation systems

Narrowband CDMA Era

1978 Cooper and Nettleton: cellular application of spread-spectrum

1980s Investigation of narrowband CDMA techniques for cellular
applications
1984 DS-CDMA and Hybrid CDMA/FDMA proposal for the Group
Special Mobile in Europe
1986 Formulation of optimal multiuser detection by Verdu
1993 1S-95 standard

Wideband CDMA Era
1995 Europe: FRAMES FMA?2 WCDMA
Japan : Core-A
USA : cdma2000
Korea : TTA I, TTA II

2000 Commercialization of wideband CDMA systems

7.3 CDMA CONCEPTS

In CDMA, each user is assigned a unique code sequence (spreading code) it uses to
encode its information-bearing signal. The receiver, knowing the code sequences of the
user, decodes a received signal after reception and recovers the original data. This is
possible because the cross-correlations between the code of the desired user and the
codes of the other users are small. Because the bandwidth of the code signal is chosen
to be much larger than the bandwidth of the information-bearing signal, the encoding
process enlarges (spreads) the spectrum of the signal and is therefore also known as
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spread-spectrum modulation. The resulting signal is also called a spread-spectrum
signal, and CDMA is often denoted as spread-spectrum multiple access (SSMA).

The spectral spreading of the transmitted signal gives to CDMA its multiple
access capability. It is therefore important to know the techniques necessary to generate
spread-spectrum signals and the properties of these signals. A spread-spectrum
modulation technique must fulfill two criteria:

1. The transmission bandwidth must be much larger than the information bandwidth.

2. The resulting radio-frequency bandwidth is determined by a function other than the
information being sent (so the bandwidth is statistically independent of the
information signal). This excludes modulation techniques like frequency
modulation (FM) and phase modulation (PM).

The ratio of transmitted bandwidth to information bandwidth is called the
processing gain G, of the spread-spectrum system:

G, =2 (7.1)

where B, is the transmission bandwidth and B; is the bandwidth of the information-
bearing signal.

The receiver correlates the received signal with a synchronously generated
replica of the spreading code to recover the original information-bearing signal. This
implies that the receiver must know the code used to modulate the data.

Because of the coding and the resulting enlarged bandwidth, spread-spectrum
(SS) signals have a number of properties that differ from the properties of narrowband
signals. The most interesting from the communications systems point of view are
discussed below. To have a clear understanding, each property has been briefly
explained with the help of illustrations, if necessary, by applying direct-sequence
spread-spectrum techniques.

Multiple access capability. If multiple users transmit a spread-spectrum signal at the
same time, the receiver will still be able to distinguish among the users provided each
user has a unique code that has a sufficiently low cross-correlation with the other codes.
Correlating the received signal with a code signal from a certain user will then only
despread the signal of this user, while the other spread-spectrum signals will remain
spread over a large bandwidth. Thus, within the information bandwidth the power of
the desired user will be larger than the interfering power provided there are not too
many interferers, and the desired signal can be extracted. The multiple access capability
is illustrated in Figure 7.1. In Figure 7.1(a), two users generate a spread-spectrum signal
from their narrowband data signals. In Figure 7.1(b) both users transmit their spread-
spectrum signals at the same time. At receiver 1, only the signal of user 1 is coherently
summed by user 1, despreader and the user 1 data recovered.
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() (b)

Figure 7.1 Principle of spread-spectrum multiple access.

Protection against multipath interference. In a radio channel there is not just one path
between a transmitter and receiver. Because of reflections (and refractions), a signal is
received from a number of different paths. The signals of the different paths are all
copies of the same transmitted signal but with different amplitudes, phases, delays, and
arrival angles. Adding these signals at the receiver will be constructive at some of the
frequencies and destructive at others. In the time domain, this results in a dispersed
signal. Spread-spectrum modulation can combat this multipath interference; however,
the way in which this is achieved depends very much on the type of modulation used. In
the next section, where CDMA schemes based on different modulation methods are
discussed, we show for each scheme how multipath interference rejection is obtained.

Privacy. The transmitted signal can only be despread and the data recovered if the code
is known to the receiver.

Interference ‘rejection. Cross-correlating the code signal with a narrowband signal
spreads the power of the narrowband signal thereby reducing the interfering power in
the information bandwidth. Figure 7.2 illustrates this. The receiver observes spread-
spectrum signal s summed with a narrowband interference i. At the receiver, the spread-
spectrum signal is despread while the interference signal is spread, making it appear as
background noise compared with the despread signal. Demodulation will be successful
if the resulting background is of sufficiently weak energy in the despread information
bandwidth.

Antijamming capability, especially narrowband jamming. This is more or less the same
as interference rejection except the interference is now willfully inflicted on the
system. It is this property, together with the next one, that makes spread-spectrum
modulation attractive for military applications.

Low probability of interception (LPI). Because of its low power density, the spread-
spectrum signal is difficult to detect and intercept by a hostile listener.
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Figure 7.2 Interference rejection.

Figure 7.3 gives general classification of CDMA showing pure and hybrid
CDMA.

Pure CDMA. There are three modulation techniques that generate spread-spectrum
signals, known as Pure CDMA. These three techniques are as follows:

e Direct-sequence (DS) CDMA. The information-bearing signal is multiplied directly
by a high-chip-rate spreading code.

e Frequency-hopping (FH) CDMA. The carrier frequency at which the information-
bearing signal is transmitted is rapidly changed according to the spreading code.

e Time-hopping (TH) CDMA. The information-bearing signal is not transmitted
continuously. Instead the signal is transmitted in short bursts where the times of the
bursts are decided by the spreading code.

Hybrid CDMA. Two or more of the pure CDMA techniques can be used together to
combine (known as hybrid pure CDMA) the advantages and, it is hoped, to combat their
disadvantages. Further, it is possible to combine CDMA with other multiple access
methods: contentionless (scheduling) access schemes (FDMA, TDMA), known as
hybrid contentionless CDMA (e.g., TDMA/CDMA) [2], contention (random) access
scheme (ISMA), known as hybrid contention CDMA (e.g., CDMA/ISMA) [2, 3], and
orthogonal frequency division multiplexing (OFDM), known as hybrid OFDM/CDMA
(e.g., MC-CDMA) [2]. Multicarrier (MC)-CDMA and multitone (MT)-CDMA are
introduced in Chapter 8.
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Figure 7.3 Classification of CDMA.

In the next section, the above-mentioned pure CDMA modulation techniques
are used to show the multiple access capability of CDMA. The remainder of the
chapters, however, mainly concentrate on direct-sequence (DS)-CDMA and its related
subjects.

7.3.1 Pure CDMA

We can classify CDMA protocols in two different ways: by concept or by modulation
method. The first classification gives us two protocol groups: averaging systems and
avoidance systems. The averaging systems reduce the interference by averaging the
interference over a wide time interval. The avoidance systems reduce the interference
by avoiding it for a large part of the time.

Classifying by modulation gives us five protocols: direct-sequence (or pseudo-
noise), frequency- and time-hopping protocols based on chirp modulation and hybrid
methods. Of these, the first (DS) is an averaging CDMA protocol while the hybrid
protocols can be averaging protocols depending on whether DS is used as part of the
hybrid method. All the other protocols are of the avoidance type. Table 7.2 summarizes
both ways of classification.

Table 7.2
Classifying CDMA protocols.

DS TH FH Chirp | Hybrid

Averaging X X

Avoidance X X X X
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Direct-sequence. In DS-CDMA, the modulated information-bearing signal (the data
signal) is directly modulated by a digital, discrete-time, discrete-valued code signal. The
data signal can be either an analog signal or a digital one. In most cases it is a digital
signal. In the case of a digital signal, the data modulation is often omitted and the data
signal is directly multiplied by the code signal and the resulting signal modulates the
wideband carrier. It is from this direct multiplication that the DS-CDMA gets its name.

Data Data Spreading
1 modulator =1 modulator |
Carrier Code
generator generator

Figure 7.4 Block diagram of a DS-SS transmitter.

Figure 7.4 gives a block diagram of a DS-CDMA transmitter. The binary data
signal modulates an RF carrier. The modulated carrier is then modulated by the code
signal. This code signal consists of a number of code bits called “chips™ that can be
either +1 or —1. To obtain the desired spreading of the signal, the chip rate of the code
signal must be much higher than the chip rate of the information signal. For the
spreading modulation, various modulation techniques can be used, but usually some
form of phase-shift keying (PSK) like binary phase-shift keying (BPSK), differential
binary phase-shift keying (D-BPSK), quadrature phase-shift keying (QPSK), or
minimum-shift keying (MSK) is employed.

If we omit the data modulation and use BPSK for the code modulation, we
attain the block diagram given in Figure 7.5. The DS-SS signal resulting from this
transmitter is shown in Figure 7.6. The rate of the code signal is called the chip rate;
one chip denotes one symbol when referring to spreading code signals. In this figure, 10
code chips per information symbol are transmitted (i.e., the code chip rate is 10 times
the data rate), so the processing gain is equal to 10.
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Figure 7.5 Modified block diagram of a DS-SS transmitter.
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Figure 7.6 Generation of a BPSK-modulated spread-spectrum signal.

After transmission of the signal, the receiver (shown in Figure 7.7) despreads
the spread-spectrum signal using a locally generated code sequence. To be able to
perform the despreading operation, the receiver must not only know the code sequence
used to spread the signal, but the codes of the received signal and the locally generated
code must also be synchronized. This synchronization must be accomplished at the
beginning of the reception and maintained until the whole signal has been received. The
code synchronization/tracking block performs this operation. After despreading, a data-
modulated signal results, and after demodulation, the original data can be recovered.

The previous section mentioned a number of advantages of spread-spectrum
signals. The most important of those properties from the viewpoint of CDMA is the
multiple access capability, the multipath interference rejection, the narrowband
interference rejection, and with respect to secure/private communication, the LPI. We
explain these four properties for the case of DS-CDMA.
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Figure 7.7 Receiver of a DS-SS signal.

Multiple access. If multiple users use the channel at the same time, multiple DS signal
will overlap in time and frequency. At the receiver, despreading is used to remove the
spreading code. This operation concentrates the power of the desired user in the
information bandwidth. If the cross-correlations between the code of the desired user
and the codes of the interfering users are small, coherent detection will only put a small
part of the power of the interfering signals into the information bandwidth.

Multipath interference. If the code sequence has an ideal autocorrelation function, then
the autocorrelation function is zero outside the interval [-7,,7.], where 7, is the chip
duration. This means that if the desired signal and a version that is delayed for more
than 27, are received, despreading will treat the delayed version as an interfering signal,
putting only a small part of the power in the information bandwidth.

Narrowband interference. The coherent detection at the receiver involves a
multiplication of the received signal by a locally generated code sequence. As we saw at
the transmitter, however, multiplying a narrowband signal with a wideband code
sequence spreads the spectrum of the narrowband signal so that its power in the
information bandwidth decreases by a factor equal to the processing gain.

LPI. Because the DS signal uses the whole signal spectrum all the time, it will have a
very low transmitted power per hertz. This makes it very difficult to detect a DS signal.

Apart from the above-mentioned properties, DS-CDMA has a number of other
specific properties that we can divide into advantageous (+) and disadvantageous (—)
behavior:

+ The generation of the coded signal is easy to implement. It can be performed by a
simple multiplication.

+ Because only one carrier frequency has to be generated, the frequency synthesizer
(carrier generator) is simple.

+ No synchronization among the users is necessary.

— It is difficult to acquire and maintain the synchronization of the locally generated
code signal and the received signal. Synchronization has to be kept within a fraction
of the chip time.
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— For correct reception, the synchronization error of locally generated code sequence
and the received code sequence must be very small, a fraction of the chip time.
This, combined with the nonavailability of large contiguous frequency bands,
practically limits the bandwidth to 10 to 20 MHz.

— The power received from users close to the base station is much higher than that
received from users further away. Because a user continuously transmits over the
whole bandwidth, a user close to the base constantly creates a lot of interference for
users far from the base station, making their reception impossible. This near-far
effect can be solved by applying a power control algorithm so that all users are
received by the base station with the same average power. This control, however,
proves to be quite difficult because of feedback delays, imperfect power estimates,
errors in the feedback channel, and traffic conditions.

Frequency-hopping. In frequency-hopping CDMA, the carrier frequency of the
modulated information signal is not constant but changes periodically. During time
intervals 7, the carrier frequency remains the same, but after each time interval, the
carrier hops to another (or possibly the same) frequency. The hopping pattern is decided
by the spreading code. The set of available frequencies the carrier can attain is called
the hop-set.

The frequency occupation of an FH-SS system differs considerably from a DS-
SS system. A DS system occupies the whole frequency band when it transmits, whereas
an FH system uses only a small part of the bandwidth when it transmits, but the location
of this part differs in time.

Figure 7.8 illustrates the difference between the FH-SS and the DS-SS
frequency usage. Suppose an FH system is transmitting in frequency band 2 during the
first time period. A DS system transmitting in the same time period spreads its signal
power over the whole frequency band so the power transmitted in frequency band 2 will
be much less than that of the FH system. The DS system transmits in frequency band 2
during all time periods, however, while the FH system only uses this band part of the
time. On average, both systems transmit the same power in the frequency band.

Figure 7.9 gives the block diagram for an FH-CDMA system. The data signal is
baseband modulated. Using a fast frequency synthesizer that is controlled by the code
signal, the carrier frequency is converted up to the transmission frequency.

The inverse process takes place at the receiver. Using a locally generated code
sequence, the received signal is converted down to the baseband. The data are
recovered after (baseband) demodulation. The synchronization/tracking circuit ensures
that the hopping of the locally generated carrier synchronizes to the hopping pattern of
the received carrier so that correct despreading of the signal is possible.

Within frequency-hopping CDMA, a distinction is made based on the hopping
rate of the carrier. If the hopping rate is (much) greater than the symbol rate, the
modulation is considered to be fast frequency-hopping (F-FH). In this case, the carrier
frequency changes a number of times during the transmission of one symbol, so that



166

Frequency Frequency|
—_—— DS a
FH Time Time

Figure 7.8 Time/frequency occupancy of FH and DS signals.
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Figure 7.9 Block diagram of an FH-CDMA transmitter and receiver.

one bit is transmitted at different frequencies. If the hopping rate is (much) smaller than
the symbol rate, it is slow frequency-hopping (S-FH). In this case, multiple symbols are
transmitted at the same frequency.

The occupied bandwidth of the signal on one of the hopping frequencies
depends not only on the bandwidth of the information signal, but also on the shape of
the hopping signal and the hopping frequency. If the hopping frequency is much smaller
than the information bandwidth (which is the case in slow frequency-hopping), then the
information bandwidth is the main factor that decides the occupied bandwidth. If,
however, the hopping frequency is much greater than the information bandwidth, the
pulse shape of the hopping signal decides the occupied bandwidth at one hopping
frequency. If this pulse shape is very abrupt (resulting in very abrupt frequency
changes), the frequency band is very broad, limiting the number of hop frequencies. If
we make sure that the frequency changes are smooth, the frequency band at each
hopping frequency is about 1/7), times the frequency bandwidth, where 7}, is equal to
the hopping frequency. We can make the frequency changes smooth by decreasing the
transmitted power before a frequency hop and increasing it again when the hopping
frequency has changed.
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As has been done for DS-CDMA, we discuss the properties of FH-CDMA with
respect to multiple access capability, multipath interference rejection, narrowband
interference rejection, and probability of interception.

Multiple access. It is easy to visualize how the F-FH and S-FH CDMA obtain their
multiple access capability. In the F-FH, one symbol is transmitted in different frequency
bands. If the desired user is the only one to transmit in most of the frequency bands, the
received power of the desired signal is much higher than the interfering power and the
signal will be received correctly.

In the S-FH, multiple symbols are transmitted at one frequency. If the
probability of other users transmitting in the same frequency band is low enough, the
desired user is received correctly most of the time. For those times that interfering users
transmit in the same frequency band, error-correcting codes are used to recover the data
transmitted during that period.

Multipath interference. In the F-FH CDMA the carrier frequency changes a number of
times during the transmission of one symbol. Thus, a particular signal frequency is
modulated and transmitted on a number of carrier frequencies. The multipath effect is
different at the different carrier frequencies. As a result, signal frequencies that are
amplified at one carrier frequency are attenuated at another carrier frequency and vice
versa. At the receiver, the responses at the different hopping frequencies are averaged,
thus reducing the multipath interference. Because usually noncoherent combining is
used, this is not as effective as the multipath interference rejection in a DS-CDMA
system, but it still gives quite an improvement.

Narrowband interference. Suppose a narrowband signal is interfering on one of the
hopping frequencies. If there are G, hopping frequencies (where G, is the processing
gain), the desired user (on average) uses the hopping frequency where the interferer is
located 1/G, percent of the time. The interference is therefore reduced by a factor G,.

LPI. The difficulty in intercepting an FH signal lies not in its low transmission power.
During a transmission, it uses as much power per hertz as a continuous transmission.
But the frequency at which the signal is going to be transmitted is unknown, and the
duration of the transmission at a particular frequency is quite small. Therefore, although
the signal is more readily intercepted than a DS signal, it is still a difficult task to
perform.

Apart from the above-mentioned properties, the FH-CDMA has a number of
other specific properties that we can divide into advantageous (+) and disadvantageous
(=) behavior:

+ Time synchronization is much easier with FH-CDMA than with DS-CDMA. FH-
CDMA synchronization has to be within a fraction of the hop time. Because
spectral spreading is not obtained by using a very high hopping frequency but by
using a large hop-set, the hop time will be much longer than the chip time of a DS-
CDMA system. Thus, an FH-CDMA system allows a larger synchronization error.
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+ The different frequency bands that an FH signal can occupy do not have to be
contiguous because we can make the frequency synthesizer easily skip over certain
parts of the spectrum. Combined with the easier synchronization, this allows much
higher spread-spectrum bandwidths.

+ The probability of multiple users transmitting in the same frequency band at the
same time is small. A user transmitting far from the base station is received by it
even if users close to the base station are transmitting, as those users are probably
transmitting at different frequencies. Thus, the near-far performance is much better
than that of DS.

+ Because of the larger possible bandwidth a FH system can employ, it offers a higher
possible reduction of narrowband interference than a DS system.

— A sophisticated frequency synthesizer is necessary.

— An abrupt change of the signal when changing frequency bands leads to an increase
in the occupied spectrum. To avoid this, the signal has to be ramped up and down
when changing frequency.

— Coherent demodulation is difficult because of the problems in maintaining a
coherent reference phase between hops.

Time-hopping. In time-hopping CDMA, the data signal is transmitted in rapid bursts at
time intervals determined by the code assigned to the user. The time axis is divided into
frames, and each frame is divided into M timeslots. During each frame, the user
transmits in one of the M timeslots. Which of the M timeslots is transmitted depends on
the code signal assigned to the user. Because a user transmits all of its data in one,
instead of M timeslots, the frequency it needs for its transmission has increased by a
factor M. A block diagram of a TH-CDMA system is given in Figure 7.10.

Figure 7.11 shows the time-frequency plot of the TH-CDMA systems.
Comparing Figure 7.11 with Figure 7.10, we see that the TH-CDMA uses the whole
wideband spectrum for short periods instead of parts of the spectrum all of the time.

Buffer Buffer
Data Slow in Data Data Fast in Data
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Figure 7.10 Block diagram of a TH-CDMA transmitter and receiver.
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Figure 7.11 Time-frequency plot of TH-CDMA.

Following the same procedure as for the previous CDMA schemes, we discuss
the properties of TH-CDMA with respect to multiple access capability, multipath
interference rejection, narrowband interference rejection, and probability of
interception.

Multiple access. The multiple access capability of TH-SS signals is acquired in the
same manner as that of the FH-SS signals; namely, by making the probability of users’
transmissions in the same frequency band at the same time small. In the case of time-
hopping, all transmissions are in the same frequency band, so the probability of more
than one transmission at the same time must be small. This is again achieved by
assigning different codes to different users. If multiple transmissions do occur, error-
correcting codes ensure that the desired signal can still be recovered.

If there is synchronization among the users, and the assigned codes are such that
no more than one user transmits at a particular slot, then the TH-CDMA reduces to a
TDMA scheme where the slot in which a user transmits is not fixed but changes from
frame to frame.

Multipath interference. In the TH-CDMA, a signal is transmitted in reduced time. The
signaling rate, therefore, increases, and dispersion of the signal now leads to overlap of
adjacent bits. Therefore, no advantage is gained with respect to multipath interference
rejection.

Narrowband interference. A TH-CDMA signal is transmitted in reduced time. This
reduction is equal to 1/G,, where G, is the processing gain. At the receiver we receive

only an interfering signal during the reception of the desired signal. Thus, we receive
only the interfering signal 1/G, percent of the time, reducing the interfering power by a

factor G,.
LPI. With TH-CDMA, the frequency at which a user transmits is constant but the times

at which a user transmits are unknown, and the durations of the transmissions are very
short. Particularly when multiple users are transmitting, this makes it difficult for an
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intercepting receiver to distinguish the beginning and end of a transmission and to
decide which transmissions belong to which user.

Apart from the above-mentioned properties, the TH-CDMA has a number of
other specific properties that we can divide into advantageous (+) and disadvantageous
(—) behavior:

+ Implementation is simpler than that of FH-CDMA, as no relatively complex
hopping frequency synthesizer is required.

+ TH-CDMA is a very useful method when the transmitter is average-power limited
but not peak-power limited because the data are transmitted is short bursts at high
pOwer.

+ As with the FH-CDMA, the near-far problem is much less of a problem as most of
the time a terminal far from the base station transmits alone and is not hindered by
transmissions from stations close by.

— It takes a long time before the code is synchronized, and the time in which the
receiver has to perform the synchronization is short.

— If multiple transmissions occur, a large number of data bits are lost, so a good
error-correcting code and data interleaving are necessary.

~ Hybrid-pure-CDMA. The hybrid-pure-CDMA systems include all CDMA systems that
employ a combination of two or more of the above-mentioned spread-spectrum
modulation techniques or a combination of CDMA with some other multiple access
technique. By combining the basic spread-spectrum modulation techniques, we have
four possible hybrid systems: DS/FH, DS/TH, FH/TH, and DS/FH/TH; and by
combining CDMA with TDMA or multicarrier modulation we have two more:
CDMA/TDMA and MC-CDMA.

The idea of the hybrid system is to combine the specific advantages of each of
the modulation techniques. If we take, for example, the combined DS/FH system, we
have the advantage of the anti-multipath property of the DS system combined with the
favorable near-far operation of the FH system. Of course, the disadvantage lies in the
increased complexity of the transmitter and receiver. For illustration purposes, we give
a block diagram of a combined DS/FH CDMA transmitter in Figure 7.12.

The data signal is first spread using a DS code signal. The spread signal is then
modulated on a carrier whose frequency hops according to another code sequence. A
code clock ensures a fixed relation between the two codes.
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Figure 7.12 Hybrid DS-FH transmitter.

7.4 BASIC DS-CDMA ELEMENTS

In this section, we review the fundamental elements for understanding DS-CDMA and
its application into third-generation systems; namely, RAKE receiver, power control,
soft handover, interfrequency handover, and multiuser detection.

7.4.1 RAKE Receiver

A DS spread-spectrum signal waveform is well matched to the multipath channel. In a
multipath channel, the original transmitted signal reflects from obstacles such as
buildings and mountains, and the receiver receives several copies of the signal with
different delays. If the signals arrive more than one chip apart from each other, the
receiver can resolve them. Actually, from each multipath signal’s point of view, other
multipath signals can be regarded as interference and are suppressed by the processing
gain. A further benefit is obtained, however, if the resolved multipath signals are
combined using a RAKE receiver. Thus, the signal waveform of CDMA signals
facilitates use of multipath diversity. Expressing the same phenomenon in the frequency
domain means that the bandwidth of the transmitted signal is larger than the coherence
bandwidth of the channel and the channel is frequency selective (i.e., only part of the
signal is affected by the fading).

A RAKE receiver consists of correlators, each receiving a multipath signal.
After despreading by correlators, the signals are combined using, for example, maximal
ratio combining. Because the received multipath signals are fading independently,
diversity order and thus performance are improved. Figure 7.13 illustrates the principle
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of a RAKE receiver. After spreading and modulation, the signal is transmitted and it
passes through a multipath channel, which can be modeled by a tapped delay line (i.e.,
the reflected signals are delayed and attenuated in the channel). In Figure 7.13 we have
three multipath components with different delays (7;, 7, and 73) and attenuation factors
(a1, ap, and a3), each corresponding to a different propagation path. The RAKE receiver
has a receiver finger for each multipath component. In each finger, the received signal
is correlated by the spreading code, which is time-aligned with the delay of the
multipath signal. After despreading, the signals are weighted and combined. In Figure
7.13, maximal ratio combining is used; that is, each signal is weighted by the
(conjugated) path gain (or path attenuation factor). Because of transmitter or receiver
movements, the scattering environment will change, and thus, the delays and
attenuation factors change as well. Therefore, it is necessary to measure the tapped-
delay-line profile and to reallocate RAKE fingers whenever the delays have changed by
a significant amount. Small-scale changes, less than one chip, are taken care of by a
code tracking loop, which tracks the time delay of each multipath signal.
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Figure 7.13 Principle of RAKE receiver.

7.4.2 Power Control

In the uplink of a DS-CDMA system, the requirement for power control is the most
serious negative point. The power control problem arises because of the multiple access
interference. All users in a DS-CDMA system transmit the messages by using the same
bandwidth at the same time, and therefore users interfere with one another. Because of
the propagation mechanism, the signal received by the base station from a user terminal
close to the base station is stronger than the signal received from another terminal
located at the cell boundary. Hence, the distant users are dominated by the close user.
This is called the rnear-far effect. To achieve a considerable capacity, all signals,
irrespective of distance, should arrive at the base station with the same mean power. A
solution to this problem is power control, which attempts to achieve a constant received
mean power for each user. Therefore, the performance of the transmitter power control
(TPC) is one of the several dependent factors when deciding on the capacity of a DS-
CDMA system.
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In contrast to the uplink, in the downlink all signals propagate through the same
channel and thus are received by a mobile station with equal power. Therefore, no
power control is required to eliminate the near-far problem. Power control is still
desirable, however, to minimize the interference to other cells. Ideally, you want to
transmit just enough power to each user so that all users experience the same signal-to-
interference ratio at the minimum required level. Unfortunately, power control in the
DS-CDMA downlink actually creates a near-far problem. Therefore, the power for all
users cannot be much smaller than that for the most remote user, resulting in more
interference to other cells than in the case of ideal power control.

In addition to being useful against interfering users, power control improves the
performance of DS-CDMA against fading channel by compensating the fading dips. If
it followed the channel fading perfectly, power control would turn a fadmg channel into
an AWGN channel by eliminating the fading dips completely.

Two types of power control principles exist: open loop and closed loop. In
open-loop power control, the transmitter measures the interference conditions from the
channel and adjusts the transmission power accordingly to meet the desired frame error
rate (FER) target. Because the fast fading does not correlate between uplink and
downlink, however, open loop power control will achieve the right power target only on
average. Therefore, closed-loop power control is required. In closed-loop power
control, the receiver measures the signal-to-interference ratio (SIR) and sends
commands to the transmitter on the other end to adjust the transmission power.

7.4.3 Soft Handover

In soft handover, a mobile station is connected to more than one base station
simultaneously. Soft handover is used in CDMA to reduce the interference into other
cells and to improve performance through macrodiversity. Softer handover is a soft
handover between two sectors of a cell.

Neighboring cells of a cellular system using either FDMA or TDMA do not use
the same frequencies. The spatial separation between cells using the same frequencies is
determined by the frequency reuse factor, which is the ratio of the total number of cells
and the number of cells that use one particular frequency. Because of the processing
gain, such spatial separation is not needed in CDMA, and a frequency reuse factor of
one can be used. Usually, a mobile station performs a handover when the signal
strength of a neighboring cell exceeds the signal strength of the current cell with a given
threshold. This is called hard handover. To avoid excessive interference, an
instantaneous handover from the current cell to the new cell is required when the signal
strength of the new cell exceeds the signal strength of the current cell. This is not,
however, feasible in practice because of rapid fluctuations of the signal strength. The
handover mechanism should always allow the mobile station to connect into a cell,
which it receives with the highest power (i.e., with the lowest path loss). Because in
soft handover the mobile station is connected to either two or more base stations, its
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transmission power can be controlled according to the cell, which the mobile station
receives with the highest signal strength. A mobile station enters the soft handover state
when the signal strength of a neighboring cell exceeds a certain threshold but is still
below the current base station’s signal strength.

Fortunately, the signal structure of CDMA is well suited for the implementation
of soft handover. This is because in the uplink, two or more base stations can receive
the same signal because of the reuse factor of one; and in the downlink, the mobile
station can coherently combine the signals from different base stations since it sees
them as just additional multipath components—provided that the base stations are time-
synchronized to within a few chip intervals. This provides an additional benefit called
macro diversity (i.e., the diversity gain provided by the reception of one or more
additional signals). A separate pilot channel is usually used for the signal strength
measurements for handover purposes.

Figure 7.14 Principle of soft handover with two base station transceivers (BTS).

In the downlink, however, soft handover creates more interference to the system
because the new base station now transmits an additional signal for the mobile station.
It is possible that the mobile station cannot collect all of the energy that the base station
transmits because of a limited number of RAKE fingers. Thus, the gain of soft
handover in the downlink depends on the gain of macrodiversity and the loss of
performance due to increased interference.

Figure 7.14 illustrates the soft handover principle with two base stations
involved. In the uplink the mobile station signal is received by the two base stations,
which, after demodulation and combining, pass the signal forward to the combining
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point, typically to the base station controller (BSC). In the downlink, the same
information is transmitted through both base stations, and the mobile station receives
the information from two base stations as separate multipath signals and can therefore
combine them.

7.4.4 Interfrequency Handover

The third-generation CDMA networks will have multiple frequency carriers in each
cell, and a hot-spot cell could have a larger number of frequencies than neighboring
cells. Further, in hierarchical cell structures, microcells will have a different frequency
than the macrocell overlaying the microcells. Therefore, an efficient procedure is
needed for a handover between different frequencies. A blind handover used by second
generation CDMA does not result in an adequate call quality. Instead, the mobile
station has to be able to measure the signal strength and quality of another carrier
frequency, while still maintaining the connection in the current carrier frequency.
Because a CDMA transmission is continuous, there are no idle slots for the
interfrequency measurements as in the TDMA-based systems. Therefore, compressed
mode and dual receiver have been proposed as a solution to interfrequency handover
[22]. In the compressed mode, measurement slots are created by transmitting the data of
a frame, for example, with a lower spreading ratio during a shorter period, and the rest
of the frame is used for the measurements on other carriers. The dual receiver can
measure other frequencies without affecting the reception of the current frequency.

7.4.5 Multiuser Detection

The current CDMA receivers are based on the RAKE receiver principle, which
considers other users’ signals as interference. In an optimal receiver, however, all
signals would be detected jointly or interference from other signals would be removed
by subtracting them from the desired signal. This is possible because the interference is
deterministic and not random.

The capacity of a DS-CDMA system using RAKE receiver is interference
limited. In practice this means that when a new user, or interferer, enters the network,
other users’ service quality degrades. The more the network can resist interference the
more users can be served. Multiple access interference that disturbs a base or mobile
station is a sum of both intra- and intercell interference.

Multiuser detection (MUD), also called joint detection and interference
cancellation (IC), can reduce the effect of multiple access interference, and hence
increases the system capacity. In the first place, MUD is considered to cancel only the
intracell interference, meaning that in a practical system the capacity will be limited by
the efficiency of the algorithm and the intercell interference.
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In addition to capacity improvement, MUD alleviates the near-far problem
typical to DS-CDMA systems. A mobile station close to a base station may block the
whole cell traffic by using too high a transmission power. If this user is detected first
and subtracted from the input signal, the other users do not see the interference.

Because optimal multiuser detection is very complex and difficult to implement
in practice for any reasonable number of users, a number of suboptimal multiuser and
interference cancellation receivers have been developed. The suboptimal receivers can
be divided into two main categories: linear detectors and interference cancellation.
Linear detectors apply a linear transform to the outputs of the matched filters that are
trying to remove the multiple access interference (i.e., the interference due to
correlations among user codes). Examples of linear detectors are decorrelator and linear
minimum mean square error (LMMSE) detectors. In interference cancellation, multiple
access interference is first estimated and then subtracted from the received signal.
Parallel interference cancellation (PIC) and successive (serial) interference cancellation
(SIC) are examples of interference cancellation.
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CHAPTER 8

MULTI - CARRIER CDMA

8.1 INTRODUCTION

Chapter 7 presented an overview of code division multiple access (CDMA). CDMA
has been considered a candidate to support  multimedia services in mobile
communications because it has its own capabilities to cope with the asynchronous
nature of multimedia data traffic, to provide higher capacity over conventional access
schemes such as TDMA and FDMA, and to combat hostile channel frequency
selectivity. Direct sequence (DS-) and Frequency hopping (FH-) CDMA systems have
been subject to extensive research [1]. The development of a third generation mobile
communications system has already been taking place using the wideband CDMA
systems [2, 3].

Recently, a new CDMA system based on a combination of CDMA and
orthogonal frequency division multiplexing (OFDM) signaling, which is called Multi-
Carrier (MC-) CDMA system, has been reported in [4—6]. It has gained much attention,
because the signal can be easily transmitted and received using the fast fourier
transform (FFT) device without increasing the transmitter and receiver complexities
and is potentially robust to channel frequency selectivity with a good frequency use
efficiency.

So far, many reports have been dedicated for the bit-error ratio (BER) analysis
of MC-CDMA system and the BER comparison between MC-CDMA and DS-CDMA
systems in frequency selective Rayleigh fading channels [7—14]. In these works,
“independent fading characteristic at each received path” has been often assumed for
the BER analysis of DS-CDMA system, whereas “independent fading characteristic at
each received subcarrier” is likewise for the BER analysis of MC-CDMA system. In
general, however, fading characteristics among subcarriers are highly correlated, and
the subcarrier correlation is uniquely determined by the multipath delay profile of the
channel. Therefore, when we discuss BER performance of MC-CDMA systems and
compare it with that of other multiple access systems such as DS-CDMA, it is essential
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to make a fair assumption for all the systems compared, such as the same channel
frequency selectivity and channel time selecuvity as well as the same
modulation/demodulation format, transmission rate, and processing gain. Further, when
we design a MC-CDMA system and discuss the BER performance, it is essential to
carefully determine two transmission parameters: the length of guard interval and the
number of subcarriers. These significantly affect BER performance.

In Chapter 8, we discuss the advantages and disadvantages of the MC-CDMA
system. To focus more attention on the MC-CDMA concept, we introduce a
conventional DS-CDMA system for a comparison. The MC-CDMA system inevitably
requires linear amplification because it is very sensitive to nonlinear amplification. This
requirement could be realizable for base stations, so in this sense, we can say that the
MC-CDMA system is well suited for a downlink channel. Therefore, in the BER
investigation, we further discuss the downlink performance, although the uplink
performance is shown as well. We show the BER performance with four different
combining strategies such as orthogonality restoring combining (ORC), equal gain
combining (EGC), maximum ratio combining (MRC), and minimum mean square error
combining (MMSEC). They are all categorized into single-user detection scheme
applicable for downlink and uplink channels, however, as shown later, the MC-CDMA
uplink performance is still poor even with quasisynchronous scenario.

The chapter is organized as follows. Section 8.2 explains a frequency-selective
fast Rayleigh fading channel to carry out the MC-CDMA system design and the BER
evaluation. Section 8.3 shows the DS-CDMA and MC-CDMA systems and outlines the
four different combining strategies for the MC-CDMA system. Section 8.4 discusses a
MC-CDMA design method, namely, how to determine the number of subcarriers and
the length of guard interval to minimize the BER for a given channel condition. Section
8.5 shows the theoretical BER lower bounds for both systems and proves their
equivalence. Section 8.6 demonstrates the BER performance of MC-CDMA and DS-
CDMA schemes in (synchronous) downlink and quasisynchronous uplink channels and
discusses the advantages and disadvantages in terms of “bandwidth of transmitted
signal spectrum” and “attainable BER performance.” And finally, Section 8.7 draws
our conclusions.

8.2 CHANNEL MODEL
As a frequency selective fast Rayleigh fading channel, we assume a wide sense

stationary uncorrelated scattering (WSSUS) channel [15] with L received paths in the
complex equivalent low-pass time-variant impulse response:

hf(r;r)zggf(r)a(r—rf) (8.1)
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where j is the user index, 7 and 7 are the time and the delay, respectively, s() is the
Dirac delta function, gf(:) is the /™ path gain for user j which is a mutually independent
complex Gaussian random process with zero mean and variance of for different /, and

7 1is the propagation delay for the [-th path. Figure 8.1 shows the corresponding

multipath power delay profile given by (we assume that there is no signal whose
propagation delay exceeds the symbol duration)

. (T):%E ho* (z50)- B (e51))= iafé(r—n) (8.2)

where E(-) is the expectation and * is the complex conjugate. With (8.2), the RMS
(root mean square) delay spread (TRMS) can be calculated [16].
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Figure 8.1 Multipath power delay profile.

On the other hand, the channel time selectivity is characterized by the
normalized time autocorrelation function [15]:

pl (A== Elg! (+ A1) g7 (0) 83)

!

Assuming that an omnidirectional antenna is used at the receiver and the
angular distribution of wave arrivals on each path is uniform, the autocorrelation is
given by [17]

pl(Ar)=J,@nf,Ar)=1-(af, A} (frAr)<<1, (8.4)
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where Jo(.) and f, are the zero-order Bessel function of the first kind and the maximum
Doppler frequency, respectively. Note that, for different j, the path gains {g{(-)} are

independent, identically distributed (i.i.d.) in an uplink channel and identically
distributed in a downlink channel.

8.3 DS-CDMA AND MC-CDMA SYSTEMS

The OFDM scheme is robust to frequency-selective fading; however, it has some
disadvantages such as difficulty in subcarrier synchronization and sensitivity to
frequency offset and nonlinear amplification, which result from the fact that it is
composed of many subcarriers with their overlapping power spectra and exhibits a non-
constant nature in its envelope, see Chapters 4 and 6, respectively. In contrast to this,
DS-CDMA is quite robust to frequency offsets and nonlinear distortion. The
combination of OFDM signaling and CDMA scheme has one major advantage,
however, in that it can lower the symbol rate in each subcarrier so that a longer symbol
duration makes it easier to quasisynchronize the transmissions [18]. For instance, in
[19], a multicarrier-based DS-CDMA scheme is proposed for a quasisynchronous
system. In this chapter, we assume a quasisynchronous uplink channel, in addition to a
(synchronous) downlink channel. We discuss the BER performance of MC-CDMA and
DS-CDMA systems in multipath fading channels. To focus attention on the BER
variations by different combining strategies, we assume a perfect subcarrier
synchronization with no frequency offset and no nonlinear distortion and perfect
subcarrier amplitude/phase estimation for MC-CDMA system. On the other hand, for
the DS-CDMA system, we assume a perfect carrier synchronization and perfect path
gain estimation.

8.3.1 DS-CDMA System

Figure 8.2(a) shows the DS-CDMA transmitter for the j‘h user with binary PSK
modulation/coherent (CBPSK) format. The complex equivalent lowpass transmitted
signal is written as

she(0 =Y, S b(D)c,(k)p, (t KT, —iT,) | 8.5)
s

=0

where, bj(i) and cj(k) are the i™ information bit and the ™ chip of the spreading code
with length Kpg and chip duration 7, respectively, 75 ( = 1/R) is the symbol duration (R
is the symbol rate), and p.(t) is the chip pulse waveform. For instance, when a
rectangular pulse is used, p.(1) is given by



183

e (o<r<T)
P.() = {0 (otherwise) (&5

The mainlobe bandwidth of the transmitted signal spectrum for a rectangular
pulse waveform is given by

Bps =2K 55 /T (8.7)
and for the Nyquist pulse waveform with rolloff factor of a (see Figure 8.2(b)),

Bps = (1+a )Kps/Ts (0 =x=<1.0). (8.8)

Figure 8.2(c) shows the I-finger DS-CDMA RAKE receiver for the j™ user. The
received signal through the channel given by (8.1) is written as

r,s(t)= iTs;’;S (z—7)®h/ (t;t)dt +n(r)

=1 e

BNl el ) —

1=1 j=1

where J is the number of total active users, @ is the convolution operation, and n(t) is
the complex additive Gaussian noise (AWGN) with zero mean and variance o. The
decision variable at r = {7 1s written as

2 I, iTg+1,+T¢ K pg —1
Dlc= 3 g (iTs)— i S cj(k)pcle—kTo —iTs —7, Jrps (t)dt (8.10)
v=1 V Ts T+t k=0
5 v
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Figure 8.2 DS-CDMA system: (a) transmitter, (b) power spectrum of its transmitted signal, and (c)
RAKE receiver.
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8.3.2 MC-CDMA System

The MC-CDMA transmitter spreads the original signal using a given spreading code in
the frequency domain. In other words, a fraction of the symbol corresponding to a chip
of the spreading code is transmitted through a different subcarrier. For Multi-Carrier
transmission, it is essential to have frequency nonselective fading over each subcarrier.
Therefore, if the original symbol rate is high enough to become subject to frequency-
selective fading, the signal needs to be serial-to-parallel converted first before being
spread over the frequency domain. The basic transmitter structure of MC-CDMA
scheme is similar to that of a normal OFDM scheme as described in Chapter 2. The
main difference is that the MC-CDMA scheme transmits the same symbol in parallel
through many subcarriers, whereas the OFDM scheme transmits different symbols.

Figure 8.3(a) shows the MC-CDMA transmitter for the j‘h user with CBPSK
format. The input information sequence is first converted into P parallel data sequences
(ajo(i), aj (i), ..., ajp.i(i)) and then each serial/parallel converter output is multiplied
with the spreading code with length Kjc. All the data in total v =px ke (corresponding

to the total number of subcarriers) are modulated in baseband by the inverse discrete
fourier transform (IDFT) and converted back into serial data. The guard interval A is
inserted between symbols to avoid intersymbol interference caused by multipath
fading, and finally the signal is transmitted after RF up-conversion. The complex
equivalent lowpass transmitted signal is written as

4oo P—1Kpe—1 . N
She® =2 D a, ()d,;(m)p,(t —iT,)e’>*Fr+PaC=TD (8.11)

i=—eep=0 m=0

T, = PT,, (8.12)

Af”=1/(T = A) (8.13)

where {d;(0), di(1), ..., di(Kmc —1)} is the spreading code with length Ky, T’ is the
symbol duration at subcarrier, Af” is the minimum subcarrier separation, and p,(?) is the
rectangular symbol pulse waveform defined as

(—A<r<T/-A)

- 8.14
P (1) { 0 (otherwise) ( )

The bandwidth of the transmitted signal spectrum is written as (see Figure
8.3(b))

By = (P‘KMC _1)/(7: _A)+2/T:
~K,/T,/(1-A/P)
=1+ B)K /T, . - (8.15)
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B=A/P (0<p<1.0), (8.16)

where 3 is the bandwidth expansion factor associated with the guard interval insertion.

Note that, in (8.11), no spreading operation is done in the time domain. (8.12)
shows that the symbol duration at subcarrier level is P times as long as the original
symbol duration because of serial/parallel conversion. Although the minimum
subcarrier separation is given by (8.13), the subcarrier separation for a;,(i) is Af =
P/I(T'—A) (see the hatched subcarrier power spectra in Figure 8.3(b)). Therefore, when
setting K¢ to 1, the transmitted waveform given by (8.11) becomes all the same as.an
OFDM waveform with P subcarriers.

On the other hand, the received signal is written as

oY= i js;‘m(z —T)® h/ (T:1)dT + n(t)

J=l _oa
=33 > >z (Da,,0)d)p, @ —iT)e’> DY 4 n(r) (8.17)

where z; p(r) is the received complex envelope at the (mP+p)™ subcarrier of the ;™
user.

The MC-CDMA receiver requires coherent detection for successful despreading
operation. Figure 8.3(c) shows the MC-CDMA receiver for the j'th user. After down-
conversion, the m-subcarrier components (m = 0,1, ..., Kyc - 1) corresponding to the
received data aj:,(i) is first coherently detected with DFT and then multiplied with the
gain Gj(m) to combine the energy of the received signal scattered in the frequency
domain. The decision variable is the sum of the weighted baseband components given

by (we can omit the subscription p without loss of generality)

; Kpe—1
Dl _=il)= ic;j,(m)y(m) (8.18)
m=0
y(m)=iz;';(ﬂ',)ajd,;’; +n,, (iT.) (8.19)
J=1

where y(m) and nm(iTs) are the complex baseband component of the received signal
after down-conversion and the complex additive Gaussian noise at the m"™ subcarrier at
t = iTs, respectively. Now, we discuss the following four combining strategies.

Orthogonality Restoring Combining
Choosing the gain in the down-link channel 2z =20 =0 =2, = Zm') as

e 2
G;(m) = dj'(m)zm llzm’ (8-20)
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the receiver can eliminate the multiple access interference (MAI) perfectly [6]:

(8.21)

2
n,

ZNI

n

K
= J *
a’ =a’ + E_la’j, (m)z,, /

In (8.21), however, low-level subcarriers tend to be multiplied by the high
gains, and the noise components are amplified at weaker subcarriers. This noise
amplification effect degrades BER performance. Note that ORC is applicable only for
the downlink channel.

Equal Gain Combining
The gain for EGC is given by [4]
G, (m)=d, (m)z.” / |z,;’=| (8.22)

Maximal Ratio Combining

The gain for MRC is given by [4]
G, (m)=d;(mz)" (8.23)

In the case of a single user, the MRC method minimizes the BER.

Minimum Mean Square Error Combining

The MMSEC criterion states that the error in the estimated data symbols must be
orthogonal to the baseband components of the received subcarriers:

E[(a” —a”)ym""|=0 (m’=1, 2,...,KMC] (8.24)

G . (m) is given by [6]

J
G,(m)y=d,(mz."/ (Z|z,f;|2 2 crf] (8.25)

Jj=1



188

cos (2nf0 x)

A
Frequency - d(Knc—1)
£
df2) ha
b\
d(0) T (1) R s
a, I d(0)i cos (2m0Aft)
ial le Guard
Serial parallel —> i :
—P converter : E ——i P .Interyal
[ : ® : | insertion
of user j ' d{Kpc-1): :
J 1:P [ e )gcos{;n‘(KMC —~1)Afr} A
' a;, P-I(i) L
(a) Transmitter
(PeKMC “I)"(T; —*’3]*2"'{; =(+BK pc I Ts Total P+ K, subcarriers
< > Ts‘ : Symbol duration
. ' ' . f. : Carrier frequency
NZP’(TJ_A) o = VT s A : Guard interval
' < - Af : Subcarrier separation
Afl : Minimum subcarrier separation
£ : Bandwidth expansion factor
\VAvAvAvAVAvAVAvAVAVAVAVAvEVEAvAVAVAVAVA VA o
1 2 ® o0 Jo Kpe Frequency
(b) Power spectrum of transmitted signal
DFT ¥
cos[Zﬂp&f r] G ()
J
0 LPF %
COS(Z?!J"UI} 0 E b Jgﬂ (Pm & p)&f ':} Gj' ()
| e
Received e p 5 g=Pm+p v
Signal —>§— . LPF » D—» D ()
rasc(t) @ I F % J
Jrq
Py rage(t)
) LPF =?
cos| 2 {P(K prc —1)+ plar's G (Kpc -1
(c) Receiver [ :| J (Knc -1)

Figure 8.3 MC-CDMA system.

~>$—> Ispre(®



189

Note that, in the downlink application, for small |-,,| , the gain becomes small to
avoid excessive noise amplification, while for large |[,|, it becomes proportional to the

inverse of the subcarrier envelope z},/|z,,|*> to recover orthogonality among users [6].

8.4 MC-CDMA SYSTEM DESIGN

To determine the number of subcarriers and the length of guard interval, we derive the
autocorrelation function of the received signal. The received signal for the j™ user is
given by

on

rine® = [sie(t —7)® h(z;1)dT+n() (8.26)

where h’(t;t) is given by (8.1) and {'r{}is classified as follows:
0<7, <A (1% Lo )
A<t <T, (l=L +L,.... Li+ L (= L)) (8.27)

The Fourier coefficient of the ¢” (g = mP + p) subcarrier at 7 = iT! is given by
(see Figure 8.3(c))

iT+T] A
nEUT) = [ s (8.28)
5 iT]

The normalized autocorrelation function of the q‘h subcarrier between
t =iT/and t = (i — 1)7T, for the j™ user is written as (see Appendix 8A)

| , Elrg2 GT7)- ko (G — DT7)]
RJ"I A’N,R s - MC. i 5 MC‘ ; 5
N R oo ) T g )

2

- Os1

=3 2 2
Og, +O, +0,

(8.29)

2
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o.szlzzo_f 1— fD {( ) +N2
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2
(’* Lo ] (-AR +7T,R)
+

2n%(k—q)*

COS( 2r(k — g)(—AR’+1T,R’) ]
N — AR’

s
(”R{D} (N - AR")(—~ AR’ +1,R’)
si

. " [Zn(k —q)(-AR +T,R’)]

3k —q)° N — AR’

2
; 3( z {o ] (N - ARY

+
2% (k — q)° art(k - q)*

‘ [1 B COS[ 27 (k — ¢)(— AR"+T,R’) D

N — AR’

(8.32)

where R’ ( = Ky ¢R) is the chip rate.

In an OFDM scheme, generally, when the transmission rate, R’, in the case of
MC-CDMA scheme) is given, the transmission performance becomes more sensitive to
time selective fading as the number of subcarriers N increases, because the longer
symbol duration means an increase in the amplitude and phase variation during a
symbol, causing an increased level of ICI. As N decreases, the modulation becomes
more robust to fading in time, but it becomes more vulnerable to delay spread, as the
ratio of delay spread and symbol time increases, see Figure 8.4. The latter is not
necessarily true if the guard time is kept at a fixed value, but as the symbol duration
decreases, a fixed guard interval (A) means an increased loss of power, see Figure 8.5.
Therefore, for given R (R’), fp and T, , there exists an optimum that minimizes the

BER in both N and A [21].

In the MC-CDMA scheme, N, and A maximizes the ACEF given by (8.29) to
- (8.32), because it means a measure to show how much the received signal is distorted
in the time frequency, selective fading channel (i.e., how we can place the signal on the
time-frequency plane, so that it suffers from minimum distortion):

[Vop By | = arg{max R, (N AIR’, £, Trss ) } (8.33)

Therefore, with (8.33), we determine two parameters, Nop; and Agp -
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of subcarriers

Frequency
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Frequency

More distortion due to
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fading (random FMnoise)

Figure 8.4 Optimum in the number of subcarriers.
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Increasing the length
of guard interval
T's
T's-A

$ie= |

Guard interval insertion

Decreasing the length
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A

Figure 8.5 Optimum in the length of guard interval.
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8.5 BER LOWER BOUND

8.5.1 DS-CDMA System

Defining r; as the received signal vector, the time domain covariance matrix M; is
given by

rt=[r],r2,...rL]r, (8.34)
1
M, =-2—E[rt.r,T]
e 6 . . . O
0 o)
=| ’ o P (8.35)
. 0
L& s s @ T

In the above equation, we assume a perfect auto-correlation characteristic for the
spreading codes.

The BER of time domain /-finger DS-CDMA RAKE receiver in the case of a
single user is uniquely determined by the eigenvalues of M, (in this case, the

eigenvalues are cz,cr%,...,crz) [22]. For example, when o-f(l:l.‘..,L)are different from
each other, BER is given by
! 1 o} /o’
BER = Y w,—q1— [ —L——~ _ 8.36
B ; ’2{ \/1+af/a§} w20
: (8.37)
W:‘ = 7 4 S .
Hv:l,v:f( B 0',2)
L.
c? =Y 0} (8.38)

where o is the total power of the received signal. If all multipath signals have equal

power, so of(l=1...L) are all the same (: 0'52] [15], then the BER is given as
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Jus ek~ ’
BER ¢ = 2" Hos 1_+.{f2§., ,
2 s ! 9
o’ /o}
Hos =\ Tvo? 107 (BH0)

Note that the L-finger RAKE receiver achieves the minimum BER (the BER
lower bound) [15].

(8.39)

8.5.2 MC-CDMA System

For the case of a single user, the frequency domain MC-CDMA RAKE receiver based
on the MRC method achieves the minimum BER (the BER lower bound) [15].

Defining r¢ as the received signal vector, the frequency domain covariance
matrix Mg is given by

T
re=[2,2,02x,. | - (8.41)
1 T ab
M =“2"E[!‘f-l'r 1={ms" },
m$? =@ ((a-b)Af), (8.42)

where { m}"b } is the a-b element of My, and P, (Af ) is the spaced frequency
correlation function defined as the Fourier transform of the multipath delay profile:

@ (ar) = [o.(m)e ™ dr . (8.43)

Defining /’Ll,;lz,...,/'lxm as the nonzero cigenvalues of My, BER is given by a
form similar to (8.36) or (8.40) [22]. For example, when A (m=1,.. K,.) are

different from each other,
BER —Kfv l j Mﬂ__ (8.44)
MET e 1+A /N, '

1
S E i B

Also, when A, (m = 1,...,KMC) are all the same (= A):

v (8.45)
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(8.46)

8.5.3 BER Lower Bound Equivalence

When there are L paths in the symbol duration at subcarrier 77 in the multipath delay

profile shown in Figure 8.1, we obtain the following N x N time-domain covariance
matrix with time resolution of 7' /N:

(¢ 0 0]

(0] 0
; ol
M, =| : 5 il ¢ (8.47)

o,
L)

| O .. O i

where the nonzero eigenvalues of MI are 0'12,0'22,0'32,--.,63.

The corresponding N X N frequency domain covariance matrix with frequency
resolution of /T is given by

M, = WM, W", (8.48)
where W is the N x N DFT matrix given by

W = {w“j}

whl = e’ (8.49)

We define r; as the eigenvector corresponding to the eigenvalue o} :

M., 5 =0O0F, (= 1,2, woll) (8.50)

Also, we define z; as
z; =W ry (=1.2 i Ly (8.51)
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Now we can theoretically prove that the frequency domain covariance matrix
has all the same eigenvalues as the time domain covariance matrix as follows:

M’y z; = WM/ W' . Wry
= WM’y
= Wo;’r;
= o Wr,
=or'%y (8.52)
The above equation shows that the nonzero eigenvalues of M/; are

0'12,0'22,0'32,...,0'5. Therefore, as long as we use the same frequency-selective fading

channel, the BER lower bound of the MC-CDMA system is the same as that of the DS-
CDMA system. Also, the assumption of independent fading characteristic at each
subcarrier implies a frequency selective fading at each subcarrier, because it requires
independent NN paths uniformly scattered in the symbol duration at subcarrier.

8.6 NUMERICAL RESULTS

To demonstrate the numerical results, we assume
e RMS delay spread tgpss = 20 ns,
e Doppler power spectrum with maximum Doppler frequency fp= 10 Hz,
e Transmission rate R = 3 Msymbols/s (BPSK format),
e Walsh Hadamard codes with K¢ = 32 for the MC-CDMA system,
e Gold codes with Kpg = 31 for the DS-CDMA system (Kpc = Kps).

First, to design the MC-CDMA system and to select one best suited combining
strategy in the MC-CDMA system, we assume a simple 2-path multipath delay profile
often encountered in urban and hilly areas [23, 24], where the first and second paths
have the same power (2-path i.i.d. delay profile) [25].

8.6.1 MC-CDMA System Design

Figure 8.6 shows the optimal values in the number of subcarriers N and the length of
guard interval A versus the normalized RMS delay spread orms as a function of the
Doppler frequency fp, where A, orms and fp are normalized by R'. This figure is
obtained from the maximization of (8.33). For given fp and R’, both Ny and Ay
increases as Ogrms increases. For the above parameters, we obtain f, /R’ = 1077 and

Tams® =192, so we choose [N A /T;J=[256,0.015] as an optimal set. It means

opt ? T opt
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that the original data sequence is first converted into eight parallel sequences (P = 8),
and then each sequence is mapped onto 32 subcarriers, and the length of the guard
interval is negligibly short, as compared with the symbol duration at subcarrier.

Normalized §

5 Maximum X 1o
10 § 10
- - Doppler : :
= Theoretical Analysis 5 | Theoretical Analysis
K Frequency 3 10k
Z 10 [ 2Path i.id. Delay Profile (fo/R" g 2-Path i.i.d. Delay Profile
e e 10° & 4L
= 3 h]
10 + 107 H  |eeesremsmmnmmmeommnay
g 5
3 ow® ° 1r
< 10 A0S 2 o
. B0t
g : x 10 El
5 - 0107 Z10F .
1 192, i B TS
10° 107 100" 1 10" 10° § 107 107 10" 1 10" 10°
Normalized RMS Delay Spread (Tras R?) <. Normalized RMS Delay Spread (Tems R*)

(@) (b)

Figure 8.6 (a) Optimum number of subcarriers, and (b) optimum length of guard interval.

From (8.7) and (8.16), Byc and Bpg are calculated as 97.8 MHz and 186 MHz,
respectively, so the bandwidth of the DS-CDMA signal is 1.9 times as wide as that of
the MC-CDMA signal as long as the same rectangular pulse format is employed. From
(8.8), however, if a Nyquist pulse is employed in the DS-CDMA system, the difference
in the signal bandwidth diminishes as the roll-off factor becomes small (there is no
difference when o = 0.05). Therefore, we can conclude that MC-CDMA system has no
major advantage in terms of signal bandwidth, as compared with the DS-CDMA
system. Note, however, that when Nyquist filters are introduced in the transmitter and
receiver for base bandpulse shaping in a DS-CDMA system, the RAKE receiver may
wrongly combine paths. This is because noise-causing distortion in the autocorrelation
characteristic often results in a wrong correlation [26].

How many users the system can accommodate depends on the attainable BER
performance; in other words, the combining strategy employed in the MC-CDMA
system and the number of fingers in the DS-CDMA system. We discuss BER
performance in the following two subsections.
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8.6.2 Down-Link BER Performance

Figures 8.7, 8.8, and 8.9 show the downlink BER performance of MC-CDMA scheme
with EGC, MRC and MMSEC for the 2-path i.i.d. delay profile, respectively. Here, the
theoretical BER lower bound is given by (8.39) with 7 = 2. In these figures, the BER for
the ORC is shown, and further, the BER of MC-FDMA scheme is also shown, which
supports 32 users at most, assigning a different set of eight subcarriers to each user.
This scheme obtains no frequency diversity effect, so the theoretical BER is given by

[15].

107

107

BER

107

10

10°

1 / E, /N
BER : S | (S (O ooy /it
R 2{ 1+ E, /N, ]

8 MC-CDMA
B 256 subcarriers
i 16
— X 32
Lower bound
2-Path i.i.d. Delay profile (Theory)

Down-link Computer simulation

Processing Gain = 32
(Walsh Hadamard codes)
ORC, 1 ~ 32 users
MC-FDMA

EGC

| | | | ] ] | |

0

2 4 6 8 10 12 14 16 18
E,/N, [dB]

Figure 8.7 Down-link BER of MC-CDMA system with EGC.

(8.53)

BER performance of the ORC is independent of the number of users; however,
it is worse than that of the MC-FDMA scheme. Therefore, we do not have to employ
the ORC even when we can estimate the channel condition perfectly. The MRC can
perform better when the number of users is less than eight. For the case of more users,
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however, the performance abruptly becomes worse, because the interference resulting
from distorted code orthogonality is multiplied in the combining process. On the other
hand, as the interference is not multiplied in the EGC, it can perform better than the
MRC for the cases of 16 and 32 users. The MMSEC can perform best among the four
combining strategies, although it requires information on the number of total active
users and the noise power, in addition to the channel condition. In the following
downlink BER comparison, we select the MMSEC as the best combining strategy.

1
Down-link Computer simulation
Processing Gain = 32
(Walsh Hadamard codes)
10
102 t—
=4
= — 1
107 | =
—_A
MC-CDMA
—{— 256 subcarriers
107 —_—t— 16
— —V— 32
Lower bound
2-Path i.i.d. Delay profile * (Theory)
1075 1 | 1 | | 1 1 |

0 2 4 6 8 10 12 14 16 18
Ey/No [dB]

Figure 8.8 Downlink BER of MC-CDMA system with MRC,

Figure 8.10 shows the BER comparison between DS-CDMA and MC-CDMA
schemes for the 2-path i.i.d. delay profile. For the DS-CDMA scheme, the BER of 2
(full)-finger RAKE combiner is a little worse than the lower bound even for the case of
a single user because of the self-interference resulting from the imperfect auto-
correlation characteristic of the Gold codes. Also, the BER of a 1-finger RAKE
combiner, which selects the largest path, is worse than that of a 2-finger RAKE
combiner, because it always misses a part of the received signal energy scattered in the
time domain. On the other hand, for the MC-CDMA scheme, the MMSEC outperforms
the full-finger DS-CDMA RAKE combiner. This is because the MMSEC-based MC-
CDMA scheme can effectively combine all the received signal energy scattered in the
frequency domain.
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Down-link Computer simulation
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(Walsh Hadamard codes)
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= —C—
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—_——
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@ —— 16 g
1007 - s 32 | /
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Figure 8.9 Downlink BER of MC-CDMA system with MMSEC.

Figure 8.11 shows the BER comparison for a 7-path exponential delay profile
with a delay spread of 10 ns. We obtain [Ny, Aop/ T's]=[1024, 0.018] as an optimal set
for this particular channel, and the theoretical BER lower bound is given by (8.36) with
I=7.

For the DS-CDMA scheme, the BER performance depends on how many
fingers the RAKE receiver employs. Usually, a 1-, 2-, 3- or 4-finger RAKE receiver is
used, depending on hardware limitation. Therefore, if the received signal is composed
of more paths than the number of RAKE fingers, the receiver misses a part of its
energy. In these figures, the BERs of 1-finger, 2-finger, and 3-finger RAKE combiners
are worse than that of seven (full)-finger RAKE combiners, because they always miss a
larger part of the received signal energy scattered in the time domain. On the other
hand, for the MC-CDMA scheme, the MMSEC outperforms the 3-finger DS-CDMA
RAKE combiner, and for the case of eight users or more, it performs better than the
full-finger DS-CDMA RAKE combiner.
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1
2-Path i.i.d. delay profile
—O— DS-CDMA (2-Finger RAKE)
10™ ~-4-- DS-CDMA (1-Finger RAKE
—{}— MC-CDMA (MMSEC)
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% ______
=)
10° |
'n
1| gl Lower bound
(theory)
Ey/Ny,=18dB
Computer simulation »/Ne
108 1 1 | |
20 21 22 23 24 . 25

Number of users
Figure 8.10 BER comparison in a downlink channel with 2-path i.i.d. multipath delay profile.

From all the results obtained in this subsection, we can conclude that it could be
difficult for a DS-CDMA receiver to employ all the received signal energy scattered in
the time domain, whereas an MC-CDMA receiver can effectively combine all the
received signal energy scattered in the frequency domain. A DS-CDMA receiver needs
to make efforts to select larger paths; on the other hand, MC-CDMA receiver does not
care about where the received signal energy is. This is a significant advantage of the
MC-CDMA scheme over a DS-CDMA scheme, and it makes the MMSEC-based MC-
CDMA a promising access scheme in a downlink channel.
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7-path exponential delay profile
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o | | |
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Number of users

Figure 8.11 BER comparison in a downlink channel with 7-path exponential multipath delay profile.

8.6.3 Uplink BER Performance

Figures 8.12, 8.13, and 8.14 show the uplink BER performance of MC-CDMA system
with EGC, MRC, and MMSEC for the 2-path i.i.d. delay profile, respectively. In these
figures, the BER of an MC-FDMA scheme and the BER lower bound are also shown.
The MMSEC can perform best among the three combining strategies, although there is
no large difference in the attainable BER. Therefore, we select it as the best combining
strategy.
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Figure 8.12 Uplink BER of MC-CDMA system with EGC.

Figures 8.15 and 8.16 show the BER comparison between DS-CDMA and MC-
CDMA schemes for the 2-path i.i.d. and 7-path exponential delay profiles, respectively.
As compared with the DS-CDMA scheme, the MMSEC performs well only for the case
of a single user and otherwise performs poorly. This is because the code orthogonality
among users is totally distorted by the instantaneous frequency response. Therefore, in
the uplink application, a multiuser detection scheme is required, which jointly detects
the signals to mitigate the nonorthogonal properties [27]. There are many other
detectors reported in the literature [28, 29].
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Figure 8.13 Uplink BER of MC-CDMA system with MRC.
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8.7 CONCLUSIONS

In this chapter, we discussed the advantages and disadvantages of the MC-CDMA
system and have shown the BER performance by computer simulation.

An MC-CDMA system has no major advantage over a DS-CDMA system in
terms of required bandwidth, because the bandwidth of the MC-CDMA signal spectrum
is almost the same as that of a DS-CDMA signal spectrum. Also, in terms of
transmission performance, the BER lower bound of an MC-CDMA system is the same
as that of a DS-CDMA system. Therefore, if we make every effort to improve the BER
in each system, there is no difference in the attainable BER as long as the same channel
is used.

A DS-CDMA system cannot always employ all the received signal energy
scattered in the time domain, whereas an MC-CDMA system can effectively combine
all the received signal energy scattered in the frequency domain. The MMSEC-based
MC-CDMA is a promising scheme in a downlink channel, although estimation of the
noise power as well as the subcarrier reference values is required. On the other hand, in
the uplink application, a multiuser detection is required because the code orthogonality
among users is totally distorted by the channel frequency selectivity.

2-path i.i.d. st
delay profile

Uplink

10"

MC-FDMA

102 (theory)

BER

MC-CDMA (MMSEC)

-3
10 DS-CDMA (2-finger RAKE)

DS-CDMA (1-finger RAKE)

Figure 8.15 BER comparison in an uplink channel with 2-path i.i.d. multipath delay profile.

10 $— 256 subcarriers Lower bound
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10°° | | | 1
2? 2 2% 22 24 22
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Figure 8.16 BER comparison in an uplink channel with 7-path exponential multipath delay
profile.
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APPENDIX B8A
(8.11) is written as

4o N1

ste@= >, Y ¢, . (Dp =i, )e”’“f”’q“ = (8A.1)
i=—eeg=0
Cysupa =8 GOV ) (8A.2)

where ¢ 1id (i) has the following property:

1 (@=4")
E o i =l i i = SA‘B
SRORING) {0 oy (8A.3)
Substituting (8.1) and (8.26) into (8.28) leads to
L 1 iT{+T]-A
B GT )= J(t)dtc, ,(i)e PV
42 (T)) {;T;_A [ &l @are, , &
#s T +T;=A
+ glBde e, (De P97
I g‘ 1 T A T J&+‘:
L, N-I 1 Hete =2 j27 (k—q)Af (1 ~iT) o — j2mkAfT
i T — A J-gfj(f)e’ BT (e PR
I=1 k=0,k#q * 5 iy
Li+L, N-I L ) I ) .
% —— J‘g; (t)e_,rZ:r(k—q)Af (:—:T,}dt Y lek(i)e—JyaMfr,
I=L+1 k=0,k2g L5 iT{—A+T,
Lisls N1 1.. iT,‘—-&+r_,_ ) S : - .
% 2 E = J‘grj (r)eﬂu(k—qu =iT)) gy Cra G — l)e—jzﬂkdf (r;=T)
=Ly +1 k=0k=g * ¢ iy
Lyl iT, —A+T;
+ t)de-c; (i—1 e~ 12N T 4 gy (G 8A 4
,T 5 JAOEAED - oAy

where the first term of (8A.4) represents the desired signal component, the second and
third terms represent ICI and ISI components, respectively, and n,(i) is the Gaussian

random noise component with zero mean and variance O‘f :

With (8A.4), Elr,, (T)r;,((i—DT))] and E[r,, (T)r;,GT)] in (8.29) written

as
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Ty=A A

FIIGTYY r*,q((;—l):r)] (T A)2 _[ J’pf(x Y)dxdy

1

Ly+Ls 1 T;-A

-A
+ — (x—y)dxdy (8A.5)
I=L;+1 (T; - A)Z —a-[-r; -T,.'-—J;i):, ?

T ~AT!-A

Elnigeny- rttarh] = Z(T Nl T [P ydxay
0

Li+L, 1 Ti-A T;-A

- e (x — y)dxdy
I=L+1 (T; - A)z -A[r, —A'[f!

L, N1 1 T -AT.-A

) . p (x y)ejlrr(ﬁ: qIAaf(x— ))dxdy
;k:&k#q (T; A)z I J I
Li+L, Nl 1 T!-A T!-A

+ 3 Y - J’ _fP: (x — y)e!=E-DN =9 gy gy,
I=L;+1k=0,k#q (7; - A) —A+T; —A+T

Li+Ly N-1 1 —A+T, —A+T,; . ;
4 Z z I Ip,(x—y)e’z"“‘“”““"*”dxdy+0':
i (T - A 3

(8A.6)
Taking account of N = T/K,,-R, substituting (8.4) into (8A.5) and (8A.6) leads

to (8.30), (8.31), and (8.32).
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CHAPTER 9

Orthogonal Frequency Division Multiple Access

2.1 INTRODUCTION

The previous chapter described some ways in which OFDM could be used both as a
modulation scheme and as part of the multiple access technique, by applying a
spreading code in the frequency domain. In this chapter, a variation on this theme is
described, namely orthogonal frequency division multiple access (OFDMA). In
OFDMA, multiple access is realized by providing each user with a fraction of the
available number of subcarriers. In this way, it is equal to ordinary frequency division
multiple access (FDMA); however, OFDMA avoids the relatively large guard bands
that are necessary in FDMA to separate different users. An example of an OFDMA
time-frequency grid is shown in Figure 9.1, where seven users a to g each use a certain
fraction—which may be different for each user—of the available subcarriers. This
particular example in fact is a mixture of OFDMA and Time Division Multiple Access
(TDMA), because each user only transmits in one out of every four timeslots, which
may contain one or several OFDM symbols.

9.2 FREQUENCY-HOPPING OFDMA

In the previous example of OFDMA, every user had a fixed set of subcarriers. It is a
relatively easy change to allow hopping of the subcarriers per timeslot, as depicted in
Figure 9.2. Allowing hopping with different hopping patterns for each user actually
transforms the OFDMA system in a frequency-hopping CDMA system. This has the
benefit of an increased frequency diversity, because each user uses all of the available
bandwidth, as well as the interference averaging benefit that is commeon for all CDMA
variants. By using forward-error correction coding over multiple hops, the system can
correct for subcarriers in deep fades or subcarriers that are interfered by other users.
Because the interference and fading characteristics change for every hop, the system
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performance depends on the average received signal power and interference, rather than
on the worst case fading and interference power.
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Figure 9.1 Example of the time-frequency grid with seven OFDMA users, a to g, which all have a fixed
set of subcarriers every four timeslots.

Frequency

Time

Figure 9.2 Example of the time-frequency grid with three hopping users, a, b and ¢, which all have one
hop every four time slots.

A major advantage of frequency-hopping CDMA systems over direct-sequence
or multicarrier CDMA systems is that it is relatively easy to eliminate intracell -
interference by using orthogonal hopping patterns within a cell. An example of such an
orthogonal hopping set is depicted in Figure 9.3. For N subcarriers, it is always possible
to construct N orthogonal-hopping patterns. Some useful construction rules for
generating hopping patterns can be found in [1].



215

Frequency

Time

Figure 9.3 Example of six orthogonal hopping patterns with six different hopping frequencies.

9.3 DIFFERENCES BETWEEN OFDMA AND MC-CDMA

The main differences between OFDMA and the MC-CDMA techniques discussed in
Chapter 8 is that users within the same cell use a distinct set of subcarriers, while in
MC-CDMA, all users use all subcarriers simultaneously. To distinguish different users,
orthogonal or near-orthogonal spreading codes are used in MC-CDMA. Because of
code distortion by multipath fading channels, however, MC-CDMA loses its
orthogonality in the uplink even for a single cell. This makes rather complicated
equalization techniques necessary, which introduce a loss in SNR performance and
diminish the complexity advantage of OFDM over single-carrier techniques. OFDMA
does not have this disadvantage, because in a single cell, all users have different
subcarriers, thereby eliminating the possibility of intersymbol or intercarrier
interference. Hence, OFDMA does not suffer from intracell interference, provided that
the effects of frequency and timing offsets between users are kept at a sufficiently low
level. This is a major advantage of OFDMA compared with MC-CDMA and DS-
CDMA, because in those systems, intracell interference is the main source of
interference. A typical ratio of intracell and intercell interference is 0.55 [2]. Because
the system capacity is inversely proportional to the total amount of interference power,
a capacity gain of 2.8 can be achieved by eliminating all intracell interference, so that is
the maximum capacity gain of OFDMA over DS-CDMA and MC-CDMA networks.

The main advantages of using CDMA in general or MC-CDMA in particular is
interference averaging. In CDMA, the interference consists of a much larger number of
interfering signals than the interference in a non-CDMA system. Each interfering signal
is subject to independent fading, caused by shadowing and multipath effects. For both
the CDMA and the non-CDMA system, an outage occurs when the total interference
power (after despreading for the CDMA system) exceeds some maximum value. In a
non-CDMA system, the interference usually consists of a single or a few cochannel
interferers. Because of fading, the interference power is fluctuating over a large range,
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so a large fading margin has to be taken into account, which reduces system capacity.
In a CDMA system, the interference is a sum of a large number of interfering signals.
Because all these signals fade independently, the fluctuation in the total interference
power is much less than the power fluctuation of a single interfering signal. Hence, in a
CDMA system the fading margin can be significantly smaller than the margin for a
non-CDMA system. This improvement in margin largely determines the capacity gain
of a CDMA system.

In OFDMA, interference averaging is obtained by having different hopping
patterns within each cell. The hopping sequences are constructed in such a way that two
users in different cells interfere with each other only during a small fraction of all hops.
In a heavily loaded system, many hops will interfere, but the interference will be
different for each hop. Hence, by forward-error correction across several hops, the
OFDMA performance will be limited by the average amount of interference rather than
the worst case interference. An additional advantage of OFDMA over DS-CDMA and
MC-CDMA is that there are some relatively simple ways to reduce the amount of
intercell interference. For instance, the receiver can estimate the signal quality of each
hop and use this information to give heavily interfered hops a lower weight in the
decoding process.

Another important feature of CDMA is the possibility to perform soft handover
by transmitting two signals from different base stations simultaneously on the same
channel to one mobile terminal. Combining the signals from different base stations
gives a diversity gain that significantly reduces the fading margin, because the
probability that two base stations are in a fade is much smaller than the probability that
one base station is in a fade. Less fading means that less power has to be transmitted,
and hence less interference is generated, which gives an improvement in the capacity of
the system. A nice feature of CDMA soft handover is that it has no impact on the
complexity of the mobile terminal; as far as the mobile terminal is concerned, the
overlapping signals of different base stations have the same effect as overlapping
signals caused by multipath propagation.

For OFDMA systems, two basic soft handover methods exist, applicable to both
the uplink and the downlink. (base station-to-mobile, mobile-to-base station). A
requirement for both methods is that the transmissions from and to the base stations are
synchronized such that the delay differences at the two base stations are well within the
guard time of the OFDM symbols.

The first technique is to use the same set of subcarriers and the same hopping
sequence in two cells to connect to two base stations. Hence, in the downlink the
mobile receives a sum of two signals with identical data content. The mobile is not able
to distinguish between the two base stations; the effect of soft handover is similar to
that of adding extra multipath components, increasing the diversity gain. This type of
soft handover is similar to soft handover in DS-CDMA networks.

The second way for soft handoff is to use different sets of subcarriers in two
cells. In contrast to the first method, in the downlink the mobile has to distinguish now
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between the two base stations. It has to demodulate the signals from the two base
stations separately, after which they can be combined, preferably by using maximal
ratio combining. This type of soft handover is similar to the one that could be used in a
non-CDMA network.

Advantages of the second method over the first—in the downlink—are an
increased SNR gain because of receiver diversity, and more freedom for the base
stations to allocate available subcarriers. In the first method, base stations are forced to
use the same subcarriers. A main advantage of the first method is its simpler
implementation; no additional hardware is needed, only some extra protocol features to
connect to two base stations simultaneously. The second method does require extra
hardware, because it has to demodulate an extra set of subcarriers. Further, it has to
perform extra processing for the maximal ratio combining of the signals from the
different base stations.

9.4 OFDMA SYSTEM DESCRIPTION

As an example of an OFDMA system, this section gives a description of a system that
was proposed for the European UMTS [3, 4]. Table 9.1 summarizes the parameters and
key technical characteristics of this OFDMA air interface.

Table 9.1
Parameters of the Proposed OFDMA system

No. Parameter Value
1 Subcarrier spacing 4.1666 kHz
2 Symbol time 288.46 ps
3 Number of subcarriers per 24
bandslot of 100 kHz
4 Pre-guard time 38 us
5 Post-guard time 8 us
6 Modulation unit 1 bandslot and 1 time slot (= 1 symbol)
7 Modulation block 4 time slots and 1 bandslot

Figure 9.4 illustrates the time-frequency grid of the OFDMA system. The
resources (time and frequency) are allocated based on the type of services and
operational environment. The number of timeslots and bandslots per user is variable to
realize variable data rates. The smallest data rate is obtained for one bandslot of 24
subcarriers per timeslot of 288.46 us.
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Figure 9.4 Time-frequency grid.

The following summary shows some advantages of the proposed OFDMA

system:

Use of frequency-hopping OFDMA for interference averaging and frequency
diversity;

Time-division duplex MAC with dynamic channel allocation used for unpaired
spectrum allocations, asymmetrical services, and unlicensed usage;

Straightforward and efficient high bit rate support by allocating more subcarriers
and/or timeslots;

Small guard band requirements at approximately 100 kHz;

No frequency planning option available; effective re-use factor of 1;

GSM backwards compatibility; and
Minimum bandwidth requirements for system deployment only 1.6 MHz (or less)
and deployment possible in steps of 100kHz.

Figure 9.5 shows the TDMA frame structure. Each frame is of length 4.615 ms,

which is divided into 4 subframes of length 1.1534 ms. A sub-frame contains 4 time-
slots of duration 288.46 us. The timeslot contains a guard period, power control
information and data. Every OFDM symbol is mapped onto one time-slot. The structure
of an OFDMA symbol is depicted in Figure 9.6.
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Figure 9.6 OFDM modulation burst.

The whole system frequency band is divided into small blocks (bandslots) with
a fixed number of subcarriers. To maintain compatibility with GSM, a 100-kHz
bandslot is chosen that consists of 24 subcarriers. Therefore, the subcarrier spacing is
100/24 = 4.167 kHz. Figure 9.7 shows the OFDMA frequency structure.

In each bandslot, the two subcarriers at the edge of the bandslot are left
unmodulated to relax receiver blocking requirements. In addition, the interference of
two adjacent blocks of subcarriers is reduced, which may occur when their
orthogonality is compromised because of nonlinear PA effects. Adjacent bandslots can
be concatenated to allow transmission of wideband services.
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Figure 9.7 OFDMA frequency structure.

9.4.1 Channel Coding

Convolutional encoding and soft-decision Viterbi decoding is used for the basic data
transmission. The objective of this coding is to achieve good quality in the tough
mobile radio channel. A constraint length of seven is used together with variable
coderates in the range of 1/4 to 3/4. To achieve very low bit-error rates (e.g. 10°) for
video encoding or data transmission, a concatenated coding scheme is used with an
inner convolutional code and an outer Reed-Solomon code.

9.4.2 Modulation

The modulation schemes of the OFDMA proposal are QPSK and 8-PSK with
differential encoding in the frequency domain. An optional coherent mode with 16-
QAM is available, which uses pilot subcarriers to obtain a channel estimate at the
receiver. For differential encoding, each bandslot contains one known reference
subcarrier value, as depicted in Figure 9.8.
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Figure 9.8 Reference subcarrier allocation.

9.4.3 Time and Frequency Synchronization

Synchronization is an essential issue for the OFDMA system. The following aspects are
considered for uplink and downlink: initial modulation timing synchronization,
modulation timing tracking, initial frequency offset synchronization, and frequency
tracking.

9.4.4 Initial Modulation Timing Synchronization

Initial timing synchronization is required to adjust the mobile station’s internal timing
to the base station’s timeframe. After switching on, the mobile station monitors the
initial acquisition channel (IACH) and the broadcast channel (BCCH).

After the mobile has detected the base station’s timing, it sends a random access
channel (RACH) packet to the base station. The base station measures the time offset
for the received RACH packet and sends back the necessary timing advance to the
mobile (similar to GSM). In the frame structure of the OFDMA system, reserved slots
for reception of RACH packets exist.

Because of the time and frequency structure of the OFDMA system, the timing
tracking is less critical compared with other OFDM systems where users are interleaved
in the frequency domain. The base station can measure the position of the. received
OFDM burst within the allocated slot for each mobile station individually and send the
according timing alignment information back to the mobile station. In addition, timing
information can be refined and tracked after the transformation in the subcarrier
domain, where a time shift is observed as a phase rotation.
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In the mobile station, the timing information is obtained and adjusted by the
above-mentioned correlation algorithm. Accurate timing information is required to
determine the position of the useful data samples within each burst so the FFT window
can be placed correctly. The guard samples relax the requirement for accurate timing
because the position of the FFT window can be shifted within the guard time without
performance degradation. Additional timing offset correction can be performed to cope
with the FFT window misplacements.

9.4.5 [Initial Frequency Offset Synchronization

After initial timing synchronization of the mobile station, the frequency offset can be
measured by phase comparison of the (ideally) equal time samples within each burst.
Equal samples are placed in the guard interval of the OFDM burst. A phase rotation
indicates a frequency offset. Using this technique, a frequency error up to half the
subcarrier spacing can be detected. The initial offset, however, can be larger, so it has
to be detected using the specially designed symbols in the IACH channel.

9.4.6 Synchronization Accuracy

The proposed synchronization, acquisition, and tracking algorithm is independent of the
modulation scheme (coherent or noncoherent). For coherent 16-QAM reception, further
processing in the frequency (subcarrier domain) is possible to improve the
performance. Frequency domain time tracking (or combined time-domain/frequency-
domain tracking algorithms) can be based on observing phase shifts of the known pilots
within the time-frequency grid on the subcarrier domain.

In the downlink, only an IACH is multiplexed to allow fast and precise initial
timing and frequency synchronization. In the actual communication mode, timing and
frequency tracking can be performed using a correlation-based synchronization
algorithm. In the uplink, the rough timing offset is detected by the base station by
measuring the arrival time of the RACH burst. This gives an initial time-advance value
that is reported back to the mobile. During communication, the arrival time of the burst
is detected by the base station using the proposed tracking algorithm (same as in the
downlink) or a tracking algorithm in the frequency (subcarrier) domain, based on the
detected constellation rotation.

Both algorithms can also be combined. The alignment values are calculated
regularly and reported to the mobile station. Accuracy requirements are relaxed because
the design of the burst allows some overlapping arrival (another advancing feature of
the raised cosine pulse-shaping besides the reduction of out-of-band emission). In
addition, the guard time helps to compensate timing misalignments. The OFDMA burst
design provides a guard interval at the front and an additional guard interval at the back
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of the OFDM symbol—see Figure 9.9—which provides robustness against a timing
inaccuracy of £10 ps.

Modulation Period (288.46us)

Effective Modulation Period (240ps)

¥ Pre-Guard Time (28ps) ¥ Ramp Time (10ps)
Ramp Time (10us) ¢ Post-Guard Time (28ps)
| Optimum receiver FFT window | No degradation
| 'Delayed’ receiver FFT window | No degradation
| ‘Early' receiver FFT window | No degradation
|  'Too Early' receiver FFT window | Small degradation

Figure 9.9 OFMDA burst and synchronization requirements.

9.4.7 Power Control

Power control in the uplink removes the unevenness of received signal strength at the
base station side and decreases the total power to the minimum level required to
support the specified quality of service (e.g. BER). The accuracy is less critical than
CDMA because with OFDMA, orthogonality is always provided within one cell. A
precise power control, however, not only improves the transmission performance but
also minimizes the interference to other cells and therefore increases overall capacity.

The OFDMA concept uses both closed-loop and open-loop power control.
Based on quality parameters, measured on a slot-by-slot basis, the power is adjusted in
the mobile as well as in the base station transmitter. Each receiver measures the quality
of the received burst (C/I ratio) and transmits in the next burst a request to the opposite
transmitter to increase, keep, or decrease the power level in steps of 1 dB. For the
fastest power control mode, one subcarrier is dedicated to carry power control
information, and the power is then adjusted on a frame-by-frame basis (each 1.152 ms).
Figure 9.10 depicts the power control operation.
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Figure 9.10 Operation of power control in a mobile station.

9.4.8 Random Frequency-Hopping Operation

Frequency hopping is very effective to achieve frequency diversity and interference
diversity. Frequency diversity is useful to average the frequency-selective channel
properties (fading dips). Interference diversity is one of the important techniques used
in the OFDMA proposal and has been shown to improve capacity in slow frequency-
hopping TDMA systems [8].

The random hopping pattern is designed to be orthogonal within one cell (no
collisions in the time-frequency grid) and random between cells (this causes cochannel
interference). :

The frequency hopping pattern has to fulfill certain requirements:

e Orthogonality within one cell,

e Support of a variety of services by assigning different bandwidth (number of
bandslots),

e Support of a variety of services by assigning timeslots (number of timeslots), and
Support of a couple of timeslot structures (4-TDMA, 8-TDMA, 16-TDMA) within
the pattern.

The hopping pattern is generated at the base station according to the expected
service and traffic requirement and assigned to the cell. This assignment can be
modified because of changes in the traffic characteristics. The base station can then
support a set of services and a certain number of users for each service.
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9.4.9 Dynamic Channel Allocation (Fast DCA)

Besides FH hopping mode, the system can also be operated in time division duplex
(TDD) mode. Unlike the FH mode, the TDD mode does not separate the spectrum in an
uplink and a downlink. Instead, it assigns bandslots individually to uplink or downlink
connections. In TDD mode, a dynamic channel allocation algorithm is employed to
avoid (rather than to average) excessive interference. The TDD mode is intended for
pico-cellular, indoor use. The indoor environment is characterized by

e Short radio propagation delays (100m is traversed in 0.3 us, or 0.1% of the symbol
duration),

e Greater demand for high rate services, reducing the interference averaging
advantage of frequency-hopping mode,

e High-speed data traffic is often asymmetric, prompting flexible division of
bandwidth between uplink and downlink, and

e Less severe propagation conditions than those outdoor; mobility-induced Doppler
spread and delay spread are both lower.

In the TDD mode, the transmissions of mobile users are scheduled by the base
station, which regularly transmits a frame map containing:

e Bandslot allocations for the next frame. Bandslots can be allocated to
= The base station for downlink transmission to a single terminal,
= The base station for downlink transmission to all terminals (broadcast),
= A single terminal for an uplink transmission, and
= All (or a group of) terminals for contention based access,
Transmit power assignments for MTs,
Acknowledgements for contention traffic received in the previous frame,
Slots are allocated on a connection basis, so that connection-dependent QoS
can be provisioned (a mobile can have one or more connections), and
e Control data and user data are transmitted on different connections.

Terminals can transmit requests for bandslots in contention slots designated by
the base station in the FM. They can also piggyback requests onto uplink transmissions,
which provides contention free access, particularly under heavy traffic conditions. The
base station performs interference measurements in all bandslots, except at the
timeslots in which it is transmitting. This information is used by the bandslot allocation
algorithm to assign uplink transmissions to slots with minimal interference. Note that
an uplink transmission in an interference free slot (as measured by the base station)
may interfere with a simultaneous uplink transmission at a neighboring base station. No
simultaneous uplink and downlink transmissions may be scheduled within a cell.
Therefore, the inability of the base station to measure interference in slots in which it is
transmitting, does not reduce capacity.

The frame layout is entirely decided by the DCA algorithm. Like the FH
algorithm, the DCA algorithm is distributed and does not rely on communication by
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way of the infrastructure. Also, as the FH algorithm, it is not part of the system
specification, the algorithm may be vendor specific, allowing competitive positioning
within a standardized system.

B cell A
C
system
band
: bandslot
1 cell B
%/// W/ I:] downlink
“band 4 7 i
B 2 beacon
v contention slots

frame

Figure 9.11 Example of frame layout,

An example of a frame layout is shown in Figure 9.11. The figure is purely
illustrative. The frame duration and system bandwidth have unrealistically small values.
Also, the packets, such as the frame map—that is transmitted in the beacon—and user
data packets, occupy more than one bandslot in practice.

In general, the applied DCA algorithm must strive to reduce intracell and
intercell interference. Constant bit-rate traffic causes long-term interference that is
highly predictive of the interference in the next slot. If traffic is bursty, the predictive
value of interference measurements is limited. Because a base station is not aware
whether bandslots in neighboring cells are allocated to circuit mode or packet mode
connections, base stations and mobiles average measurements over longer periods of
time. As a rule, busy slots (high average interference level) are avoided for any
transmission. Quiet slots (low average interference) are assigned to constant bit-rate
connections, or to the guaranteed part of a variable bit-rate connection. Slots with
medium average interference are assigned to connections with bursty traffic, which use
contention mode access.

Initial association does not differ from the procedure in FH mode. When joining
the base station, a mobile station first detects the location of the initial acquisition
channel and the broadcast channel. The broadcast channel is used to convey the
location of the frame map in the current frame to the mobile station. Once the frame
map is located, it can be tracked because it advertises when it is moved to a different
location.
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9.4.10 Simple Dynamic Channel Allocation

Simple DCA assigns a fixed resource (bandslots and timeslots) to a communication
during setup. This assignment is kept for the whole duration of the communication.
This scheme is very simple but cannot react on varying interference or channel
conditions compared with fast DCA where the “actual best” channel (= timeslot and
bandslot combination) is used for transmission. This scheme has a lower performance
than the fast DCA operation but can be used for simple (uncoordinated) applications
like cordless telephony.

9.4.11 OFDMA Capacity

System-level simulations were conducted for various types of services and
environments. The simulations were conducted in accordance with [7]. Table 9.2 lists
the simulated capacities.

Table 9.2
Capacities for various services and environments.
Environment Cell capacity Spectrum efficiency
(#Users/MHz/Cell) (kbps/MHz/Cell)
(uplink/downlink) (uplink/downlink)
Data 384 kbps Outdoor to indoor 440/465
and pedestrian A
Data 2048 kbps Indoor 240/240
Speech 8 kbps Indoor office A 33.0/31.0 132/124
Speech 8 kbps Outdoor to indoor 30.75/32.25 123/129
and pedestrian A
Speech 8 kbps Vehicular A 27.0/30.5 108/122

9.5 CONCLUSIONS

OFDMA is a very flexible multiple access scheme. In combination with frequency
hopping, it offers all the benefits of direct-sequence CDMA or multicarrier CDMA
systems, with the following additional advantages:

e OFDMA can achieve a larger system capacity because it is not affected by intracell
interference, which is the dominant source of interference in DS-CDMA and MC-
CDMA.

e OFDMA is flexible in terms of the required bandwidth; it can easily be scaled to fit
in a certain available piece of spectrum simply by changing the number of used
subcarriers. DS-CDMA and MC-CDMA require a fixed and relatively large chunk
of spectrum because of the fixed spread-spectrum chip rate.
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OFDMA seems more suited than DS-CDMA and MC-CDMA for support of large
data rates. When the data rates per user become larger, the spreading gain becomes
lower, so the performance of a CDMA system converges to that of a nonspread
system. In that case, OFDMA with dynamic channel allocation instead of frequency
hopping makes more sense than multicode DS-CDMA or MC-CDMA.
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CHAPTER 10

Applications of OFDM

10.1 INTRODUCTION

This chapter describes four applications of OFDM in wireless systems. The first two
are broadcasting applications for both audio and television. The Digital Audio
Broadcasting (DAB) standard was in fact the first OFDM-based standard. The main
reasons to choose OFDM for this system, which also applies to Digital Video
Broadcasting (DVB), are the possibility to make a single frequency network and the
efficient handling of multipath delay spread.

After DAB and DVB, two wireless LAN applications are described. The first
one is an OFDM-based wireless ATM network, which was developed in the European
Magic WAND project. The last section describes the OFDM-based IEEE, ETSI and
MMAC wireless LAN standard for the 5-GHz band, providing data rates of 6 up to 54
Mbps. This new standard is the first to use OFDM in packet-based wireless
communication, after projects like Magic WAND demonstrated the viability of OFDM
for this type of application. '

10.2 DIGITAL AUDIO BROADCASTING

DAB is the successor of current analog audio broadcasting based on AM and FM. DAB
offers improved sound quality, comparable to that of a compact disc, new data services,
and a higher spectrum efficiency. DAB was standardized in 1995 by the European
Telecommunications Standards Institute (ETSI) as the first standard to use OFDM [1,
2]. The basis for this standard was the specification developed by the European Eureka
147 DAB project, which started in 1988.

DAB has four transmission modes using different sets of OFDM parameters,
which are listed in Table 10.1. The parameters for modes I to III are optimized for use
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in specific frequency bands, while mode IV was introduced to provide a better coverage

range at the cost of an increased vulnerability to Doppler shift.

Table 10.1

DAB OFDM Parameters.

Mode 1 Mode II Mode III Mode IV
Number of subcarriers 1,536 384 192 768
Subcarrier spacing 1 kHz 4 kHz 8 kHz 2 kHz
Symbol time 1.246 ms 311.5 ps 155.8 us 623 us
Guard time 246 us 61.5 us 30.8 us 123 us
Carrier frequency <375 MHz | <1.5 GHz <3 GHz <1.5 GHz
Transmitter separation | <96 km <24 km <12 km <48 km

One important reason to use OFDM for DAB is the possibility to use a single
frequency network, which greatly enhances the spectrum efficiency. In a single-
frequency network, a user receives the same signal from several transmitters
simultaneously. Because of the propagation differences among transmitters, there is
some delay between the arrival of the signals. This is illustrated in Figure 10.1, where
two DAB signals arrive at the user with a delay difference that is equal to the distance
difference (d;—d>) divided by the speed of light. Basically, to the user this situation is
equivalent to a two-ray multipath channel. Hence, as long as the propagation
differences between the two signals are smaller than the guard time of the OFDM
symbols, no ISI or ICI will occur. The addition of the two time-shifted signals creates a
diversity advantage for the user; the probability that the sum of both signals has an
unacceptably low power because of shadowing or flat fading is much lower than the
probability that one of the individual signals is too weak.

The DAB transmitted data consists of a number of audio signals, sampled at 48
kHz with an input resolution up to 22 bits. The digital audio signal is compressed to a
rate in the range of 32 to 384 kbps, depending on the desired quality. The signal is
divided into frames of 24 ms. The start of a frame is indicated by a null symbol, which
is a silence period that is slightly larger than the duration of a normal OFDM symbol.
Then, a reference OFDM symbol is sent which serves as the starting point for the
differential decoding of the QPSK-modulated subcarriers. Differential encoding is
applied in the time domain, so in the receiver, the phase of each subcarrier is compared
with the phase of the same subcarriers from the previous OFDM symbol.
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Figure 10.1 User receiving two DAB transmitters.

The digital input data is encoded by a rate 1/4 convolutional code with
constraint length 7 to provide protection against fading subcarriers. The coding rate can
be increased up to 8/9 by puncturing. This gives a maximum total data rate of
1,536*2*8f9*1/_1.246-10'3, which is approximately 2.2 Mbps. The coded data are
interleaved to separate coded bits in the frequency domain as much as possible, which
avoids large error bursts in case of a deep fade affecting a group of subcarriers.

10.3 TERRESTRIAL DIGITAL VIDEO BROADCASTING

Research on a digital system for television broadcasting has been carried out since the
late 1980s. In 1993, a pan-broadcasting-industry group started the Digital Video
Broadcasting (DVB) project. Within this project, a set of specifications was developed
for the delivery of digital television over satellites, cable, and through terrestrial
transmitters. This section describes the terrestrial DVB system, which was standardized
in 1997 [3, 4].

Terrestrial DVB uses OFDM with two possible modes, using 1,705 and 6,817
subcarriers, respectively. These modes are referred to as 2k and 8k modes, respectively,
as these are the sizes of the FFT/IFFT needed to generate and demodulate all
subcarriers. The main reason to have two modes were doubts about the
implementability of the 8k subcarrier system. Basically, the 2k system is a simplified
version which requires an FFT/IFFT that is only a quarter of the size that is needed for
the 8k system. Because the guard time is also four times smaller, the 2k system can
handle less delay spread and less propagation delay differences among transmitters
within a single-frequency network. The FFT interval duration for the 8k system is 896
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us, while the guard time can have four different values from 28 to 224 pus.

corresponding values for the 2k system are four times smaller.

The

Input Reed-Solomon Outer Convolutional Inner
data > Scrambler outer code interleaving inner Code interleaving
{ RF D/A Guard time Pilot QAM
transmitter conversion insertion insertion mapping

Figure 10.2 Block diagram of a DVB-T transmitter.

Figure 10.2 shows a block diagram of a DVB-T transmitter. The input data are
divided into groups of 188 bytes, which are scrambled and coded by an outer shortened
Reed-Solomon code (204,188, r=8). This code can correct up to eight erroneous bytes
in a frame of 204 bytes. The coded bits are interleaved by a convolutional interleaver
that interleaves byte-wise with a depth of 12 bytes and then again coded by a rate 1/2,
constraint length 7 convolutional code with generator polynomials (171, 133 octal).
The rate of this latter code can be increased by puncturing to 2/3, 3/4, 5/6, or 7/8. The
convolutionally encoded bits are interleaved by an inner interleaver and then mapped
onto QPSK, 16-QAM, or 64-QAM symbols.

For 16-QAM and 64-QAM, optional hierarchical coding can be applied. In this
case, the constellation points are moved farther away from the origin so the quadrants
can be detected more reliably than the position within each quadrant. This is illustrated
in Figure 10.3 for a hierarchical 16-QAM constellation. For this constellation, the
minimum distance between points from different quadrants is double the distance of a
normal 16-QAM constellation, where the constellation points would have values of 1
and 3 instead of 2 and 4. Corrected for the increased power of the constellation, the
detection of the quadrants has a 3-dB SNR advantage over the detection of points in a
normal 16-QAM constellation. The advantage of this hierarchical coding is that users
for which the SNR is just too low to decode all bits can at least decode the two most
significant bits that determine the quadrant. These bits give them the same video signal,
but at a lower resolution.

To obtain reference amplitudes and phases to perform coherent QAM
demodulation, pilot subcarriers are transmitted. For the 8k mode, in each symbol there
are 768 pilots, so 6,048 subcarriers remain for data. The 2k mode has 192 pilots and
1,512 data subcarriers. The position of the pilots varies from symbol to symbol with a
pattern that repeats after four OFDM symbols. The pilots allow a receiver to estimate
the channel both in frequency as well as in time, which is important as for mobile
receivers there can be significant channel changes within a few OFDM symbols.
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Techniques to do this type of two-dimensional channel estimation based on pilot
subcarriers are described in Chapter 5.
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Figure 10.3 Hierarchical 16-QAM.

10.4 MAGIC WAND

The Magic WAND (Wireless ATM Network Demonstrator) project was part of the
European ACTS (Advanced Communications Technology and Server) program [5].
The Magic WAND consortium members implemented a prototype wireless ATM
network based on OFDM modulation. This prototype had a large impact on
standardization activities in the 5-GHz band. First, by employing OFDM-based
modems, Magic WAND helped to gain acceptance for OFDM as a viable modulation
type for high-rate wireless communications. Second, the wireless ATM-based approach
of Magic WAND forms the basis for the standardization of the HIPERL AN type 2 Data
Link Layer. ;

Figure 10.4 shows one of the prototype Magic WAND 5-GHz modems
demonstrating wireless video playback and Web browsing applications at the Demo *98
exhibition in Berlin [6].
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Figure 10.4 Magic WAND prototype 5-GHz modem.

10.4.1 Magic WAND Physical Layer

The main parameters of the WAND physical layer are listed in Table 10.2. OFDM with
16 subcarriers is used, the number of which was chosen to facilitate implementation.
The 400-ns guard time provides a delay spread tolerance of about 50 ns. Because of a

- 240-ns rolloff time (see Chapter 2), the effective guard time is only 160 ns. While this
is sufficient for most office buildings and the WAND trial site, a realistic product
would require more delay spread robustness to also cover large office buildings and
factory halls.

The OFDM subcarriers are 8-PSK modulated. At a symbol rate of 13.3
Msymbols/s, this gives a raw bit rate of 40 Mbps. The rate 1/2 complementary coding
reduces the data rate to 20 Mbps. The subcarrier spacing is 1.25 MHz, which gives a
total (3-dB) bandwidth of 20 MHz.

The packet preamble is 8.4 ps in duration and consists of one OFDM symbol,
repeated seven times. This preamble is used for packet detection, automatic gain
control, frequency offset estimation, symbol timing, and channel estimation.

The PHY payload holds an odd number of half-slots. Each half-slot consists of
9 symbols or 27 bytes. This number was chosen so that a full slot, of 54 bytes, can hold
an ATM cell (which is 52 bytes long), and is also a multiple of 3 bytes, which is
imposed by the PHY s modulation scheme.
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Table 10.2
Main parameters of the WAND OFDM modem.
Number of subcarriers 16
Modulation 8-PSK
Coding Two interleaved length 8
complementary codes, rate 2
Bit rate (after decoding) 20 Mbps (24 bits per symbol)
Symbol time 1.2 us
Guard time 0.4 us
Windowing Raised cosine, rolloff factor = 0.2
Subcarrier spacing 1.25 MHz
Training length 7 symbols
Carrier frequency 5.2 GHz
Peak output power 1w
Level | » Timing & Timing
Gain detector freq. sync
estimate Frequency
estimate
A h 4 h 4
RF A o| Frequency I _ Phase
—> > F . :
RX AGE A/D compensation T estimation
v Phase
Diita Decciig » Phase . stimates
compensatlon

Figure 10.5 OFDM receiver.

Figure 10.5 shows a block diagram of the OFDM receiver. The RF receiver
takes care of amplifying and down-converting the signal. The automatic gain control
(AGC) is one of the most difficult parts in the receiver, since the gain has to settle
within 3 ps after start of reception. After the analog-to-digital (A/D) conversion, the
frequency of the signal has to be estimated and corrected for, because OFDM is
sensitive to frequency errors (see Chapter 4).

By taking the FFT of groups of samples at the right time instants, the receiver
obtains amplitude and phase estimates of the 16 subchannels. From the initial training
sequence, the receiver has to acquire and track the reference phases for all subchannels.
After phase compensation, finally the 24 information bits can be decoded from the 16
complex subcarrier values.
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10.4.2 Coding

The WAND modem uses complementary codes for both forward-error correction
coding and peak-to-average power (PAP) reduction. Length 8 complementary codes are
used, with four input 8-PSK phases generating eight complex code outputs as described
in Chapter 6. By taking the IFFT of these complex values, an OFDM signal with a low
PAP ratio is obtained. To encode all 16 subcarriers, two length 8 codes are interleaved,
which maximizes the benefits of frequency diversity. It is also possible to use length 16
complementary codes, but for that length, only five phases can be encoded into 16
subcarriers, reducing the coding rate from 1/2 to 5/16. The minimum distance of the
length 8 code is four subsymbols. Hence, three arbitrary subchannels can be erased
without causing errors, providing that the remaining subchannels are not in error.

10.4.3 Simulated Error Probabilities

Bit-error ratios (BER) and packet-error ratios (PER) for various delay spreads are
depicted in Figure 10.6. For each mean Ep/N, value, 40,000 ATM-cell transmissions
have been simulated in Rayleigh fading channels, without antenna diversity. In all
transmissions, a frequency offset of 40 kHz was simulated, which has to be estimated
and compensated for by the receiver. Figure 10.6 clearly shows that the coded OFDM
system is able to benefit from the frequency diversity, which is present for nonzero
delay spreads.

BER & PER

10 15 20 25 30
E /N, [dB]

Figure 10.6 BER (a—d) and PER (e—h) versus mean E; /N, for delay spreads of (a,e) 50 ns, (b,f) 20 ns,
(c.g) 10 ns, (d,h) 0.
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Figure 10.7 Irreducible BER versus delay spread for an exponential power delay profile.

For delay spreads larger than 50 ns, the error curves converge to some
irreducible error floor, caused by intersymbol and intercarrier interference of multipath
signals with excess delays larger than the guard time. In Figure 10.7, this irreducible
BER is plotted versus the delay spread. Notice that an exponential power-delay profile
is used in the simulations. For a two-ray model, for instance, the irreducible error floor
arises only for delay spreads larger than half of the guard time (i.e., 200 ns for the
prototype WAND modem). Thus, the exponential power delay profile gives much more
pessimistic results in this respect. Conversely, the two-ray model is known to give less
diversity gain, because there are only two independent fading paths.

10.4.4 Effects of Clipping

Despite the use of complementary coding in the WAND OFDM system, the transmitted
signal still has a 6-dB PAP ratio. To make the efficiency of the transmitter power
amplifier as high as possible, we have to accept a certain nonlinear distortion in the
peaks of the OFDM signal. A crude analysis of this nonlinear distortion can be made by
assuming a clipping transfer function. Figure 10.8 shows the BER in an AWGN
channel for clipping levels of O to 4 dB below the maximum amplitude. It can be seen
that significant degradation occurs only for a clipping level of more than 3 dB below
the peak amplitude. Of course, such severe clipping is not allowed from a spectrum
point of view, but the analysis at least shows that the OFDM transmission itself is
relatively insensitive against clipping.
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Figure 10.8 BER in AWGN with the transmitted OFDM signals clipped at (a) 4 dB, (b) 3 dB, (c) 2 dB,
(d) 1 dB and (e) O dB below the maximum amplitude.

Clipping at the receiver is different from clipping at the transmitter, because the
receiver does not know in advance what the peak amplitude is, contrary to the
transmitter. Even after the initial training symbols, when the receiver freezes its AGC,
the receiver does not know what the peak amplitude will be in the rest of the packet.
Except for noise, this is caused by two effects: first, multipath fading channels change
the peak-to-average power ratio of the OFDM signal and second, different symbols
have different PAP ratios.

An OFDM receiver must freeze its AGC based on the observed amplitude level
during training. The peak amplitude during training is most probably not the largest
amplitude of the entire packet. Thus, the question is how to set the AGC level such that
clipping effects are negligible. Based on the results from Chapter 6, the ideal AGC
setting is such that the clipping level is about 6 to 10 dB above the average input power
level. In this case, the interference caused by clipping is relatively small compared with
the average signal power. If the clipping level is more than 10 dB above the average
power level, then the risk exists that quantization noise starts dominating over clipping
noise, as the most significant bits of the A/D converter are hardly used in this case.

10.4.5 Magic WAND Medium Access Control Layer

The MAC (Medium Access Control) and DLC (Data Link Control) layers of the
WAND systemm have been combined in one layer, bearing the name MASCARA
(Mobile Access Scheme based on Contention And Reservation for ATM). The
underlying concept is based on the following set of ideas and requirements which are
elaborated in the subsequent paragraphs.
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QoS-aware, reservation-based demand assigned protocol;
Multiple virtual connections per terminal ;

Power efficiency; '

Cell transfer service for optimal interworking with ATM
Amortization of PHY overhead over multiple ATM cells;
Contention-mode request and control channel; and

ARQ (Automatic Repeat reQuest)-based cell loss recovery.

e & @ @ 9 0

ATM is designed to offer service to wire-line users with a guaranteed quality of
service. To extend ATM service to mobile terminals, the wireless access network needs
to be QoS-aware as well. A centralized algorithm allotting transmission time to users
on the basis of their explicit demands seems to be an obvious way to provide QoS and
isolation among users’ traffic streams. We note that the disadvantage over contention-
based algorithms as used in wireless LANs and wireless PBXs is that they do not
inherently support multicellular operation. To function correctly, they require a cellular
frequency reuse topology, with perfect separation between radio cells with identical
frequencies. As usual for wireless LANs, TDD between uplink and downlink is chosen,
primarily to support traffic asymmetry.

As a multimedia terminal may have many simultaneous connections, most
probably with different QoS requirements, the network must be able—besides
addressing individual terminals—to distinguish separate connections of those terminals.
Given the smaller number of users and the scarcity of bandwidth, the relatively large
addressing overhead of ATM, being designed for large wire-line networks, must be
avoided.

Mobile terminals draw power from batteries, and to extend battery-life the
protocols need to be energy aware. A frame-based MAC, in which the access point
notifies all associated terminals about their expected transmissions and receptions in the
entire frame helps to conserve power: terminals switch on their radios only when
necessary. From the energy perspective, the frame duration should be made as long as
possible. QoS considerations, on the other hand, put a bound on the maximal frame
length. For this scheme to work, a frame structure by itself is not sufficient. A common
time base among terminals and access point is required as well. For practical reasons
the granularity of time must be bounded. The unit of time in MASCARA is a timeslot,
and all packet transmissions commence on a timeslot boundary.

To provide seamless interworking with the ATM backbone, and transparency to
the user, packets must carry ATM cells. It makes sense to choose the slot duration
equal to a cell’s transmission time. The same length of time is imposed on the packet
header (radio preamble and MAC header) as well. In the WAND system, the first half
of the overhead slot is used for the preamble, the other half is used for the MAC header.

If each packet were to contain just one cell, the protocol efficiency would be
merely 50%. To increase efficiency, a longer packet size can be adopted. On the other
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hand, QoS-driven restrictions on cellization delay put an upper bound on packet length.
In the case of 64 kbps speech traffic for instance, cellization delay is 6 ms per cell,
which restricts the packet length to one or two cells. The logical decision is to allow
packets of variable length, depending on the connection’s delay requirements, with a
payload of an integer number of cells.

Demand-assigned algorithms assign timeslots to terminals, based on terminal
demand. Uplink packets contain fields in which a terminal can put its request. If a
terminal cannot piggyback its request, because no timeslots were assigned to it (a
deadlock situation), or because it cannot afford to wait for the next packet, the terminal
can transmit its request in an unreserved timeslot. A contention period is scheduled at
the end of every frame. Contention slots can be used for incidental control packets as
well.

Adverse radio propagation conditions affect the cell loss ratio (CLR) QoS. By
its nature, a radio network cannot provide the same QoS consistently. To sustain a
negotiated CLLR QoS as long as possible, the DLC layer adds ARQ capability to the
system. ARQ can help to retain the agreed-on cell loss rate, at the cost of an increase in
delay and data overhead.

Figure 10.9 depicts an example frame. Two mobile terminals (MT) and one
access point (AP) are engaged in the exchange of packets. For instruction purposes, the
frame duration is shorter than typically encountered in practice. The access point
initiates every frame by broadcasting a frame header (FH), containing the slot map to
all associated mobile terminals. The FH has a long preamble, allowing mobile terminals
to synchronize to the access point. Subsequently, the access point sends its downlink
data, one packet in this example. The channel remains idle for one slot to allow the
access point to turn around its radio from transmitting to receiving. Then the mobile
terminals are allowed to transmit their packets. In this example each mobile terminal
transmits one. After the uplink period, a contention period is scheduled, which in this
example is used by both terminals. Terminal 1 is transmitting two request packets and
terminal 2 is transmitting a two-slot control packet. In the example, two packets collide,
resulting in the loss of the control packet and one of the request packets. The second
request packet is transmitted successfully in the third slot. After the contention period,
and before the next frame, an idle slot is inserted to allow the mobile terminal radios to
turn around.
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Figure 10.9 Magic WAND MAC frame.

The master scheduler, which must be able to schedule the transmissions of any
mix of ATM traffic classes, employs a leaky-bucket-based scheme where the highest
priority is given to constant bit-rate traffic, the second priority to variable bit rate, and
so on. Tokens, which are generated at a constant rate, fill a bucket. The scheduler takes
tokens from the bucket, and translates them in the allocation of slots in the slot map
according to the connections’ delay requirements. A traffic source can request slots
(access points directly, mobile terminals use piggy-backed and contention requests) in
excess of the mean rate. Depending on the negotiated burstiness of the source, which is
reflected in a commensurate bucket depth, the scheduler grants the request. Effectively,
the scheduler polices and shapes the traffic on the wireless link, to guarantee delay QoS
compliance for all connections. See [7] for an extensive discussion of scheduling.

The second important measure of QoS, besides delay and delay jitter, is the
connection’s error performance over the wireless ATM link. In WAND, the radio
physical layer provides a constant service that can meet typical real-time service
requirements (e.g., for a voice service). TCP/IP-based data connections cannot tolerate
high cell loss (> 107%) and these are protected by ARQ. Third, there are services such as
video requiring real-time service with low error probability. The solution applied in
WAND is to apply ARQ with a limited number of retransmissions.

10.5 IEEE 802.11, HIPERLAN/2Z AND MMAC WIRELESS LAN STANDARDS

Since the beginning of the nineties, wireless local area networks (WLAN) for the
900-MHz, 2.4-GHz, and 5-GHz ISM (Industrial, Scientific, & Medical) bands have
been available, based on a range of proprietary techniques. In June 1997, the Institute
of Electrical and Electronics Engineers (IEEE) approved an international
interoperability standard [8]. The standard specifies both medium access control
(MAC) procedures and three different physical layers (PHY). There are two radio-
based PHYs using the 2.4-GHz band. The third PHY uses infrared light. All PHYSs
support a data rate of 1 Mbps and optionally 2 Mbps. The 2.4-GHz frequency band is
available for license-exempt use in Europe, the United States, and Japan. Table 10.3
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lists the available frequency band and the restrictions to devices which use this band for
communications.

Table 10.3
International 2.4-GHz ISM bands.
Location Regulatory range Maximum output
power
North America 2.400-2.4835 GHz 1,000 mW
Europe 2.400-2.4835 GHz 100 mW (EIRP*)
Japan 2.471-2.497 GHz 10 mW

* EIRP = effective isotropic radiated power.

User demand for higher bit rates and the international availability of the 2.4-
GHz band has spurred the development of a higher speed extension to the 802.11
standard. In July 1998, a proposal was selected for standardization, which describes a
PHY providing a basic rate of 11 Mbps and a fall back rate of 5.5 Mbps. This PHY can
be seen as a fourth option, to be used in conjunction with the MAC that is already
standardized. Practical products, however, are expected to support both the high-speed
11- and 5.5-Mbit/s rates mode as well as the 1- and 2-Mbps modes.

A second IEEE 802.11 working group has moved on to standardize yet another
PHY option, which offers higher bit rates in the 5.2-GHz band. This development was
motivated by the adoption, in January 1997, by the U.S. Federal Communications
Commission, of an amendment to Part 15 of its rules. The amendment makes available
300 MHz of spectrum in the 5.2-GHz band, intended for use by a new category of
unlicensed equipment called Unlicensed National Information Infrastructure (UNII)
devices [9]. Table 10.4 lists the frequency bands and the corresponding power
restrictions. Notice that the maximum permitted output power depends on the emission
bandwidth; for a bandwidth of 20 -MHz, you are allowed to transmit at the maximum
power levels listed in the middle column of Table 10.4. For a bandwidth smaller than
20 MHz the power limit reduces to the value specified in the right column.

Table 10.4
United States 5.2 GHz U-NII band.
Location Maximum output power
minimum of
5.150-5.250 GHz 50 mW 4 dBm + 10log;(B*
5.250-5.350 GHz 250 mW | 11 dBm + 10log,; B
5.725-5.825 GHz 1,000 mW | 17 dBm + 10log; B

* B is the —26-dB emission bandwidth in MHz.

Like the IEEE 802.11 standard, the European ETSI HIPERLAN type 1 standard
[10] specifies both MAC and PHY. Unlike IEEE 802.11, however, no HIPERLAN type
1 compliant products are available in the market place. A newly formed ETSI working
group called Broadband Radio Access Networks (BRAN) is now working on
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extensions to the HIPERLAN standard. Three extensions are under development:
HIPERLAN/2, a wireless indoor LAN with a QoS provision; HiperLink, a wireless
indoor backbone; and HiperAccess, an outdoor, fixed wireless network providing
access to a wired infrastructure.

In Japan, equipment manufacturers, service providers and the Ministry of Post
and Telecommunications are cooperating in the Multimedia Mobile Access
Communication (MMAC) project to define new wireless standards similar to those of
IEEE 802.11 and ETSI BRAN. Additionally, MMAC 1is also looking into the
possibility for ultra-high-speed wireless indoor LLANs supporting large-volume data
transmission at speeds up to 156 Mbps using frequencies in the 30— to 300—- GHz band.

In July 1998, the IEEE 802.11 standardization group decided to select OFDM as
the basis for their new 5-GHz standard, targeting a range of data rates from 6 up to 54
Mbps [12, 13]. This new standard is the first one to use OFDM in packet-based
communications, while the use of OFDM until now was limited to continuous
transmission systems like DAB and DVB. Following the IEEE 802.11 decision, ETSI
BRAN and MMAC also adopted OFDM for their physical layer standards. The three
bodies have worked in close cooperation since then to make sure that differences
among the wvarious standards are kept to a minimum, thereby enabling the
manufacturing of equipment that can be used worldwide.

The focus of this section is on the physical layer side. In the case of the IEEE
802.11 standard, the MAC layer for the higher data rates remains the same as for the
currently supported 1- and 2- Mbps rates. A description of this MAC can be found in

[11].

10.5.1 OFDM Parameters

Table 10.5 lists the main parameters of the draft OFDM standard. A key parameter that
largely determined the choice of the other parameters is the guard interval of 800 ns.
This guard interval provides robustness to rms delay spreads up to several hundreds of
nanoseconds, depending on the coding rate and modulation used. In practice, this
means that the modulation is robust enough to be used in any indoor environment,
including large factory buildings. It can also be used in outdoor environments, although
directional antennas may be needed in this case to reduce the delay spread to an
acceptable amount and increase the range.

-
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Table 10.5
Main parameters of the OFDM standard.
Data rate 6,9, 12, 18, 24, 36,
48, 54 Mbps
Modulation BPSK, QPSK,
16-QAM, 64-QAM
Coding rate 1/2, 2/3, 3/4
Number of subcarriers 52
Number of pilots 4
OFDM symbol duration 4 us
Guard interval 800 ns
Subcarrier spacing 312.5 kHz
—3-dB Bandwidth 16.56 MHz
Channel spacing 20 MHz

To limit the relative amount of power and time spent on the guard time to 1 dB,
the symbol duration chosen is 4 us. This also determines the subcarrier spacing at 312.5
kHz, which is the inverse of the symbol duration minus the guard time. By using 48
data subcarriers, uncoded data rates of 12 to 72 Mbps can be achieved by using variable
modulation types from BPSK to 64-QAM. In addition to the 48 data subcarriers, each
OFDM symbol contains an additional four pilot subcarriers, which can be used to track
the residual carrier frequency offset that remains after an initial frequency correction
_ during the training phase of the packet.

To correct for subcarriers in deep fades, forward-error correction across the
subcarriers is used with variable coding rates, giving coded data rates from 6 up to 54
Mbps. Convolutional coding is used with the industry standard rate 1/2, constraint
length 7 code with generator polynomials (133,171). Higher coding rates of 2/3 and 3/4
are obtained by puncturing the rate 1/2 code. The 2/3-rate is used together with 64-
QAM only to obtain a data rate of 48 Mbps. The 1/2-rate is used with BPSK, QPSK,
and 16-QAM to give rates of 6, 12, and 24 Mbps, respectively. Finally, the 3/4-rate is
used with BPSK, QPSK, 16-QAM, and 64-QAM to give rates of 9, 18, 36, and 54
Mbps, respectively.

10.5.2 Channelization

Figure 10.10 shows the channelization for the lower and middle UNII bands. Eight
channels are available with a channel spacing of 20 MHz and guard spacings of 30
MHz at the band edges in order to meet the stringent FCC-restricted band spectral
density requirements. The FCC also defined an upper UNII band from 5.725 to 5.825
GHz, which carries another four OFDM channels. For this upper band, the guard
spacing from the band edges is only 20 MHz, as the out-of-band spectral requirements
for the upper band are less severe than those of the lower and middle UNII bands. In
Europe, a total of 455 MHz is available in two bands, one from 5.15 to 5.35 GHz and
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another from 5.470 to 5.725 GHz. In Japan, a 100 MHz wide band is available from
5.15 to 5.25 GHz, carrying four OFDM channels.
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Figure 10.10 Channelization in lower and middle UNII band.

10.5.3 OFDM Signal Processing

The general block diagram of the baseband processing of an OFDM transceiver is
shown in Figure 10.11. In the transmitter path, binary input data is encoded by a
standard rate 1/2 convolutional encoder. The rate may be increased to 2/3 or 3/4 by
puncturing the coded output bits. After interleaving, the binary values are converted
into QAM values. To facilitate coherent reception, four pilot values are added to each ..
48 data values, so a total of 52-QAM values is reached per OFDM symbol, which are
modulated onto 52 subcarriers by applying the IFFT. To make the system robust to
multipath propagation, a cyclic prefix is added. Further, windowing is applied to attain
a narrower output spectrum. After this step, the digital output signals can be converted
to analog signals, which are then up-converted to the 5-GHz band, amplified and
transmitted through an antenna.

The OFDM receiver basically performs the reverse operations of the
transmitter, together with additional training tasks. First, the receiver has to estimate
frequency offset and symbol timing, using special training symbols in the preamble.
Then, it can do an FFT for every symbol to recover the 52-QAM values of all
subcarriers. The training symbols and pilot subcarriers are used to correct for the
channel response as well as remaining phase drift. The QAM values are then demapped
into binary values, after which a Viterbi decoder can decode the information bits.
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Figure 10.11 Block diagram of OFDM transceiver.

10.5.4 Training

Figure 10.12 shows the structure of the preamble that preceeds every OFDM packet.
This preamble is essential to perform start-of-packet detection, automatic gain control,
symbol timing, frequency estimation, and channel estimation. All of these training tasks
have to be performed before the actual data bits can be successfully decoded.

8 us 8 us 4 ps
800,ns .
[0 X2 X6 X Xs Xie X o X8 X o X o) T X Sigoal ficia X D
= e i -
AGC and coarse frequency offset ‘Timing, fine frequency offset Coding rate, Modulation type
and channel estimation and packet length

Figure 10.12 OFDM preamble.

The first part of the preamble consists of 10 repetitions of a training symbol
with a duration of 800 ns each, which is only a quarter of the FFT duration of a normal
data symbol. These short symbols are produced by using only nonzero subcarrier
values for subcarrier numbers that are a multiple of 4. Hence, of all possible subcarrier
numbers from —26 to +26, only the subset {—24, 20, —16, —12, -8, 4, 4, 8, 12, 16, 20,
24} is used. There are two reasons for using relatively short symbols in this part of the
training; first, the short symbol period makes it possible to do a coarse frequency offset
estimation with a large unambiguous range. For a repetitive signal with a duration of 7,
the maximum measurable unambiguous frequency offset is equal to 1/(27), as higher
frequency offsets result in a phase change exceeding m from one symbol to another.
Hence, by measuring the phase drift between two consecutive short symbols with a
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duration of 800 ns, frequency offsets up to 625 kHz can be estimated. If training
symbols with a duration equal to the FFT interval of 3.2 pus were used, then the
maximum frequency offset of only 156 kHz could be measured, corresponding to a
relative frequency error of about 26 ppm at a carrier frequency of 5.8 GHz. The IEEE
802.11 standard specifies a maximum offset per user of 20 ppm, which means that the
worst case offset as seen by a receiver can be up to 40 ppm, as it experiences the sum of
the frequency offsets from both transmitter and receiver.

The second reason for using short symbols at the start of the training is that they
provide a convenient way of performing AGC and frame detection. Detection of the
presence of a packet can be done by correlating a short symbol with the next and
detecting if the correlation magnitude exceeds some threshold. After each interval equal
to two short symbol durations, the receiver gain can be adjusted after which detection
and gain measuring can continue. Of course, this AGC algorithm could also be applied
to long training symbols, but the advantage of short symbols is that we have more

repetitions in the same -amount of time, which makes it easier to do several .

measurements and gain adjustments during the training.

The short training symbols are followed by a long training symbol (T1) that
contains 52 QPSK-modulated subcarriers like a normal data symbol. The length of this
training symbol is twice that of a data symbol, however, which is done for two reasons.
First, it makes it possible to do a precise frequency estimation on the long symbol. The
long symbol is formed by cyclically extending the IFFT output signal to a length of
8 us. Thus, it contains two and a half times the original IFFT duration. The first 1.6 ps
serves as a guard interval, containing a copy of the last 1.6 pus of the IFFT output. The
long training symbol makes it possible to do a fine frequency offset estimation by
measuring the phase drift between samples that are 3.2 us apart within the long training
symbol. The second reason for having the long symbol is to obtain reference
amplitudes and phases for doing coherent demodulation. By averaging the two identical
parts of the long training symbol, coherent references can be obtained with a noise level
that is 3 dB lower than the noise level of data symbols.

Both the long and short symbols are designed in such a way that the PAP ratio
is approximately 3 dB, which is significantly lower than the PAP ratio of random
OFDM data symbols. This guarantees the training degradation caused by nonlinear
amplifier distortion to be smaller than the distortion of the data symbols. It also allows
the use of a simple correlator implementation at the receiver as explained in Section
4.6.

After the preamble, there is still one training task left, which is tracking the
reference phase. There will always be some remaining frequency offset that causes a
common phase drift on all subcarriers. To track this phase drift, 4 of the 52 subcarriers
contain known pilot values. The pilots are scrambled by a length 127 pseudonoise
sequence to avoid spectral lines exceeding the average power density of the OFDM
spectrum.

-
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Figure 10.13 shows the time-fequency structure of an OFDM packet, where all
known training values are marked in gray. It clearly illustrates how the packet starts
with 10 short training symbols, using only 12 subcarriers, followed by the long training
symbol and data symbols, with each data symbol containing four known pilot
subcarriers.
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Figure 10.13 Time-frequency structure of an OFDM packet. Gray subcarriers contain known training
values.

In the case of the IEEE 802.11 standard, at the end of the preamble a special
OFDM data symbol at the lowest 6-Mbps rate is sent, which contains information about
the length, modulation type, and coding rate of the rest of the packet. Sending this
information at the lowest possible rate ensures that the dynamic rate selection is at least
as reliable as the most reliable data rate of 6 Mbps. Further, it makes it possible for all
users to decode the duration of a certain packet, even though they may not be able to
decode the data content. This is important for the IEEE 802.11 MAC protocol, which
specifies that a user has to wait until the end of any packet already in the air before
trying to compete for the channel.
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10.5.5 Differences Between IEEE 802.11, HIPERILAN/2 and MMAC

The main differences between IEEE 802.11 and HIPERILLAN/2—which is standardized
by ETSI BRAN [14]—are in the Medium Access Control (MAC). IEEE 802.11 uses a
distributed MAC based on Carrier Sense Multiple Access with Collision Avoidance,
(CSMA/CA), while HIPERLAN/2 uses a centralized and scheduled MAC, based on
wireless ATM. MMAC supports both of these MACs. As far as the physical layer is
concerned, there are a few relatively minor differences between IEEE 802.11 and
HIPERILAN/2 which are summarized below:

= HIPERLAN uses different training sequences. The long training symbol is the same
as for IEEE 802.11, but the preceding sequence of short training symbols is
different. A downlink transmission starts with 10 short symbols as IEEE 802.11,
but the first 5 symbols are different in order to detect the start of the downlink
frame. The rest of the packets in the downlink frame do not use short symbols, only
the long training symbol. Uplink packets may use 5 or 10 identical short symbols,
with the last short symbol being inverted.

= HIPERLAN uses extra puncturing to accommodate the tail bits to keep an integer
number of OFDM symbols in 54 byte packets. This extra puncturing operation
punctures 12 bits out of the first 156 bits of a packet.

= In the case of 16-QAM, HIPERLAN uses a coding rate of 9/16 instead of 1/2—
giving a bit rate of 27 instead of 24 Mbps—to get an integer number of OFDM
symbols for packets of 54 bytes. The rate 9/16 is made by puncturing 2 out of every
18 encoded bits.

= Both IEEE 802.11 and HIPERLAN scramble the input data with a length 127
pseudo random sequence, but the initialization is different. IEEE 802.11 initializes
with 7 random bits which are inserted as the first 7 bits of each packet. In
HIPERLAN, the scrambler is initialized by {1, 1, 1} plus the first 4 bits of the
Broadcast Channel at the beginning of a MAC frame. The initialization is identical
for all packets in a MAC frame.

= HIPERLAN devices have to support power control in the range of -15 to 30 dBm
with a step size of 3 dB.

= Dynamic frequency selection is mandatory in Europe over a range of at least 330
MHz for indoor products and 255 MHz (upper band only) for outdoor products.
This means that indoor products have to support a frequency range from 5.15 to at
least 5.6 GHz, covering the entire lower band and a part of the European upper
band. Dynamic frequency selection was included to avoid the need for frequency
planning and to provide coexistence with radar systems that operate in the upper
part of the European 5 GHz band.
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10.5.6 Simulation Results

Figure 10.14 shows the irreducible PER versus delay spread for a few different data
rates. This is the minimum possible PER for a certain delay spread, for which all packet
errors are caused by intersymbol interference because of path delays exceeding the
guard time of the OFDM symbols. Hence, Figure 10.14 demonstrates the delay spread
robustness for several data rates. For a 1% PER, the tolerable delay spread is close to
200 ns at 36 Mbps, while at 12 Mbps a delay spread of 450 ns can be tolerated. In
practice, this means that the 36-Mbps rate can be used in most indoor environments,
except some large factory buildings. The 54 Mbps rate can tolerate delay spreads up to
about 120 ns, which is sufficient for most office buildings. The 12-Mbps rate can work
in any indoor and even in outdoor environments. This is also true for the lowest rate of
6 Mbps, that is not included in Figure 10.14.
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Figure 10.14 PER versus rms delay spread (no noise) for Rayleigh fading paths with an exponentially
decaying power delay profile. Packet size is 64 bytes with data rates of (a) 12, (b) 18,
(c) 24, (d) 36, and (e) 54 Mbps.

Figure 10.15 shows the PER versus Ep/N, for a data rate of 24 Mbps in case of
an AWGN channel and a Rayleigh fading channel with a delay spread of 100 ns. An
Ey/N, of about 18 dB is required to achieve a 1% PER in the fading channel, which is
approximately 6 dB more than what is needed for an ideal Gaussian noise channel. Of
course, other data rates have different requirements. Figure 10.16 shows the PER for
various data rates as a function of the input power. We can see a difference of almost 18
dB in the signal power requirements of the lowest and highest data rates. This
illustrates the importance of fallback rates; users who cannot use the highest rate
because they are too far away or are in a bad multipath situation can at least obtain a
data link at a lower rate.
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Figure 10.15 PER versus mean E,/N, for AWGN and Rayleigh fading with a 100-ns delay spread and a
bit rate of 24 Mbps.
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Figure 10.17 shows simulated spectra of an OFDM signal that is distorted by a
nonlinear power amplifier with different backoff values. This is an important subject,
because the susceptibility to nonlinear distortion and the need for large backoff values
is often mentioned as a disadvantage of OFDM. As shown in [15], however, the effects
of nonlinear distortion on the BER are negligible for backoff values of 6 dB or more,
where the backoff is defined as the difference between the maximum (saturation)
output power and the average output power in dB. The effects on the transmitted
spectrum are illustrated in Figure 10.17. We can see that for a 7-dB backoff, the
spectrum falls down very steeply after about 8 MHz, and only around 25 dB below the
in-band density the spectrum starts to deviate significantly from an ideal undistorted
OFDM signal. When the backoff is decreased to 5 dB, the out-of-band spectrum
quickly grows toward the outer spectrum mask defined by IEEE 802.11.
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Figure 10.17 OFDM spectrum after a nonlinear power amplifier.
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