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1. 

DETECTING MALICIOUS SOFTWARE 
THROUGH FILE GROUP BEHAVOR 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
This invention pertains in general to computer security and 

in particular to detection a computer worm and/or other type 
of malicious software. 

2. Description of the Related Art 
A “worm' is a type of malicious software that attempts to 

infect multiple computer systems. There are a number of 
ways a worm can initially execute on a computer system. For 
example, an end-user might unintentionally download the 
worm from the Internet as a parasitic virus attached to a 
program. Alternatively, a worm might infect the computer 
system using transmission media Such as email Scripts, buffer 
overflow attacks, password cracking, etc. 

Typically, the primary purpose of a worm is to spread to 
other computer systems. The worm accomplishes this feat by 
installing versions of itself on the other computer systems. A 
Successful worm spreads rapidly and can quickly damage 
many computer systems. A worm can also include function 
ality to infect files on its host computer system, destroy data 
on the computer system, and/or perform other malicious 
actions. 
One technique for preventing attacks by worms, computer 

viruses, Trojan horses, and other types of malicious Software 
to install security Software on the computer system. However, 
it is sometimes not practical to use security Software on cer 
tain computer systems. Moreover, security Software might 
fail to detect previously unknown malicious software. In 
addition, certain types of malicious Software use program 
ming techniques, such as polymorphism or metamorphism, 
that hamper the effectiveness of security software. 

Accordingly, there is a need in the art for a way to detect 
and block worms and other types of malicious software that 
does not suffer the drawbacks of current security software. 

BRIEF SUMMARY OF THE INVENTION 

The above need is met by a malicious software detection 
module (MSDM) that detects worms and other malicious 
software. The MSDM executes on a computer system con 
nected to a network. The MSDM monitors a storage device of 
the computer system for the arrival of software from a suspi 
cious portal. The MSDM designates such software as suspi 
cious. The MSDM tracks the set of files that are associated 
with the suspicious software. If the files in the set individually 
or collectively engage in suspicious behavior, the MSDM 
declares the Suspicious Software malicious and prevents file 
replication and/or other malicious behavior. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a high-level block diagram illustrating a func 
tional view of a typical computer system for use with the 
present invention; 

FIG. 2 is a high-level block diagram illustrating a typical 
computing environment; 

FIG.3 is a high-level block diagram illustrated the modules 
within the MSDM according to one embodiment; and 

FIG. 4 is a flowchart illustrating steps performed by the 
MSDM to detect malicious software according to one 
embodiment. 
The figures depict an embodiment of the present invention 

for purposes of illustration only. One skilled in the art will 
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2 
readily recognize from the following description that alterna 
tive embodiments of the structures and methods illustrated 
herein may be employed without departing from the prin 
ciples of the invention described herein. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

FIG. 1 is a high-level block diagram illustrating a func 
tional view of a typical computer system 100 according to one 
embodiment. Illustrated are at least one processor 102 
coupled to a bus 104. Also coupled to the bus 104 are a 
memory 106, a storage device 108, a keyboard 110, agraphics 
adapter 112, a pointing device 114, and a network adapter 
116. A display 118 is coupled to the graphics adapter 112. 
Different types of computer systems may lack one or more of 
the components described above. 
The processor 102 is a general-purpose processor Such as 

an INTEL x86, SUN MICROSYSTEMS SPARC, or POW 
ERPC compatible-CPU. The memory 106 is, for example, 
firmware, read-only memory (ROM), non-volatile random 
access memory (NVRAM), and/or RAM, and holds instruc 
tions and data used by the processor 102. The pointing device 
114 is a mouse, track ball, or other type of pointing device, 
and is used in combination with the keyboard 110 to input 
data into the computer system 100. The graphics adapter 112 
displays images and other information on the display 118. 
The network adapter 116 couples the computer system 100 to 
a network 210. 

The storage device 108 is a hard disk drive and/or another 
device capable of storing data, such as a compact disk (CD), 
DVD, or solid-state memory device. As is known in the art, 
the storage device 108 holds executable programs and data in 
logical constructs called “files.” A Software program can be 
formed from one or more files, and likewise can access data 
stored in one or more other files. Depending upon the file 
system utilized on the storage device 108, each file can also 
have one or more stored attributes describing the file. For 
example, the stored attributes can indicate the name of the 
file, the date on which the file was last modified, the number 
of times the file was accessed, the entity that created, accessed 
or last modified the file, etc. Some file systems support exten 
sible attributes. 
As is known in the art, the computer system 100 is adapted 

to execute computer program modules. As used herein, the 
term "module” refers to computer program logic for provid 
ing the specified functionality. A module can be implemented 
in hardware, firmware, and/or software. In one embodiment, 
the modules are stored on the storage device 108. When 
utilized, the modules are loaded into the memory 106 and 
executed by the processor 102. 

FIG. 2 is a high-level block diagram illustrating a typical 
computing environment 200. The illustrated environment 200 
has multiple computer systems 100 in communication via a 
conventional computer network 210. Each computer system 
100 in FIG. 2 has a storage device 108. Although only three 
computer systems 100 are shown in FIG. 2, environments can 
have hundreds, or thousands, of computer systems coupled to 
the network 210. The network 210 can include a local area 
network and/or a wide area network Such as the Internet. 

FIG. 2 and the other figures use like reference numerals to 
identify like elements. A letter after a reference numeral, such 
as “100A. indicates that the text refers specifically to the 
element having that particular reference numeral. A reference 
numeral in the text without a following letter, such as “100. 
refers to any or all of the elements in the figures bearing that 
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reference numeral (e.g. “100” in the text refers to reference 
numerals “100A.” “100B,” and/or “100C in the figures). 

In the environment 200 of FIG. 2, computer system 100A 
is executing a malicious software detection module (MSDM) 
212 for detecting worms and other malicious software. In one 
embodiment, the MSDM212 is implemented as a stand-alone 
program. In another embodiment, the MSDM 212 is part of a 
program for providing additional functionality. For example, 
the MSDM 212 can be embodied in program modules that 
operate to provide the computer system 100A with compre 
hensive protection from myriad threats. In addition, the 
MSDM 212 can be integrated into the operating system of the 
computer system 100A. 

In one embodiment, the computer system 100A is config 
ured to execute the MSDM 212 at all times while the com 
puter is running. The MSDM 212 can be, for example, 
executed as a file system driver, as a WINDOWS service, as a 
Software daemon, as an application program, etc. In one 
embodiment, the MSDM 212 is implemented at the network 
stack level where it can monitor inter-computer communica 
tions. 

In the environment of FIG. 2, computer system 100C is 
executing a worm 214 or other malicious Software that is 
attempting to infect other computer systems on the network 
210. There are multiple ways that the worm 214 might have 
started executing on computer system 100C. For example, the 
worm 214 could be a Trojan horse program that executed 
Surreptitiously when the end-user launched another program. 
Or, the worm 214 might have compromised the computer 
system 100C through a buffer overflow attack or another 
attack that allowed the worm to execute itself on the computer 
system 100C. 
The worm 214 on computer system 100C uses the network 

210 to create an instance of itself on the storage device 108A 
of computer system 100A. The new instance of the worm 216, 
in turn, attempts to create a third instance of the worm 218 on 
the storage device 108B of computer system 100B. However, 
the MSDM 212 executing on computer system 100A detects 
the presence of the worm 216 and, in one embodiment, blocks 
it from creating the third instance 218. 

FIG.3 is a high-level block diagram illustrated the modules 
within the MSDM 212 according to one embodiment. Other 
embodiments can have different and/or other modules than 
the ones illustrated in FIG. 3. In addition, the functionalities 
can be distributed among the modules in different ways in 
different embodiments. 
A suspicious software arrival module 310 monitors the 

storage device 108 and detects the arrival of new software. 
Software can arrive on the storage device 108 via one or more 
entry points, or "portals. In one embodiment, potential por 
tals include open drive shares and/or remote procedure calls 
from another computer system 100 on the network 210, via 
email, and/or downloaded from a network via HTTP, FTP, or 
another technique. In addition, specific network ports on the 
computer system 100 can be portals. Likewise, removable 
media readers on the computer system 100 can also be por 
tals. In one embodiment, the installation program that is used 
to install software is a portal, and different installation pro 
grams represent different portals. 

In one embodiment, the Suspicious software arrival module 
310 designates certain portals as Suspicious. In one embodi 
ment, portals connected to untrusted sources are designated 
Suspicious. For example, in one embodiment the open drive 
share portal and HTTP portals are both considered suspicious 
because the entities that send software through those portals 
are potentially anonymous and not trustworthy. In contrast, 
the removable media reader portal is not suspicious because 
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4 
software received from removable media (especially read 
only media) is typically trustworthy. In some embodiments, 
the suspicious software arrival module 310 uses other criteria 
to designate a portal as Suspicious. 
The suspicious software arrival module 310 designates 

Software that arrives from Suspicious portals as 'Suspicious.” 
In one embodiment, each file that arrives from a suspicious 
portal is treated as separate Suspicious Software. In another 
embodiment, the suspicious software arrival module 310 
groups certain files together as the same Suspicious software. 
For example, files received within a certain time interval or 
from a same source can be treated as belonging to the same 
Suspicious Software. In one embodiment, only certain types 
of files, such as executable files, are designated as Suspicious 
Software. In one embodiment, the Suspicious software arrival 
module 310 excepts some software from suspicion. For 
example, the module 310 can treat digitally-signed software 
as not Suspicious. 
A file set tracking module 312 maintains a set of files for 

each Suspicious software. In one embodiment, the tracking 
module 312 creates a separate set for each Software desig 
nated as Suspicious. The set includes each file that constitutes 
the Suspicious software. In addition, the tracking module 312 
tracks the behaviors of the files in the set and records each 
time a file in the set “touches' another file on the storage 
device 108 or elsewhere in the computer system 100. In one 
embodiment, to “touch' means to create, modify, and/or read 
a file. In another embodiment, “touch' refers to fewer and/or 
more actions. For example, “touching can include only cre 
ating and modifying an executable file and/or a file over a 
specified size. In addition, “touching can be performed 
through indirect actions such as launching another process 
that then touches a file. The file set tracking module 312 adds 
the touched file to the set of the file that touched it. 

In one embodiment, the tracking module 312 does not add 
programs caused to be executed by a Suspicious program to 
the set of suspicious files. However, the tracking module 312 
adds any files created or modified by the executed programs to 
the set. For example, if a suspicious program, Sus-a.exe, runs 
a non-Suspicious program, cmd.exe, and cmd.exe creates a 
new file, sus-b.exe, then cmd.exe is not added to the set of 
suspicious files but sus-b.exe is added to the set. In another 
example, assume Sus-a.exe runs explorer.exe (a non-Suspi 
cious program) which in turn runs cmd.exe. Then, cmd.exe 
creates Sus-b.exe. In this example, Sus-b.exe is added to the set 
of Suspicious files but neither explorer.exe nor cmd.exe are 
added to the set. 
A file set database 314 persistently stores the file sets 

identified by the file set tracking module 312. The number of 
sets in the database 314 can vary depending upon the embodi 
ment and/or the amount of software added to the particular 
computer system 100. The file set monitoring module 312 
updates the data within the file set database 314 to reflect any 
activity by the Suspicious Software being monitored. As used 
herein, the term “database' refers to an information store and 
does not imply that the data within the “database' is orga 
nized in a particular structure beyond that described herein. In 
one embodiment, all or some of the data of the file set data 
base 314 are stored in attributes associated with the files being 
monitored. For example, a file's attributes can indicate that it 
is a member of a particular file set and/or associated with 
particular Suspicious Software. In Such an embodiment, there 
need not be a centralized database of file sets. 
A file set behavior monitoring module 316 monitors the 

behaviors of the files within the set associated with each 
suspicious software. In one embodiment, the file set behavior 
monitoring module 316 evaluates the behaviors of the files 
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both individually (i.e., tracks the behavior of each file in the 
set) and collectively (i.e., tracks the collective actions of the 
files in the set). 
The file set behavior monitoring module 316 employs one 

or more heuristics to determine whether the suspicious soft 
ware represented by each set is malicious. Each heuristic 
describes one or more conditions that, if satisfied, indicate 
that the software is malicious. Aheuristic is satisfied if any file 
in the software's set fulfills the conditions of the heuristic, 
and/or the collective actions of the files in the set fulfill the 
conditions of the heuristic. 
The heuristics that are utilized depend upon the specific 

embodiment. In one embodiment, a heuristic is designed to 
detect a computer worm infection like that illustrated in FIG. 
2. According to this heuristic, Software is malicious if it 
attempts to copy itself to another computer system via a 
technique Such as email and/or an open drive share. The 
heuristic is satisfied if a file in a set attempts to send a copy of 
itself and/or any other file in the same set to the other com 
puter system. Thus, the heuristic detects ifa worm attempts to 
spread by copying itself and/or a file created or modified by 
the worm to another computer system. 

Another heuristic specifies that software that sends more 
than a certain number of emails (e.g., N=10) within a certain 
time period is malicious. The file set behavior monitoring 
module 316 finds this heuristic satisfied if any file in a set 
sends more than the specified number of emails, and/or if the 
files in the set collectively send more than Nemails within the 
time period. Other heuristics specify that software is mali 
cious if it mines files on its local computer system for email 
addresses, performs certain network activities such as enu 
merating for open file shares and/or copying files, makes 
registry changes related to the persistency of the Software, etc. 

In one embodiment, a malicious Software response module 
318 performs one or more actions in response the detection of 
malicious software by the file set behavior monitoring mod 
ule 316. Depending upon the embodiment, possible actions 
can include performing secondary tests on the Software to 
determine whether it is truly malicious, providing an alert to 
an end-user of the computer system 100, quarantining the 
Software, preventing the Software from performing certain 
actions (such as replicating itself), etc. 

FIG. 4 is a flowchart illustrating steps performed by the 
MSDM 212 to detect malicious software according to one 
embodiment. It should be understood that these steps are 
illustrative only, and that other embodiments of the present 
invention may perform different and/or additional steps than 
those described herein in order to perform different and/or 
additional tasks. Furthermore, the steps can be performed in 
different orders than the one described herein 
The MSDM 212 monitors 410 activity on the local storage 

device 108. The MSDM 212 detects when new software 
arrives on the storage device 108, and it detects the portal 
through which the software arrived. If 412 the software 
arrived through a portal designated as suspicious, the MSDM 
212 designates the Software itself as Suspicious. 
The MSDM 212 tracks 414 the files on the local storage 

device 108 (or elsewhere within the computer system 100) 
that are associated with the Suspicious software. In one 
embodiment, the MSDM 212 creates a logical set of files 
associated with the Suspicious Software. The set contains the 
files that form the suspicious software and any file that is 
touched by a file already in the set. 

If the files in the set either individually or collectively 
engage in behavior indicating that the Software is malicious, 
in one embodiment the MSDM 212 declares 418 that the 
Software is malicious and notifies the end-user, quarantines 
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6 
the software, blocks the software from performing certain 
activities, and/or performs other actions. If the files in the set 
do not engage in behavior indicating the Software is mali 
cious, the MSDM 212 continues to track 414 the file set. 
The flowchart of FIG. 4 illustrates the steps followed by 

one embodiment of the MSDM 212 in monitoring one piece 
of suspicious software. Those of skill in the art will recognize 
that the MSDM 212 can monitor multiple sets of suspicious 
software simultaneously. Thus, the MSDM 212 can execute 
different steps of the flowchart simultaneously. 
The above description is included to illustrate the operation 

of the preferred embodiments and is not meant to limit the 
scope of the invention. The scope of the invention is to be 
limited only by the following claims. From the above discus 
Sion, many variations will be apparent to one skilled in the 
relevant art that would yet be encompassed by the spirit and 
Scope of the invention. 
We claim: 
1. A system for detecting malicious Software on a computer 

System, comprising: 
a computer-readable storage medium having computer 

executable program code recorded thereon comprising: 
a Suspicious Software module for detecting Suspicious 

Software on the computer system; 
a tracking module for identifying a set of files on the 

computer system associated with the Suspicious Soft 
ware and adding to the set a file touched by a file 
already in the set; and 

a behavior monitoring module for monitoring the files in 
the set to determine whether the suspicious software 
is malicious. 

2. The system of claim 1, wherein the suspicious software 
module determines a portal through which software arrives 
on the computer system, and wherein software arriving 
through certain portals is designated as Suspicious. 

3. The system of claim 1, wherein the tracking module adds 
to the set a file created and/or modified by a file already in the 
Set. 

4. The system of claim 1, wherein the tracking module adds 
to the set a file created and/or modified by a program caused 
to be executed by a file in the set. 

5. The system of claim 1, wherein the behavior monitoring 
module utilizes one or more heuristics to detect whether the 
set of files is malicious. 

6. The system of claim 5, wherein a heuristic specifies a 
condition that is satisfied if the files in the set collectively 
satisfy the condition. 

7. The system of claim 5, wherein a heuristic specifies that 
Suspicious software is malicious if a file in the set associated 
with the Suspicious Software copies any file in the set to 
another computer system. 

8. A method for detecting malicious Software on a com 
puter system, comprising: 

detecting Suspicious Software on the computer system; 
identifying a set of files on the computer system associated 

with the Suspicious software and adding to the set a file 
touched by a file already in the set; and 

monitoring the files in the set to determine whether the 
Suspicious Software is malicious. 

9. The method of claim 8, wherein detecting suspicious 
Software comprises: 

determining a portal through which the Software arrives; 
determining whether the portal is suspicious; and 
responsive to a determination that the portal is Suspicious, 

declaring the software suspicious. 
IPR2023-00289 
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10. The method of claim8, wherein identifying a set of files 
on the computer system associated with the Suspicious Soft 
ware comprises: 

adding to the set a file created and, or modified by a file 
already in the set. 

11. The method of claim8, wherein identifying a set of files 
on the computer system associated with the Suspicious Soft 
ware comprises: 

adding to the set a file created and/or modified by a pro 
gram caused to be executed by a file in the set. 

12. The method of claim 8, wherein monitoring the files in 
the set comprises: 

determining whether the files in the set behave in a manner 
satisfying one or more conditions of one or more heu 
ristics. 

13. The method of claim 12, wherein a condition of a 
heuristic is satisfied if the files in the set collectively satisfy 
the condition. 

14. The method of claim 12, wherein a heuristic specifies 
that Suspicious Software is malicious if a file in the set asso 
ciated with the Suspicious Software copies any file in the set to 
another computer system. 

15. A computer-readable storage medium storing com 
puter executable program code for detecting malicious Soft 
ware on a computer system, the program code comprising: 

a suspicious Software module for detecting Suspicious Soft 
ware on the computer system; 
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a tracking module for identifying a set of files on the 

computer system associated with the Suspicious Soft 
ware and adding to the set a file touched by a file already 
in the set; and 

a behavior monitoring module for monitoring the files in 
the set to determine whether the suspicious software is 
malicious. 

16. The computer-readable storage medium of claim 15, 
wherein the Suspicious software module determines a portal 
through which software arrives on the computer system, and 
wherein software arriving through certain portals is desig 
nated as Suspicious. 

17. The computer-readable storage medium of claim 15, 
wherein the tracking module adds to the set a file created 
and/or modified by a file already in the set. 

18. The computer-readable storage medium of claim 15, 
wherein the tracking module adds to the set a file created 
and/or modified by a program caused to be executed by a file 
in the set. 

19. The computer-readable storage medium of claim 15, 
wherein the behavior monitoring module utilizes one or more 
heuristics to detect whether the set of files is malicious. 

20. The computer-readable storage medium of claim 19, 
wherein a heuristic specifies a condition that is satisfied if the 
files in the set collectively satisfy the condition. 

21. The computer-readable storage medium of claim 19, 
wherein a heuristic specifies that Suspicious software is mali 
cious ifa file in the set associated with the suspicious software 
copies any file in the set to another computer system. 

k k k k k 
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