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(57) ABSTRACT 

In one embodiment, the present invention includes a method 
for determining a power budget for a multi-domain processor 
for a current time interval, determining a portion of the power 
budget to be allocated to first and second domains of the 
processor, and controlling a frequency of the domains based 
on the allocated portions. Such determinations and alloca­
tions can be dynamically performed during runtime of the 
processor. Other embodiments are described and claimed. 
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1 

DYNAMICALLY ALLOCATING A POWER 
BUDGET OVER MULTIPLE DOMAINS OF A 

PROCESSOR 

2 
on a single semiconductor die, other implementations can be 
realized by a multi-chip package in which different domains 
can be present on different semiconductor die of a single 
package. 

This application is a continuation of U.S. patent applica- 5 

tion Ser. No. 13/225,677, filed Sep. 6, 2011, the content of 
which is hereby incorporated by reference. 

In a multi-domain processor, the multiple domains collec-
tively share a single power budget. Accordingly, the higher 
the frequency at which, e.g., the core domain is operating, the 
higher the power consumed by the core domain. And in tum, 
the higher the power consumed by the core domain, there is BACKGROUND 

10 less power left for the graphics domain to consume and vice 
versa. On workloads that utilize both one or more cores of a As technology advances in the semiconductor field, 

devices such as processors incorporate ever-increasing 
amounts of circuitry. Over time, processor designs have 
evolved from a collection of independent integrated circuits 
(ICs), to a single integrated circuit, to multicore processors 15 

that include multiple processor cores within a single IC pack­
age. As time goes on, ever greater numbers of cores and 
related circuitry are being incorporated into processors and 
other semiconductors. 

core domain and a graphics engine of a graphics domain, 
embodiments may at run time dynamically re-partition how a 
package power budget is shared between these domains. Thus 
embodiments provide a power balancing mechanism that can 
be implemented between the different domains of a multi core 
processor. For ease of discussion, embodiments described 
herein are with regard to a multi-domain processor including 
a core domain and a graphics domain that can share a power 
budget. However understand the scope of the present inven­
tion is not limited in this regard and additional domains can be 

Multicore processors are being extended to include addi- 20 

tional functionality by incorporation of other functional units 
within the processor. One issue that arises is that the different 
circuitry can consume differing amounts of power based on 
their workloads. However, suitable mechanisms to ensure 
that these different units have sufficient power do not pres- 25 

ently exist. 

present. As another example, each core can be allocated to a 
different domain and each of the domains can be provided 
with a dynamically re-partitionable amount of a power bud­
get. Furthermore, in addition to core domains and graphics 
domains, understand that additional domains can be present. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a flow diagram of a high level method of perform­
ing power budget allocations between multiple domains in 
accordance with an embodiment of the present invention. 

FIG. 2 is a flow diagram of a method describing further 
details of allocating a package power budget between mul­
tiple domains in accordance with an embodiment of the 
present invention. 

FIG. 3 is a graphical illustration of allocation of a power 
budget to multiple domains in accordance with one embodi­
ment of the present invention. 

FIG. 4 is a graphical illustration of power consumption for 
a variety of workloads in accordance with one embodiment of 
the present invention. 

FIG. 5 is another graphical illustration of power consump­
tion for a variety of workloads in accordance with an embodi­
ment of the present invention. 

FIG. 6 is a block diagram of a processor in accordance with 
an embodiment of the present invention. 

FIG. 7 is a block diagram of a multi-domain processor in 
accordance with another embodiment of the present inven­
tion. 

FIG. 8 is a block diagram ofa system in accordance with an 
embodiment of the present invention. 

DETAILED DESCRIPTION 

In various embodiments, a power budget of a processor 
including multiple domains can be dynamically apportioned 
at run time. As used herein the term "domain" is used to mean 
a collection ofhardware and/or logic that operates at the same 
voltage and frequency point. As an example, a multicore 
processor can further include other non-core processing 
engines such as fixed function units, graphics engines, and so 
forth. Such processor can include at least two independent 
domains, one associated with the cores (referred to herein as 
a core domain) and one associated with a graphics engine 
(referred to herein as a graphics domain). Although many 
implementations of a multi-domain processor can be formed 

For example, another domain can be formed of other process­
ing units such as fixed function units, accelerators or so forth. 
And a still further domain can be provided for certain man-

30 agement agents of a processor, which can receive a fixed 
portion of a total power budget. 

In various embodiments a power budget management 
(PBM) algorithm may be executed by logic such as logic of a 
power control unit (PCU) of a processor to control the power 

35 of an entire processor or an individual domain to a configured 
power limit. Such algorithm may be based in part on various 
processor parameters. One such parameter is a guaranteed 
frequency (Pl), which is a frequency that a domain is guar­
anteed to operate at and not exceed power or thermal speci-

40 fications of the product.A processor can be tested, e.g., during 
fabrication to determine this guaranteed frequency, which can 
be stored in a non-volatile storage or other mechanism of the 
processor. In various embodiments such guaranteed fre­
quency can be set on a per domain basis. This guaranteed 

45 frequency can be fixed upon manufacture and not changed, or 
in certain embodiments this frequency can be dynamically 
updated, e.g., as a processor ages due to various degradation 
mechanisms of the semiconductor product. In various 
embodiments, all power domains of a processor can be run at 

50 their respective guaranteed frequency simultaneously and the 
processor should not exceed power or thermal specifications. 

Note that this guaranteed frequency can correspond to a 
performance state of a processor, namely a Pl processor state. 
According to an operating system (OS)-based mechanism, 

55 namely the Advanced Configuration and Platform Interface 
(ACPI) standard ( e.g., Rev. 3.0b, published Oct. 10, 2006), a 
processor can operate at various performance states or levels, 
namely from PO to PN. In general, the Pl performance state 
may correspond to the highest guaranteed performance state 

60 that can be requested by an OS. In addition to this Pl state, the 
OS can further request a higher performance state, namely a 
PO state. This PO state may thus be an opportunistic state in 
which, when power and/or thermal budget is available, pro­
cessor hardware can configure the processor or at least por-

65 tions thereof to operate at a higher than guaranteed frequency. 
In many implementations a processor can include multiple 
so-called bin frequencies above this Pl frequency. 

Petitioner Samsung Ex-1001, 0011
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3 

Another parameter to be used in a PBM algorithm is a 
maximum turbo frequency (PO), which is a highest frequency 

4 
In various embodiments, a user may be provided with 

control, e.g., by user-level software to enable the software to 
determine how package power budget is shared between dif­
ferent domains. In one embodiment, this control can be 

at which a domain can operate. This maximum turbo fre­
quency thus is the highest end of multiple bin frequencies 
greater than the Pl frequency and corresponds to a maximum 
non-guaranteed highest performance level that can be 
achieved. Note that at this frequency there are no guarantees 
on whether the domain exceeds the power or thermal speci­
fications of the processor. In many situations, device charac­
terization during fabrication of a processor can be used to set 

5 exposed by way of configuration information that can be set 
by such software, e.g., as entries in one or more configuration 
registers. In one particular embodiment of a processor having 
a first domain and a second domain ( also referred to as 
"planes"), two such configuration registers may be provided 

10 as follows in Table 1: 

a maximum turbo frequency, which can be set on a per 
domain basis. Bin frequencies up to the maximum turbo 
frequency can be stored in a non-volatile storage or other 
mechanism of a processor. Note that it is not guaranteed that 

15 
a processor with more than one domain is able to simulta­
neously run all domains at their respective maximum turbo 
frequencies. It is also not guaranteed that a given domain can 
run at its maximum turbo frequency while other domains are 
rumiing at their respective guaranteed frequencies. 20 

Embodiments may dynamically calculate a package power 
budget which is a metric that measures the power headroom 
available to the processor for a given time interval. Depending 
on this power budget, one or more domains may be controlled 
to enter into a turbo mode in which a frequency can be raised 25 
above the guaranteed frequency. 

In one embodiment, the power budget can be calculated 
using the following equation: 

TABLE 1 

[31.5] [4.0] 

Primary Plane Turbo Power Policy 

Reserved POLICY_FIRST 
Secondary Plane Turbo Power Policy 

Reserved POLICY _SECOND 

These two values, referred to as policy values (and in the 
example of Table 1 can be 5-bit values), can be used to 
determine how a package power budget is to be shared 
between these two domains. For purposes of discussion 
herein, assume that these two domains are a core domain and 
a graphics domain. Furthermore, the core domain is referred 
to also herein as an "IA" domain, referring to processor cores 
in accordance with an Intel Architecture™ instruction set 

En =En-! *alpha+(l -alpha)* (Power_Limit*deltaT­
Energy) 

where 

[1] 

En =energy budget for the current (Nth) evaluation instant 
(which can be measured in Joules); 

30 
architecture (ISA) (although embodiments can be used in 
connection with processors of other manufacturers and 
ISAs ), while the graphics domain can be referred to as a "GT" 
domain, which refers to an embedded graphics engine that 
can be implemented on the same die as such IA cores. In one 

En-I =energy budget carried forward from the previous evalu­
ation instant (which can be measured in Joules); 

35 
embodiment, the following equations may govern how the 
package power budget is shared between core and graphics 
domains: Power_limit=threshold power level that the processor is con­

figured to maintain, and which may correspond to a ther­
mal design processor (TDP). This thermal design power 
may thus be a measure of an average power at which the 40 

processor can operate. In many implementations, this TDP 
can be measured in units of power, namely Watts (W). For 
example, a processor can be rated at a TDP of 40 W. This 
means that on average, the processor can withstand a power 
consumption level of 40 W. But at any instant, its instan- 45 

taneous power consumption level may be higher or lower 
than this TDP level. 

deltaT=evaluation interval at which a power budget is com­
puted, which in one embodiment may be approximately 1 
millisecond (ms); 50 

Energy=energy consumed during the previous evaluation 
interval, which can be measured in Joules. In one embodi­
ment, energy can be estimated based on counters that trace 
various micro-architectural activity. For example, an 
energy value can be associated with each micro-operation 55 

retiring, or each cache access. Then based on these events 
occurring over the time interval, energy consumed can be 
determined. In another embodiment, energy can be 
obtained from reading external current and voltage moni­
toring sensors such as current monitoring circuitry imple- 60 

mented in a voltage regulator; and 
alpha=rate of power budget decay, which can be a function of 

the thermal resistance of a heatsink and cooling solution of 
the platform. In general, an alpha value can vary inversely 
with the selected deltaT. Where the deltaT is relatively 65 

small, e.g., 1 ms, the alpha value may be higher, and vice-
versa. 

IA_percentage_of package_budget=0.5+(POLICY _ 
FIRST-POLICY _SECOND)/62 

GT _percentage_of package_budget=0.5+(POLICY _ 
ECOND-POLICY _FIRST)/62 

[2] 

[3] 

More generally, for the case of N domains over which an 
allocation of a package power budget is based on priority over 
these N domains, the following equations can be used: 

POLICYx 
BIASx = .Z.: POLICY; 

Edomain(x) =En* B/ASx 

[4] 

[5] 

Here a BIAS can be calculated for each domain x based on the 
policy value (x) of that domain and the sum of total policy 
values of all the domains, and again En is the energy budget at 
time instant n. 

In some embodiments, these configuration registers that 
store policy values can be controlled generally as increment­
ing counters. That is, in some embodiments both an OS or 
other scheduler for the core domain and a graphics driver, 
which is software and/or firmware that controls various 
parameters of the graphics engine such as its frequency of 
operation and so forth, can make requests for a given fre­
quency of operation to the PCU. If the requested frequency is 
not allowed ( e.g., due to a power or thermal limit), the corre­
sponding entity can increment the associated policy value. 
Thus over time, as a given entity's requests for a higher 
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frequency are not granted, the policy values can be raised. 
These policy values similarly can be decremented. For 
example, policy values can be decremented on reset and when 

6 
an embodiment of the present invention. As shown in FIG. 2, 
method 200 may similarly be performed by power sharing 
logic of a PCU or other power controller of a processor. 
Method 200 can begin by obtaining minimum reservation 
values for the domains (block 210). As in the embodiment of 
FIG. 1 assume a multi-domain processor including at least a 
core domain and a graphics domain. These minimum reser­
vation values can be obtained, e.g., from configuration regis­
ters set by user-level software to indicate a floor level corre­
sponding to a minimum amount of power budget to be 
allocated to the given domain. Of course, these values instead 
can be set by other entities such as an OS and/or graphics 
driver, respectively for the core and graphics domains. 

At diamond 220 it can be determined whether the package 

a domain gets the frequency it requested, or if a workload 
profile on the domain changes. For example if the workload 5 

utilization on that domain decreases (e.g., CO residency 
decreases), the OS or driver software can chose to reduce the 
policy value for that domain. Then based on these policy 
values and the above Equations 2 and 3, a percentage of the 
package budget, e.g., as determined in accordance with Equa- 10 

tion 1, can be allocated to each of the domains by controlling 
their frequency and/or voltage accordingly. In various 
embodiments, the above mechanism of splitting budget 
between the domains is done on a continuous basis every 
deltaT time interval. 

Referring now to FIG. 1, shown is a flow diagram of a high 
level method of performing power budget allocations 
between multiple domains in accordance with an embodi­
ment of the present invention. As shown in FIG. 1, method 
100 can be implemented by logic within a processor, such as 20 

power sharing logic of a PCU or other power controller. As 
seen, method 100 may begin by determining a package power 
budget for a current interval (block 110). In various embodi­
ments, this determination can be made in accordance with 
Equation 1 above, although other marmers of determining a 25 

package power budget for a given interval can occur. 

15 power budget is greater than the minimum reservation value 
for the second domain. The package power budget can be 
calculated in different manners, but assume for purposes of 
discussion that it is calculated in accordance with Equation 1 

Next, at block 120 a portion of this package power budget 
to be allocated amongst multiple domains can be determined. 
For purposes of discussion herein, assume a multi-domain 
processor including a core domain and a graphics domain. 30 

Different marmers of allocating or sharing a power budget 
between these domains can occur in different embodiments. 

above. If the budget is not greater than this minimum reser­
vation value, control passes to block 230 where all of the 
package power budget can be allocated to the second domain. 
Thus the embodiment shown in FIG. 2 favors providing 
power to the second domain (which may correspond to a 
graphics domain) over the first domain (which may corre­
spond to a core domain). Although shown with this prefer­
ence in FIG. 2, understand the scope of the present invention 
is not limited in this regard, and in other implementations the 
preference can be in the other direction. And note that this 
preference can be dynamically changed based on a workload 
of a processor ( e.g., a graphics intensive workload versus a 
computing intensive workload). As an example, a preference 
for the graphics domain can be hard mapped to first allocate to 
the graphics domain and then to the core domain to share the 
rest between core domain and graphics domain. This decision 

35 can be made based on the POLICY _FIRST and POLICY_ 

In general however, information regarding the manner in 
which sharing is to be performed, e.g., as indicated within 
configuration registers that can be set by system level and/or 
user-level software in addition to any floors or minimum 
values to be allocated to the different domains, can be con­
sidered in this determination. Accordingly, block 120 deter­
mines the allocation of the package power budget to be pro­
vided to each domain. Thus control next passes to block 130 40 

where these domains can be controlled in accordance with 
this allocation. More specifically at block 130 a frequency 
and/or voltage of these domains can be updated based on the 
allocated portion of the power budget. In this way, for the 
given interval each of the domains can execute operations in 45 

accordance with this budget. While shown at this high level in 
the embodiment of FIG. 1, understand the scope of the present 
invention is not limited in this regard. 

To handle cases where a certain amount of budget may be 
desired to be reserved for a domain, embodiments may sup- 50 

port additional tunable parameters. These parameters, which 
may also be exposed by way of configuration registers or in 
another manner, can reserve a predetermined amount of bud­
get for a given domain. In one embodiment, these parameters 
may be referred to as reservation values and can be used to 55 

identify a minimum power budget ( e.g., in terms of Watts) to 
be allocated to a given domain. In the described multi-domain 
processor, these parameters may be as follows: 

SECOND values. For example, if POLICY _FIRST is greater 
than POLICY _SECOND, the preference may be to first allo­
cate to the core domain and then allocate the remaining bud-
get to graphics domain and so on. 

If instead at diamond 220 it is determined that the package 
power budget is greater than the minimum reservation value 
for the second domain, control passes to diamond 240, where 
it can be determined whether the package power budget is 
greater than this minimum reservation value but less than the 
sum of the minimum reservation values for the two domains. 
If this is the case, control passes to block 250 where the 
minimum reservation value can be allocated to the second 
domain, and any remaining package power budget can be 
allocated to the first domain. Note again with regard to this 
allocation that a preference is made in favor of the second 
domain over the first domain. But in another implementation 
( or different workload), the preferences can be in the other 
direction. 

Finally, if the package power budget is greater than the sum 
of the minimum reservation values, control passes to block 
260 where the minimum reservation values can be allocated 
to the domains, and then any remaining package power bud­
get can be shared according to sharing policy values. These 
sharing policy values may also be obtained, e.g., from the 

Min_reserved_for_IA~amount of budget to be 
reserved for the core domain; and 

Min_reserved_for_GT~amount of budget to be 
reserved for the graphics domain. 

60 configuration registers of Table 1. As one example, these 
sharing values can be set at equal values such that the remain­
ing power budget can be allocated equally amongst the two 
domains. However in other examples, one of the domains 
may have a higher policy sharing value and thus may obtain 

Referring now to FIG. 2, shown is a flow diagram of a 
method describing further details of allocating a package 
power budget between multiple domains in accordance with 

65 more of the available power budget. Although shown with this 
particular implementation in the embodiment of FIG. 2, 
understand the scope of the present invention is not limited in 
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this regard. For example, in products having greater than two 
domains, the analysis may proceed similarly but the available 
power budget is shared amongst the m>2 variable power 
domains based on policy values, reservation values, and/or 
preferences for each of the domains. 

Thus, based on the scenarios in FIG. 2 using the program­
mable reservation parameters, there can be four potential 
cases with regard to the packet budget ( and assuming that the 
graphics domain has a higher preference value than the core 
domain): 
1. Package budget<Min_reserved_for_GT. In this case the 

graphics domain receives the entire package budget, and 
the core domain receives no part of the package budget. 

2. Min_reserved_for_IA+min_reserved_for_GT>Package 
budget>Min reserved for GT. In this case the graphics 
domain receives its minimum reservation value and the 
core domain receives the remaining budget (i.e., Packet 
budget-Min reserved for GT). 

3. Package budget>Min_reserved_for_IA+Min_reserved_ 
for_ GT. In this case the graphics domain receives its mini­
mum reservation value and a portion of the budget that 
exceeds the sum of the minimum reservation values. Iden­
tically the core domain receives its minimum reservation 
value and a portion of the budget that exceeds the sum of 
the minimum reservation values. The portions allocated to 
the two domains can be a function of POLICY _FIRST and 
POLICY_SECOND (of Table 1) as follows: 

8 
the total power budget allocated to the core domain can be 
higher, and in tum when a graphics-intensive workload is 
being executed, the portion of the total package power budget 
being allocated to the graphics domain can be higher. 

As further seen, the sum of the power budgets when both 
domains are executing at their highest guaranteed frequency 
corresponds to a sum of the maximum power budgets at a 
point 20. This sum can exceed the total package power budget 
and thus, the realistic current maximum power consumption 

10 level may fall on a range between points 30 and 40. Operating 
at points 30 or 40 depends on how the power budget is split 
between the core and graphics domains. Prioritizing towards 
the graphics domain will result in operating at point 40 and 
prioritizing towards the core domain will result in operating at 

15 point 30. 
However as seen in FIG. 5, it is possible that both domains 

can execute at their guaranteed maximum operating fre­
quency and not violate the total package power budget in a 
turbo mode, as the total package power budget can be set to a 

20 higher level 15, when the turbo mode is available. Thus for at 
least short time periods, a turbo mode may be available in 
which both domains can at least meet their maximum guar­
anteed operating frequency. 

Referring now to FIG. 6, shown is a block diagram of a 
25 processor in accordance with an embodiment of the present 

invention. As shown in FIG. 6, processor 300 may be a mul­
ticore processor including a plurality of cores 310a-310n. In 
one embodiment, each such core may be of an independent 

Pkg_budget_for_IA~Min Guaranteed 
IA+PKG_BUDGET*IA_percentage_of_package_budget. [6] 30 

power domain and can be configured to operate at an inde­
pendent voltage and/or frequency, and to enter turbo mode 
when available headroom exists. The various cores may be 

Similarly, Pkg_budget_GT~Min Guaranteed 
GT+PKG_BUDGET*GT_percentage_of_package_budget. [7] 

4. Package budget>Min reserved for IA+GT but with a non­
uniform split. In this case the graphics domain receives its 
minimum reservation value and a portion of the budget that 
exceeds the sum of the minimum reservation values. The 
portion of budget given to the graphics domain is governed 

coupled via an interconnect 315 to a system agent or uncore 
320 that includes various components. As seen, the uncore 
320 may include a shared cache 330 which may be a last level 

35 cache. In addition, the uncore may include an integrated 
memory controller 340, various interfaces 350 and a power 
control unit 355. 

by Equation 7 listed above (and that allocated to the core 
domain in Equation 6). Based on the POLICY _FIRST and 40 

POLICY _SECOND values, the excess power budget can 

In various embodiments, power control unit 355 may 
include a power sharing logic 359, which may be a logic to 
perform dynamic control and re-allocation of an available 
power budget between multiple independent domains of the 

by split asymmetrically between the domains. For example 
if POLICY _FIRST is 0 and POLICY _SECOND is 16, the 
graphics domain receives 75% of the package budget and 
the core domain receives the remaining 25%. FIG. 3 is a 45 

graphical illustration of the different allocation cores for 
these four cases, which are listed as cases 1-4 in the illus­
tration. 

processor. In the embodiment of FIG. 6, assuming that each 
core is of an independent power domain, logic 359 can cal­
culate an available power budget for a given time interval and 
dynamically allocate portions of this available power budget 
to the different cores. Such allocations can be on equal foot-
ing, or preferenced to one or more of the domains. These 
allocations can thus be based on policy values for the different 
domains, minimum reservation values for the different To further illustrate how different domains can share a 

power budget, and furthermore how this power budget can 
shift between the domains based on a type of workload being 
executed, reference can be made to FIGS. 4 and 5, which are 
graphical illustrations of various allocations of a power bud­
get between multiple domains in different workload environ­
ments. 

Referring first to FIG. 4, shown is a power consumption 
diagram in which a graphics domain power consumption is on 
the X-axis and a core domain power consumption is on the 
Y-axis. As seen, each domain may have an independent speci­
fication power level, which may correspond to a P 1 or thermal 
design power level, which is the maximum guaranteed fre­
quency at which the domain can execute. In addition, the 
domains can execute at higher power levels in a turbo mode 
(namely, a higher than guaranteed operating frequency, cor­
responding to a PO performance state). As seen, a line 10 
joining the axes corresponds to a total package power budget. 
When a core-intensive workload is executed, the portion of 

50 domains, and preference values. In one embodiment, these 
preference values may be of a ranked order in which each 
domain is ranked according to its preference. For example, in 
a two domain system the two domains can be ranked as a 
higher and lower preference such that an algorithm as dis-

55 cussed in FIG. 2 can allocate a minimum reservation value to 
the higher ranked domain when there is insufficient power 
budget for both domains' minimum reservation values. And 
of course such rankings can be extended to additional 
domains. As further seen in FIG. 6 to provide for storage of 

60 various policy values, minimum reservation values and pref­
erence values, a power control storage 357 may further be 
present within PCU 355 to store these various values. 
Although shown at this location in the embodiment of FIG. 6, 
understand that the scope of the present invention is not 

65 limited in this regard and the storage of this information can 
be in other locations, such as configuration registers, non­
volatile storage or the like. 
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With further reference to FIG. 6, processor 300 may com­
municate with a system memory 360, e.g., via a memory bus. 
In addition, by interfaces 350, connection can be made to 
various off-chip components such as peripheral devices, mass 
storage and so forth. While shown with this particular imple- 5 

mentation in the embodiment of FIG. 6, the scope of the 
present invention is not limited in this regard. 

Referring now to FIG. 7, shown is a block diagram of a 
multi-domain processor in accordance with another embodi­
ment of the present invention of the present invention. As 10 

shown in the embodiment of FIG. 7, processor 400 includes 
multiple domains. Specifically, a core domain 410 can 
include a plurality of cores 41 0a-41 On, a graphics domain 420 
can include one or more graphics engines, and a system agent 

15 
domain 450 may further be present. In various embodiments, 
system agent domain 450 may execute at a fixed frequency 
and may remain powered on at all times to handle power 
control events and power management such that domains 410 
and 420 can be controlled to dynamically enter into and exit 20 

low power states. In addition, these domains can dynamically 
share a package power budget between them in accordance 
with an embodiment of the present invention. Each of 
domains 410 and 420 may operate at different voltage and/or 
power. 25 

10 
shown at this high level in the embodiment of FIG. 7, under­
stand the scope of the present invention is not limited in this 
regard. 

Thus in various embodiments, a technique is provided to 
enable selection of how much of a common power envelope 
can be allocated to each of multiple independent power 
domains of a semiconductor device. Note that this power 
sharing approach is different than conventional power man­
agement control of processing engines, which simply acts to 
select one or more engines to be placed into a low power state, 
but does not provide for the dynamic power sharing of a 
power budget between domains as described herein. That is, 
embodiments provide a mechanism to dynamically share the 
power budget between different compute components in the 
same die. As a result, a power budget or power headroom can 
be reallocated between cores and graphics engine when they 
are both integrated on the same die. Although embodiments 
described herein are with regard to a multi-domain processor 
having at least one core domain and a graphics domain, the 
scope of the present invention is not so limited, and can be 
extended to any integrated semiconductor device where com­
mon power resources are dynamically allocated between 
multiple compute entities. 

Embodiments thus may dynamically redistribute power 
between core domain and graphics domain, enabling flexibil­
ity to handle various different workload requirements. 

Embodiments may be implemented in many different sys­
tem types. Referring now to FIG. 8, shown is a block diagram 

Note that while only shown with three domains, under­
stand the scope of the present invention is not limited in this 
regard and additional domains can be present in other 
embodiments. For example, multiple core domains may be 
present each including at least one core. In this way, finer 
grained control of the amount of processor cores that can be 
executing at a given frequency can be realized. 

In general, each core 410 may further include low level 
caches in addition to various execution units and additional 
processing elements. In turn, the various cores may be 
coupled to each other and to a shared cache memory formed 

30 of a system in accordance with an embodiment of the present 
invention. As shown in FIG. 8, multiprocessor system 500 is 
a point-to-point interconnect system, and includes a first pro­
cessor 570 and a second processor 580 coupled via a point­
to-point interconnect 550. As shown in FIG. 8, each of pro-

of a plurality ofunits of a last level cache (LLC) 4400 -440n. In 
various embodiments, LLC 450 may be shared amongst the 
cores and the graphics engine, as well as various media pro­
cessing circuitry. As seen, a ring interconnect 430 thus 
couples the cores together, and provides interconnection 
between the cores, graphics domain 420 and system agent 
circuitry 450. 

35 cessors 570 and 580 may be multicore processors, including 
first and second processor cores (i.e., processor cores 574a 
and 574b and processor cores 584a and 584b), although 
potentially many more cores may be present in the proces­
sors. Each of the processors can include a PCU or other logic 

40 to perform dynamic allocation of a package power budget 
between multiple domains of the processor, as described 
herein. 

Still referring to FIG. 8, first processor 570 further includes 
a memory controller hub (MCH) 572 and point-to-point (P-P) 

45 interfaces 576 and 578. Similarly, second processor 580 
includes a MCH 582 and P-P interfaces 586 and 588. As 

In the embodiment of FIG. 7, system agent domain 450 
may include display controller 452 which may provide con­
trol of and an interface to an associated display. As further 
seen, system agent domain 450 may include a power control 
unit 455 which can include a power sharing logic 459 in 
accordance with an embodiment of the present invention. In 50 

various embodiments, this logic may execute algorithms such 
as shown in FIGS. 1 and 2 to thus dynamically share an 
available package power budget between the core domain and 
the graphics domain. 

As further seen in FIG. 7, processor 400 can further include 55 

an integrated memory controller (IMC) 470 that can provide 
for an interface to a system memory, such as a dynamic 
random access memory (DRAM). Multiple interfaces 4800 -

480n may be present to enable interconnection between the 
processor and other circuitry. For example, in one embodi- 60 

ment at least one direct media interface (DMI) interface may 
be provided as well as one or more Peripheral Component 
Interconnect Express (PCI Express™ (PCie™)) interfaces. 
Still further, to provide for communications between other 
agents such as additional processors or other circuitry, one or 65 

more interfaces in accordance with a Intel® Quick Path Inter­
connect (QPI) protocol may also be provided. Although 

shown in FIG. 8, MCH's 572 and 582 couple the processors 
to respective memories, namely a memory 532 and a memory 
534, which may be portions of system memory (e.g., DRAM) 
locally attached to the respective processors. First processor 
570 and second processor 580 may be coupled to a chipset 
590 via P-P interconnects 552 and 554, respectively. As 
shown in FIG. 8, chipset 590 includes P-P interfaces 594 and 
598. 

Furthermore, chipset 590 includes an interface 592 to 
couple chipset 590 with a high performance graphics engine 
538, by a P-P interconnect 539. In turn, chipset 590 may be 
coupled to a first bus 516 via an interface 596. As shown in 
FIG. 8, various input/output (I/O) devices 514 may be 
coupled to first bus 516, along with a bus bridge 518 which 
couples first bus 516 to a second bus 520. Various devices may 
be coupled to second bus 520 including, for example, a key­
board/mouse 522, communication devices 526 and a data 
storage unit 528 such as a disk drive or other mass storage 
device which may include code 530, in one embodiment. 
Further, an audio I/O 524 may be coupled to second bus 520. 
Embodiments can be incorporated into other types of systems 
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including mobile devices such as a smart cellular telephone, 
tablet computer, netbook, or so forth. 

12 
7. The processor of claim 1, wherein the first logic is to 

dynamically allocate substantially all of the power budget to 
the first domain for a first workload, and to dynamically 
allocate substantially all of the power budget to the second 

5 domain for a second workload executed after the first work­
load. 

Embodiments may be implemented in code and may be 
stored on a non-transitory storage medium having stored 
thereon instructions which can be used to program a system to 
perform the instructions. The storage medium may include, 
but is not limited to, any type of disk including floppy disks, 
optical disks, solid state drives (SSDs), compact disk read­
only memories (CD-ROMs), compact disk rewritables (CD­
RWs), and magneto-optical disks, semiconductor devices 10 

such as read-only memories (ROMs), random access memo­
ries (RAMs) such as dynamic random access memories 
(DRAMs), static random access memories (SRAMs), eras­
able programmable read-only memories (EPROMs), flash 
memories, electrically erasable programmable read-only 15 

memories (EEPROMs), magnetic or optical cards, or any 
other type of media suitable for storing electronic instruc­
tions. 

While the present invention has been described with 
respect to a limited number of embodiments, those skilled in 20 

the art will appreciate numerous modifications and variations 
therefrom. It is intended that the appended claims cover all 
such modifications and variations as fall within the true spirit 
and scope of this present invention. 

8. A non-transitory machine-readable medium having 
stored thereon instructions, which if performed by a machine 
cause the machine to perform a method comprising: 

determining, in a power controller of a multi-domain pro­
cessor, a power budget for the multi-domain processor, 
the multi-domain processor including at least a first 
domain and a second domain; 

determining, in the power controller, a portion of the power 
budget to be allocated to the first and second domains, 
including allocating a minimum reservation value to the 
first domain and a minimum reservation value to the 
second domain, and sharing a remaining portion of the 
power budget according to a first sharing policy value for 
the first domain and a second sharing policy value for the 
second domain; and 

controlling a frequency of the first domain and a frequency 
of the second domain based on the allocated portions. 

9. The non-transitory machine-readable medium of claim 
What is claimed is: 
1. A processor comprising: 
a first domain and a second domain, each of the first and 

second domains to operate at an independent voltage 
and frequency; 

25 8, wherein determining the portion of the power budget to be 
allocated to the first and second domains includes allocating 
the power budget to the second domain and not to the first 
domain if the power budget is less than the minimum reser­
vation value for the second domain. 

a memory controller coupled to the first and second 30 

domains; 
at least one interface; and 
first logic to dynamically allocate a power budget for the 

processor between the first and second domains at run 
time according to a first sharing policy value for the first 35 

domain and a second sharing policy value for the second 
domain, the first and second sharing policy values con­
trollable by user-level software. 

2. The processor of claim 1, wherein the first logic is to 
determine a portion of the power budget to allocate to the first 40 

domain based on the first sharing policy value. 

10. The non-transitory machine-readable medium of claim 
9, wherein the method further comprises obtaining the mini­
mum reservation value for the second domain from a configu­
ration register written by user-level software. 

11. The non-transitory machine-readable medium of claim 
9, wherein the method further comprises allocating the mini­
mum reservation value for the second domain to the second 
domain, and allocating a remaining portion of the power 
budget to the first domain when the power budget is greater 
than the minimum reservation value for the second domain 
but less than a sum of the minimum reservation value for the 
second domain and a minimum reservation value for the first 
domain. 

12. The non-transitory machine-readable medium claim 8, 
wherein the first sharing policy value is controllable by soft-

3. The processor of claim 1, wherein the first logic is to 
dynamically allocate the power budget further according to a 
first minimum reservation value for the first domain and a 
second minimum reservation value for the second domain, 
the first and second minimum reservation values controllable 
by the user-level software. 

4. The processor of claim 3, wherein the first logic is to 
provide at least a first portion of the power budget to the first 
domain, the first portion corresponding to the first minimum 
reservation value. 

45 ware executing on the first domain, the first sharing policy 
value to be incremented when a request for a higher frequency 
for the first domain is not granted, and the second sharing 
policy value is controllable by software executing on the 
second domain, the second sharing policy value to be incre-

50 mented when a request for a higher frequency for the second 
domain is not granted. 

5. The processor of claim 1, wherein the first logic is to 
determine the power budget for a current time interval based 
at least in part on a power budget carried forward from a 
previous time interval, a power consumed in the previous time 55 

interval, and a power budget decay value. 
6. The processor of claim 5, wherein the first logic is to 

determine the power budget according to En =En-I *alpha+(l­
alpha)*(Power_Limit*deltaT-Energy), where: 

En is the power budget for the current time interval; 
En-I is the power budget carried forward from the previous 

time interval; 
Power_limit is a threshold power level; 
deltaT is a length of the time interval; 

60 

Energy is the power consumed during the previous time 65 

interval; and 
alpha is the power budget decay value. 

13. A system comprising: 
a multicore processor having a first domain including a 

plurality of cores, a second domain including a graphics 
engine, and a third domain including system agent cir­
cuitry, the third domain to operate at a fixed power 
budget and including a power sharing logic to dynami­
cally allocate a variable power budget between the first 
and second domains based at least in part on a first power 
sharing value for the first domain stored in a first storage 
and a second power sharing value for the second domain 
stored in a second storage; and 

a dynamic random access memory (DRAM) coupled to the 
multicore processor. 

14. The system of claim 13, wherein the power sharing 
logic to determine the variable power budget for a current 
time interval and to allocate a first portion of the variable 
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power budget to the first domain according to the first power 
sharing value, and to allocate a second portion of the variable 
power budget to the second domain according to the second 
power sharing value. 

15. The system of claim 14, wherein the power sharing 5 

logic is to dynamically allocate substantially all of the vari­
able power budget to the first domain for a first workload, and 
to dynamically allocate substantially all of the variable power 
budget to the second domain for a second workload executed 
after the first workload. 10 

16. The system of claim 14, wherein the power sharing 
logic is to increment the first power sharing value when a 
request for a higher frequency for the first domain is not 
granted, and to increment the second power sharing value 
when a request for a higher frequency for the second domain 15 

is not granted. 
17. The system of claim 14, wherein the power sharing 

logic is to further allocate the first portion of the variable 
power budget according to a first minimum reservation value 
for the first domain and allocate the second portion of the 20 

variable power budget according to a second minimum res­
ervation value for the second domain. 

18. The system of claim 14, wherein the power sharing 
logic is to further allocate the variable power budget accord­
ing to a preference value, the preference value to favor the 25 

second domain over the first domain. 

* * * * * 

14 
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