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DEVICE SELECTION FOR PROVIDING A 
RESPONSE 

BACKGROUND 

0001. As the processing power available to devices and 
associated Support services continues to increase, it has 
become practical to interact with users in new ways. In 
particular, it is becoming practical to interact with users 
through speech. Many devices are now capable of receiving 
and responding to voice commands, including personal 
computers, Smartphones, tablet devices, media devices, 
entertainment devices, industrial systems, Voice-based assis 
tants, and so forth. Described herein are technological 
Solutions to problems faced when expanding these systems. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0002 The detailed description is described with refer 
ence to the accompanying figures. In the figures, the left 
most digit(s) of a reference number identifies the figure in 
which the reference number first appears. The use of the 
same reference numbers in different figures indicates similar 
or identical components or features. 
0003 FIG. 1 is a block diagram illustrating an example 
speech-based system that receives user utterances from 
multiple speech interface devices. 
0004 FIG. 2 is a flow diagram illustrating an example 
method of processing multiple audio signals from multiple 
speech interface devices. 
0005 FIG. 3 is a flow diagram illustrating another 
example method that may be performed by one of the speech 
interface devices to process a received audio signal. 
0006 FIG. 4 is a flow diagram illustrating an example 
method of arbitrating between two speech devices. 
0007 FIG. 5 is a flow diagram illustrating an example 
method that may be performed by a speech interface device 
to provide an audio signal and accompanying metadata to a 
speech service. 
0008 FIGS. 6-8 show examples of time sequences, from 
top to bottom, of actions that may result from different 
situations when processing audio signals from different 
speech interface devices in accordance with the method of 
FIG. 3. 
0009 FIG. 9 is a block diagram showing relevant com 
ponents of an example speech interface device. 
0010 FIG. 10 is a block diagram showing relevant com 
ponents of an example server that may be used in part to 
implement a speech service Such as described herein. 

DETAILED DESCRIPTION 

0011. A speech-based system may be configured to inter 
act with a user by speech to receive instructions from the 
user and to provide services for the user. In certain embodi 
ments, the system may comprise multiple speech interface 
devices placed at different locations within a room, a house, 
or another environment. Each speech interface device has a 
microphone for receiving user speech and, in some embodi 
ments, may work with an integrated or associated loud 
speaker for playing responsive system speech. 
0012 Certain functions and capabilities of each device 
may be provided at least in part by a network-based service, 
which the device may access through a data communications 
network, including the Internet. In particular, the network 
based service may provide speech processing and interaction 
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capabilities for the device, including automatic speech rec 
ognition (ASR), natural language understanding (NLU), 
response generation, and text-to-speech (TTS) functionality. 
Upon determining an intent expressed by user speech, the 
network-based service performs functions and/or produces 
audio using the speech interface device. 
0013. In certain embodiments, the speech interface 
device may include both a microphone and a loudspeaker. In 
other embodiments, the speech interface device may com 
prise a microphone for receiving user speech, with respon 
sive system-generated speech being provided by a speaker 
device. Such a speaker device may be under the control of 
the speech interface device and may play audio provided by 
the speech interface device. Alternatively, the speaker device 
may receive responsive speech audio from the network 
based service. 

0014. In situations in which multiple speech interface 
devices are near each other, Such as within a single room or 
in adjoining rooms, each of the speech interface devices may 
receive a user utterance and each device may independently 
attempt to process and respond to the user utterance as if it 
were two separate utterances. The following disclosure 
relates to techniques for avoiding such duplicate efforts and 
responses, among other things. 
0015. In the described embodiments, each speech inter 
face device detects that a user is speaking a command and 
streams an audio signal representing the spoken command to 
a network-based speech service. The network-based speech 
service receives the audio signal, performs ASR and NLU to 
determine the intent expressed by the command, and pro 
vides a response to one of the speech interface devices. For 
example, the response may comprise generating data repre 
senting words that are to be produced as Sound by the speech 
interface device in response to the user command. As 
another example, the response may comprise an instruction 
for the speech interface to start playing music or to perform 
another function. 

0016. When receiving audio signals from multiple speech 
interface devices within a home, the system selects one of 
the devices that is to respond to the user command (e.g., 
provide an audible response or otherwise act in response to 
the user command). The selection may be made based on 
metadata associated with the audio signals. As one example, 
the system may attempt to determine the proximity of the 
user to the different speech interface devices and to select the 
speech interface device that is nearest the user. Proximity 
may include temporal and physical proximity, and may be 
indicated by metadata attributes Such as audio signal ampli 
tude, levels of Voice presence detected in the audio signals, 
relative times at which user speech was detected by the 
speech interface devices, and other attributes that may be 
produced or provided by the speech interface devices. For 
example, a higher audio signal amplitude at a first speech 
interface device relative to second speech interface device 
may indicate that a user is nearer to the first speech interface 
than to the second speech interface device. As another 
example, the speech interface device that first detects or 
recognizes user speech may be the device that is nearest the 
USC. 

0017 Proximity may also be indicated by attributes pro 
duced by the network-based speech service, such as ASR 
and NLU confidence levels. In some cases, a proximity 
score may be created based on numerous attributes, and 
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proximity scores corresponding to the different audio signals 
may be compared to select the audio signal having the 
highest metadata score. 
0018. In some cases, a selection of which of multiple 
speech processing devices will respond to received user 
speech may be made based on the context within which a 
command is spoken. For example, a newly received com 
mand may relate to the same Subject as a previous command 
for which a particular speech interface device responded, 
and the same speech interface device may therefore be 
selected to respond to the newly received command. As 
another example, the most recently active speech interface 
device may be selected to provide an action or speech in 
response to a user command. As yet another example, in the 
case that one of the speech interface devices has capabilities 
for providing an appropriate response to a speech command 
and another of the devices does not, the device having the 
capabilities may be selected for providing the response. As 
yet another example, the speech command may relate to an 
activity that one of the speech interface devices is currently 
performing, and that speech interface device may therefore 
be selected to act upon or respond to the speech command. 
In some cases, it may happen that a first device is performing 
an activity in response to a previous user command and that 
a new command modifying that activity is detected by 
second device. In this case, the network-based speech ser 
Vice may determine that the new command relates to the 
current activity of the first device and may select the first 
device to respond to the user command. 
0019. In some embodiments, an audio signal representing 
a speech command may be provided by a first speech 
interface device and a second speech interface device may 
fail to detect or send the speech command, even though the 
command may be related to an activity that the second 
speech interface device is currently performing. For 
example, the second device may be playing music when the 
first device receives the command “stop.” The system may 
determine that the command received by the first device 
relates to the activity being performed by the second device, 
and may direct a response to the second device rather than 
to the first device. In this example, the “stop” command is 
directed to the second device, and the second device 
responds by stopping the playback of music. 
0020 FIG. 1 shows an example system 100 that provides 
services based on spoken commands. The system has mul 
tiple speech interface devices 102. The speech interface 
devices 102 will be referred herein simply as devices 102. 
For purposes of discussion, two devices 102(a) and 102(b) 
are shown, although the system 100 may include more than 
two devices 102. Each device 102 has one or more micro 
phones that are used to capture user speech as well as one or 
more speakers that are used to play speech and content. In 
some embodiments, the devices 102 may be designed to 
operate from a fixed location. In other embodiments, the 
devices 102 may be portable. For example, the devices 102 
may comprise handheld devices or other mobile devices, 
Such as Smartphones, tablet computers, media players, per 
Sonal computers, wearable devices, various types of acces 
sories, and so forth. 
0021. A user 104 is shown as interacting with the system 
100 through the devices 102. The devices 102 may be 
located near enough to each other so that both of the devices 
102 may detect an utterance of the user 104. 
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0022. In certain embodiments, the primary mode of user 
interaction with the speech interface device 102 may be 
through speech. For example, the speech interface device 
102 may receive spoken commands from the user 104 and 
provide services in response to the commands. The user 104 
may speak a predefined trigger expression (e.g., "Awake'), 
which may be followed by instructions or directives (e.g., 
“I’d like to go to a movie. Please tell me what’s playing at 
the local cinema.”). Provided services may include perform 
ing actions or activities, rendering media, obtaining and/or 
providing information, providing information via generated 
or synthesized speech via the speech interface device 102, 
initiating Internet-based services on behalf of the user 104, 
and so forth. 
0023 Sound corresponding to a spoken user request 106 

is received by each of the devices 102. In certain imple 
mentations, the user request 106 may be prefaced by a 
wakeword or other trigger expression that is spoken by the 
user 104 to indicate that subsequent user speech is intended 
to be received and acted upon by one of the devices 102. The 
device 102 may detect the wakeword and interpret subse 
quent user speech as being directed to the device 102. A 
wakeword in certain embodiments may be a reserved key 
word that is detected locally by the speech interface device 
102. Upon detecting the keyword, the speech interface 
device 102 may begin providing an audio signal to a remote, 
network-based speech recognition system for detecting and 
responding to Subsequent user utterances. 
0024. In certain implementations, each device 102 may 
have an expression detector that analyzes an audio signal 
produced by a microphone of the device 102 to detect the 
wakeword, which generally may be a predefined word, 
phrase, or other sound. Such an expression detector may be 
implemented using keyword spotting technology, as an 
example. A keyword spotter is a functional component or 
algorithm that evaluates an audio signal to detect the pres 
ence a predefined word or expression in the audio signal. 
Rather than producing a transcription of the words of the 
speech, a keyword spotter generates a true/false output to 
indicate whether or not the predefined word or expression 
was represented in the audio signal. 
0025. In certain embodiments, an expression detector of 
an audio device 102 may be configured to analyze the audio 
signal to produce a score indicating a likelihood that the 
wakeword is represented in the audio signal. The expression 
detector then compares the score to a threshold to determine 
whether the wakeword will be declared as having been 
spoken. 
0026. In some cases, a keyword spotter may use simpli 
fied ASR (automatic speech recognition) techniques. For 
example, an expression detector may use a Hidden Markov 
Model (HMM) recognizer that performs acoustic modeling 
of the audio signal and compares the HMM model of the 
audio signal to one or more reference HMM models that 
have been created by training for a specific trigger expres 
sion. An HMM model represents a word as a series of states. 
Generally, a portion of an audio signal is analyzed by 
comparing its HMM model to an HMM model of the trigger 
expression, yielding a feature score that represents the 
similarity of the audio signal model to the trigger expression 
model. 
0027. In practice, an HMM recognizer may produce 
multiple feature scores, corresponding to different features 
of the HMM models. An expression detector may use a 
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support vector machine (SVM) classifier that receives the 
one or more feature scores produced by the HMM recog 
nizer. The SVM classifier produces a confidence score 
indicating the likelihood that an audio signal contains the 
trigger expression. The confidence score is compared to a 
confidence threshold to make a final decision regarding 
whether a particular portion of the audio signal represents an 
utterance of the trigger expression. Upon declaring that the 
audio signal represents an utterance of the trigger expres 
Sion, the audio device 102 begins transmitting the audio 
signal to the remote, network-based speech recognition 
system for detecting and responding to Subsequent user 
utterances. 

0028. Each device 102 receives the user request 106 and 
produces a corresponding audio signal 108 and associated 
metadata 110. Specifically, the first speech interface device 
102(a) produces a corresponding audio signal 108(a) and 
associated metadata 110(a), and the second speech interface 
device 102(b) produces a corresponding audio signal 108(b) 
and associated metadata 110(b). Each of the audio signals 
108(a) and 108(b) represents the same user speech, corre 
sponding to the user request 106. 
0029. The metadata 110 may comprise various informa 
tion that can be used to determine or infer the proximity of 
the user 104 relative to the respective device 102 and more 
generally that can be used to determine which of the devices 
102 a speech response or other action should be directed to. 
Proximity in this environment may correspond to either or 
both of physical proximity and temporal proximity. For 
example, first metadata 110(a) may include a first timestamp 
indicating the time at which the user speech 106 was 
received by the first speech interface device 102(a) and the 
second metadata 110(b) may include a second timestamp 
indicating the time at which the user speech 106 was 
received by the second speech interface device 102(a). The 
metadata 110 may include other information such as the 
signal energy of the audio signal 108 and/or a level of voice 
presence in the audio signal 108 as detected by the speech 
interface device 102. 
0030 The audio signals 108 and associated metadata 110 
are provided to a speech service 112 for analysis and 
responsive action. In some cases, the speech service 112 
may be a network-accessible service implemented by mul 
tiple server computers that support devices 102 in the homes 
or other premises of many different users. The devices 102 
may communicate with the speech service 112 over a 
wide-area network such as the Internet. Alternatively, one or 
more of the devices 102 may include or provide the speech 
service 112. 

0031. The speech service 112 determines, based on the 
metadata 110 and other metadata that may be produced by 
the speech service 112 itself, which of the speech interface 
devices 102 should receive and perform a response 114 to 
the user request 106. This is done in a way that reflects the 
likely intent of the user 104 to speak to a particular one of 
the speech interface devices 102. Various techniques will 
described below for determining which of the devices 102 
the user 104 most likely wants to respond to the user request 
106. 

0032 Generally, the speech service 112 works by first 
determining whether the audio signals received from the 
devices 102 represent the same utterance, which can be 
performed by comparing the times at which the devices 102 
received the user speech. If the audio signals do represent 
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the same utterance. Such as may be deemed to be the case 
when the times at which the devices 102 received the user 
speech are in close temporal proximity to each other, arbi 
tration is performed to determine which of the devices 102 
should be used to provide a response to the user request 
represented by the audio signals. 
0033. The speech service 112 is configured to process the 
audio signals 108(a) and 108(b) using respective speech 
processing pipeline instances 116(a) and 116(b). Each pipe 
line instance 116 corresponds to one of the devices 102 and 
to the signal 108 provided by the pipeline instance. In the 
illustrated example, the first speech processing pipeline 
instance 116(a) corresponds to the first device 102(a) and to 
the corresponding first audio signal 108(a). The second 
speech processing pipeline instance 116(b) corresponds to 
the second device 102(b) and to the corresponding second 
audio signal 108(b). 
0034 Each speech processing pipeline instance 116 has 
an ordered series of pipeline processing components con 
figured to process the received audio signal 108. The first 
speech processing pipeline instance 116(a) processes the 
first audio signal 108(a) and corresponding first metadata 
110(a), which are received from the first device 102(a). The 
second speech processing pipeline instance 116(b) receives 
and processes the second audio signal 108(b) and corre 
sponding second metadata 110(b), which are received from 
the second device 102(b). Each pipeline instance 116 may be 
implemented by a different server of the speech service 112. 
0035. The processing components of each speech pro 
cessing pipeline instance 116 comprise an automatic speech 
recognition (ASR) component 118 configured to analyze the 
received audio signal 108 to determine words of the spoken 
user request 106. The processing components also comprise 
a natural language understanding (NLU) component 120 
positioned in the pipeline instance after the ASR component 
118. The NLU component 120 is configured to analyze the 
words of the user request 106 produced by the ASR com 
ponent 118 to determine an intent expressed by the user 
request 106. The processing components also comprise a 
response dispatcher 122 positioned in the pipeline instance 
after the NLU component 120. The response dispatcher 122 
is configured to determine and specify a speech response or 
other action corresponding to the intent of the user request 
106 based on the intent determined by the NLU component 
120, and to provide the response to the corresponding device 
102 or instruct the corresponding device 102 to perform an 
action in response to the user request 106. 
0036) Each pipeline instance 116 receives an audio signal 
108 from a corresponding device 102 and, unless the pipe 
line instance is aborted as described below, provides a 
response 114 to the same device 102. In operation, all but 
one of the pipeline instances 116 are aborted before comple 
tion so that only a single one of the pipeline instances 116 
returns a response 114 to its corresponding device 102. 
0037. The processing components of each pipeline 
instance 116 comprise a first source arbiter 124(a) posi 
tioned in the pipeline instance 116 before the ASR compo 
nent 118, a second source arbiter 124(b) positioned in the 
pipeline instance 116 after the ASR component 118 and 
before the NLU component 120, and a third source arbiter 
124(c) positioned in the pipeline instance 116 after the NLU 
component 120 and before the response dispatcher 122. 
More specifically, the first source arbiter 124(a) is positioned 
in the pipeline instance 116 so that it is invoked at a time 
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prior to initiation of ASR, and so that the ASR component 
is initiated as a result of the first source arbiter 124(a) 
producing an output. The second source arbiter 124(b) is 
positioned in the pipeline instance 116 so that it is invoked 
at a time subsequent to completion of the ASR and prior to 
initiation of NLU. Accordingly, the second source arbiter 
124(b) is initiated based on the the ASR component 118 
producing an output and the NLU component 120 is initiated 
based on the second source arbiter 124(b) producing an 
output. The third source arbiter 124(c) is positioned in the 
pipeline instance 116 so that it is invoked at a time subse 
quent to completion of NLU and before invocation of the 
response dispatcher 122. Accordingly, the third source arbi 
ter 124(c) is initiated based on the NLU component 120 
producing an output and the response dispatcher 122 is 
initiated based on the third source arbiter 124(c) producing 
an output. 
0038. Each source arbiter 124 is configured to determine 
whether one or more criteria are satisfied, wherein the 
criteria relate to and indicate whether the device 102 corre 
sponding to the pipeline instance 116 should or will be the 
device that is used to provide a response to the user request 
106. The criteria may be based at least in part on the 
metadata 110 received from the corresponding device 102. 
Although three arbiters are shown and discussed in connec 
tion with some embodiments herein, other embodiments 
may include one, two or more arbiters and/or other devices 
that function similar to or provide a subset of the function 
ality discussed in connection with source arbiter 124(a), 
124(b) and/or 124(c). 
0039. As one example, the first metadata 110(a) may 
comprise a first timestamp corresponding to the time that the 
user request 106 was received by the first device 102(a) and 
the second metadata 110(b) may comprise a second time 
stamp corresponding to the time that the user request 106 
was received by the second device 102(b). Each arbiter 124 
of the first pipeline instance 116(a) may be configured to 
abort the pipeline instance 116(a) in response to (a) deter 
mining that the difference between the first timestamp and 
the second timestamp is less than a threshold, indicating that 
the sound representing the user request 106 was received by 
each of the devices 102(a) and 102(b) at close to the same 
time, and (b) determining that the first timestamp is greater 
than the second timestamp, indicating that the first device 
102(a) received or detected the user utterance later than the 
second device 102(b). Note that in these examples the 
timestamp may correspond to the time at which a prefacing 
wakeword was detected by the respective device 102. 
0040. As another example, the metadata 110 may com 
prise one or more signal attributes. For example, a signal 
attribute may indicate the amplitude of the audio signal, the 
signal-to-noise ratio of the audio signal, the level of Voice 
presence detected in the audio signal, the confidence level 
with which a wakeword was detected in the audio signal, the 
physical distance of the user 104 from the device 102, and 
so forth. Each arbiter 124 of the first pipeline instance 116(a) 
may be configured to compare attributes regarding the first 
audio signal 108(a) with corresponding attributes of the 
second audio signal 108(b) and to abort the first pipeline 
instance 116(a) as a result of a negative comparison. For 
example, the first pipeline instance 116(a) may be aborted if 
the first audio signal 108(a) has a lower amplitude than that 
of the second audio signal 108(b). Similarly, the first pipe 
line instance 116(a) may be aborted if the first audio signal 
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has a lower signal-to-noise ratio, voice presence, wakeword 
detection confidence level, or user distance than that of the 
second audio signal 108(b). 
0041 As specific examples, determining which of first 
and second audio devices will respond to a user utterance, 
where the first and second audio devices provide first and 
second audio signals respectively, may comprise one or 
more of the following: 
0042 determining which of the first audio signal and the 
second audio signal has a higher strength or amplitude; 
0043 determining which of the first device and the 
second device detects a higher level of voice presence or 
which of the first audio signal and the second audio signal 
represents a higher level of Voice presence; 
0044 determining which of the first audio signal and the 
second audio signal has a higher signal-to-noise measure 
ment; 
0045 determining which of the first device and the 
second device detects a trigger expression with a higher 
level of confidence; 
0046 determining which of the first device and the 
second device first detects the trigger expression; 
0047 determining which of the first device and the 
second device has a particular capability; 
0048 determining within which of the first audio signal 
and the second audio signal words are recognized with a 
higher level of confidence; 
0049 determining within which of the first audio signal 
and the second audio signal an intent expressed by the words 
is determined with a higher level of confidence; 
0050 determining which of the first device and the 
second device is physically nearer a user, 
0051 determining which of the first device and the 
second device first receives a response to an utterance; or 
0.052 determining which of the first and second devices 

first receives the utterance. 
0053 More generally, each of the source arbiters 124 
may abort its pipeline instance 116 upon determining that 
the device 102 associated with the pipeline instance 116 is 
not the one to which a response should be provided. When 
operation of a processing pipeline instance is aborted, the 
aborted pipeline instance does not provide a response 114 to 
the corresponding device 102. The aborted pipeline instance 
may also provide an message to the device 102, indicating 
that the device 102 will not be used to provide a response to 
the user request. In response, the device may stop providing 
the audio signal 108 to the speech service 112. As an 
example, the message or other indication may comprise data 
including an instruction that causes or results in the device 
entering a listening mode. A listening mode is a mode in 
which the device is not sending the audio signal 108 to the 
speech service 112 and in which the device monitors its 
environment to detect a further utterance of the wakeword. 
In some cases, an error response may be returned to the 
device 102 corresponding to the aborted pipeline instance. 
In some cases, the device may be instructed to play a tone, 
produce an LED illumination, or take Some other action 
indicating that the device is not going to respond to the user 
request. 
0054 The speech service 112 may support speech inter 
face devices 102 in the homes of many different users. It is 
assumed in this description that the user 104 has provided 
configuration information indicating a group of devices 102 
that are associated with each other and that are to be handled 
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collectively in the manner described herein. For example, 
the user 104 may register each of his or her devices 102, or 
a set of Such devices that are commonly located, as being 
associated with a single user or household account. More 
specifically, a user may maintain an account with a network 
based service provider that provides the speech service 112 
and that Supports the operations of many different speech 
interface devices. An account may be configured to store 
information for multiple user profiles, corresponding to 
different members of a household. Each user profile may 
indicate characteristics and preferences of a particular user. 
A user or household may register many different types of 
devices as being associated with an account. The account 
may be configured to store payment information, purchase 
information, Subscriptions, contact information, etc. The 
account may also be configured to store information about 
speech interface devices within a household, such as their 
locations, their associated profiles, etc. 
0055. The actions described herein are performed with 
respect to a group of devices 102 that have been associated 
with each other in a manner Such as this. Furthermore, 
although the description herein is given in the context of two 
devices 102, any number of two or more devices 102 may 
be used and handled in the same manner. 
0056. The speech service 112 may be part of one or more 
network-accessible computing platforms that are maintained 
and accessible via the Internet, such as are sometimes 
referred to as "cloud' services. Generally, communications 
between the speech interface device 102 and the speech 
service 112 may be implemented through a combination of 
various types of data communications networks, including 
local-area networks, wide-area networks, and/or the public 
Internet, which may include various types of wireless net 
works including Wi-Fi networks, Bluetooth networks, and 
cellular communication networks. 
0057 FIG. 2 shows an example method 200 of providing 
a response to an utterance such as the user request 106, in an 
environment in which multiple speech interface devices 102 
may attempt to process and respond to the same user 
utterance. The actions of FIG. 2 may be implemented 
collectively by one or more servers and/or one or more 
speech processing pipeline instances 116 of a network 
service that provides support for the devices 102, such as the 
speech service 112 illustrated in FIG. 1. 
0058 An action 202 comprises receiving the first audio 
signal 108(a) produced by the first device 102(a), wherein 
the first audio signal 108(a) represents a first user utterance. 
The action 202 also comprises receiving first metadata 
110(a) associated with the first audio signal 108(a). In the 
context of FIG. 1, the first audio signal 108(a) and first 
metadata 110(a) may be received by the first processing 
pipeline instance 116(a). The metadata 110 may comprise 
various attributes as described above, which may relate to 
the corresponding audio signals, to the device that is pro 
viding the audio signals, and/or to the user 104. 
0059 An action 204 comprises receiving the second 
audio signal 108(b) produced by the second device 102(b), 
wherein the second audio signal 108(b) represents a second 
user utterance. The action 204 also comprises receiving 
second metadata 110(b) associated with the second audio 
signal 108(b). In the context of FIG. 1, the second audio 
signal 108(b) and second metadata 110(b) may be received 
by the second processing pipeline instance 116(b). The first 
processing pipeline instance 116(a) and the second process 
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ing pipeline instance 116(b) may be implemented by differ 
ent servers of the speech service 112. That is, each of the 
devices 102 may communicate with and receive Support 
from a different server of the speech service 112. 
0060. In certain embodiments, the first metadata 110(a) 
may comprise a first timestamp indicating a first time at 
which the user utterance was received or a first time at which 
a wakeword preceding the user utterance was received. 
Similarly, the metadata 110(b) may comprise a second 
timestamp indicating a second time at which the user 
utterance was received or a second time at which a wake 
word preceding the user utterance was received. 
0061 An action 206 comprises determining whether the 

first and second devices 102(a) and 102(b), from which the 
first and second audio signals 108(a) and 108(b) have been 
received, are associated with the same user or household 
account. If not, an action 208 is performed of processing and 
responding to both of the audio signals 108(a) and 108(b), 
wherein each of the devices 102(a) and 102(b) is used to 
provide a speech response or other action in response to its 
respectively received user utterance. 
0062) If the first and second devices 102(a) and 102(b) 
are associated with the same user or household account, an 
action 210 is performed. The action 210, which may be 
performed at multiple times within the processing pipeline 
instances corresponding to either or both of the devices 
102(a) and 102(b), comprises determining whether the first 
and second audio signals represent the same user utterance. 
In some embodiments, this may be determined by compar 
ing the first and second timestamps associated with the first 
and second audio signals, respectively. More specifically, 
the difference between the first and second timestamps may 
be calculated and compared to a threshold. If the difference 
is less than the threshold, the first and second audio signals 
are declared to represent the same utterance. If the difference 
is above the threshold, the first and second audio signals are 
declared to represent different utterances. 
0063. The action 210 may also use other criteria to 
determine whether the first and second audio signals 108(a) 
and 108(b) represent the same utterance. For example, the 
audio signals may be compared to each other to determine 
whether they are similar to each other. Specifically, the 
action 210 may comprise calculating a cross-correlation 
between the first and second audio signals 108(a) and 
108(b). If there is a strong correlation between the signals, 
specifically if the cross-correlation exceeds a predetermined 
threshold, the signals are declared to represent the same 
utterance. As another example, ASR results with respect to 
the first and second audio signals 108(a) and 108(b) may be 
compared to determine if the audio signals represent match 
ing sequences of words. If the ASR results for the two audio 
signals are identical or similar, the two audio signals may be 
considered to represent the same utterance. As yet another 
example, NLU results with respect to the first and second 
audio signals 108(a) and 108(b) may be compared to each 
other. If the NLU results indicate that the speech correspond 
ing to the first and second audio signals 108(a) and 108(b) 
represent a common intent, the two audio signals may be 
considered to represent the same utterance. 
0064. The action 210 may use more than one of the 
criteria described. For example, the audio signals may be 
required to satisfy two or more of the criteria in order to be 
declared as representing the same user utterance. Further 
more, signals having associated timestamps that vary by 
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more than a predetermined amount may be considered to 
represent two different user utterances, regardless of any 
other similarities of the signals, of ASR results regarding the 
signals, or of NLU results regarding the signals. 
0065. If the action 210 determines that the first and 
second audio signals 108(a) and 108(b) do not represent the 
same user utterance, an action 208 is performed of process 
ing and responding to both of the audio signals, wherein 
each of the devices 102(a) and 102(b) is used to provide a 
speech response or other action in response to its respec 
tively received user utterance. 
0.066. If the action 210 determines that the first and 
second audio signals 108(a) and 108(b) do represent the 
same user utterance, an action 212 is performed of arbitrat 
ing between the corresponding devices 102(a) and 102(b) to 
determine which of the devices will provide a response to 
the single user utterance that was detected and provided by 
both of the devices 102(a) and 102(b). The action 212 may 
comprise comparing attributes indicated by the metadata 110 
for each of the audio signals 108. The device whose audio 
signal 108 has the strongest set of attributes is selected as the 
winner of the arbitration. 

0067. If the first device 102(a) wins the arbitration, an 
action 214 is performed of processing and responding to the 
first audio signal 108(a), including producing an appropriate 
response by the first device 102(a) to the user command 
represented by the first audio signal 108(a). An action 216 
comprises canceling the processing of the second audio 
signal 108(b) and canceling any response that might other 
wise have been provided based on the second audio signal 
108(b), including any response that might have otherwise 
been given by the device 102(b). In some implementations, 
a message is sent to the device 102(b) informing the device 
102(b) not to expect a further response from the speech 
service 112. Note that the actions 214 and 216 may be 
performed in parallel or in a different order than illustrated. 
For example, the action 216 may be performed before the 
action 214. 

0068. If the second device 102(b) wins the arbitration, an 
action 218 is performed of processing and responding to the 
second audio signal 108(b), including producing an appro 
priate response by the second device 102(b) to the user 
command represented by the second audio signal 108(b). An 
action 220 comprises canceling the processing of the first 
audio signal 108(a) and canceling any response that might 
otherwise have been provided based on the first audio signal 
108(a), including any response that might have otherwise 
been given by the first device 102(a). In some implemen 
tations, a message may be sent to the device 102(a) inform 
ing the device 102(a) not to expect a further response from 
the speech service 112. Note that the actions 218 and 220 
may be performed in parallel or in a different order than 
illustrated. For example, the action 220 may be performed 
before the action 218. 

0069. The arbitration action 212 may be performed based 
at least in part on the first and second metadata 110(a) and 
110(b), which may comprise one or more attributes relating 
to the first and second audio signals 108(a) and 108(b) 
respectively. The metadata 110 may, in addition to the 
timestamp mentioned above, indicate a proximity of the user 
104 relative to the corresponding device 102. For example, 
the device 102 may have capabilities for performing sound 
Source localization (SSL) based on microphone signals 
produced by spatially separated microphone elements of a 
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microphone array. SSL may be implemented so as to deter 
mine the distance of the user 104 based on received sound 
corresponding to speech of the user 104. The arbitration 
action 212 may comprise determining which of the devices 
102(a) and 102(b) is physically or acoustically nearest the 
user 104 and selecting the nearest device to provide a 
response to the user request 106. 
0070 Alternatively, each device 102 may provide other 
metadata that may be used as a proxy for an actual distance 
measurement of the user relative to the device. For example, 
the metadata 110 associated with an audio signal 108 may 
comprise the amplitude of the audio signal 108, and the 
action 212 may comprise selecting the device 102 producing 
the audio signal 108 having the highest amplitude. The 
metadata 110 may comprise or may indicate the level of 
human Voice presence detected in the audio signal 108, and 
the action 212 may comprise selecting the device 102 
producing the audio signal 108 having the highest level of 
detected Voice presence. Similarly, the metadata may com 
prise or may indicate a signal-to-noise ratio of the audio 
signal 108 and the action 212 may comprise selecting the 
device 102 providing the audio signal 108 having the highest 
signal-to-noise ratio. As another example, the metadata 110 
may comprise or indicate the level of confidence with which 
a wakeword or other trigger expression was detected by the 
device 102, and the action 212 may comprise selecting the 
device 102 that detected the trigger expression with the 
highest level of confidence. As yet another example, the 
metadata 110 may comprise a timestamp indicating the time 
that the trigger expression was detected by the device 102 
that is providing the audio signal, and the action 212 may 
comprise selecting the device 102 producing the audio 
signal associated with the earliest timestamp. 
0071. In certain embodiments, the metadata may indicate 
a special capability of the device that provided the audio 
signal. Such as a specialized capability that not all the 
devices have, and the action 212 may comprise selecting one 
of the devices 102 that is capable of responding to the user 
request 106. For example, the first device 102(a) may be 
capable of playing video while the second device 102(b) is 
not. In response to a user request to play video, the action 
212 may select the first device 102(a) because the second 
device 102(b) does not support the requested action or 
activity. 
0072 The metadata 110 may in some cases indicate a 
specific user designation of one of the devices 102 that 
should respond to the user request 106. For example, the 
user request itself may verbally identify one of the devices 
102, or the user may have previously configured the devices 
to have relative priorities, so that one of the devices 102 is 
used for responding to user requests. The action 212 in this 
case may comprise selecting the device that the user has 
designated to respond to the user request 106. 
0073. The action 212, as another example, may be based 
in part on which of the devices 102 first receives the 
response 114 to the user request 106, whereby the device 
102 that first receives the response 114 is selected to indicate 
or implement the response 114 while the other device 
ignores or cancels the response that it receives. 
0074 The metadata 110 may indicate a time at which the 
corresponding device 102 was last active. A device 102 may 
be considered to be active when it provides a speech 
response, plays music, provides a notification, performs an 
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action, etc. The action 212 in this case may comprise 
selecting the device that has most recently been active. 
0075. In some cases, the action 212 may comprise deter 
mining that a new user utterance is a request that relates to 
a previous user utterance to which one of the devices 102 
responded, and selecting the same device 102 to respond to 
the new user utterance. For example, the previous user 
utterance may have been a request for a weather report, to 
which the first device 102(a) responded. The new user 
utterance may be a more specific request regarding weather, 
Such as a request for a 5-day forecast. Because the previous 
related request was responded to by the first device 102(a), 
the action 208 may also select the first device 102(a) to 
respond to the related new request. 
0076. In some cases, the action 208 may comprise deter 
mining that the user request 106 relates to an activity that is 
currently being performed by one of the devices 102 and 
selecting the same device 102 to respond to the request 106. 
For example, the first device 102(a) may be playing music 
and the user request may comprise a “stop' command. The 
user request can be interpreted as relating to current activity 
of the first device 102(a), and the first device 102(a) is 
therefore selected as the device that should respond to the 
“stop’ request. 
0077. In some implementations, the action 212 may also 
be based on other metadata, Such as metadata produced 
within each processing pipeline instance 116. For example, 
the ASR component 118 of a pipeline instance 116 may 
produce an ASR confidence score or level with respect to the 
ASR results. The action 212 may comprise selecting the 
device 102 for which the highest ASR confidence level was 
produced. Similarly, the NLU component 120 may produce 
an NLU confidence score or level with respect to NLU 
results. The action 212 may comprise selecting the device 
102 for which the highest NLU confidence level was pro 
duced. 
0078 More generally, the action 212 may be based on 
multiple criteria involving multiple types of metadata and 
other information. For example, each criteria may relate to 
a specific item of metadata, the criteria may be weighted to 
produce a composite metadata score for each device 102. 
and the device 102 having the highest metadata score may 
be selected as the device that is to respond to the user request 
106. 
0079. With regard to the implementation shown in FIG. 
1, each pipeline instance 116 implements several instances 
of the arbiter 124, wherein each arbiter instance 124 imple 
ments actions similar or identical to the actions 210 and 212. 
However, as each pipeline instance 116 is associated with a 
single corresponding device 102, the arbiters 124 within an 
individual pipeline instance 116 determine only whether 
processing should continue within that pipeline instance and 
with respect to the corresponding device 102, and do not 
take any direct action with respect to any of the other 
pipeline instances 116 or other devices 102. Stated alterna 
tively, each arbiter 124 may act to abort or cancel processing 
of the pipeline instance within which it is contained, rather 
than aborting or cancelling processing of any other pipeline 
instances 116 that might be associated with different devices 
102. 

0080. The different pipeline instances that process the 
user request 106 are not typically synchronized with each 
other. Accordingly, one of the pipeline instances 116 may 
have progressed through one or more of its components or 
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operations before another of the pipeline instances has been 
initiated. Similarly, two pipeline instances 116 that are 
processing a single user request 106 may have been initiated 
at different times due to different arrival times of the audio 
signal 108 by the speech service. At any particular time, each 
of the pipeline instances may have progressed to a different 
one of its operations. 
I0081. Within an individual pipeline instance 116, which 
is associated with a single speech interface device 102, an 
arbiter 124 makes a continue/abort decision based on infor 
mation that is currently available. In some cases, it may be 
that only metadata supplied by the associated device 102 is 
currently available. In other cases, metadata associated with 
other devices 102, associated with other pipeline instances 
116, may also be available for comparison. Metadata such as 
confidence scores relating to ASR and NLU may or may not 
be available at any given time, depending on the progress 
within each pipeline instance. 
I0082 FIG. 3 shows an example method 300, illustrating 
a series of actions that may be performed with respect to 
each of multiple received audio signals 108 provided by 
respectively corresponding speech interface devices 102. 
The method 300 is performed by each of the speech pro 
cessing pipeline instances 116 of FIG.1. The method 300 is 
initiated in response to receiving an audio signal 108 from 
a corresponding speech interface device 102. For purposes 
of discussion, the audio signal being analyzed by the method 
300 will be referred to as the “subject” audio signal 302. 
Audio signals provided by other devices 102, which are 
analyzed in parallel by other instances of the method 300, 
will be referred to as “other audio signals. Similarly, the 
metadata associated with the subject audio signal 302 will be 
referred to as subject device metadata 304. The speech 
interface device 102 providing the audio Subject audio signal 
302 will be referred to as the subject device. 
I0083. An action 306 comprises receiving the subject 
audio signal 302, which represents a user utterance Such as 
the spoken user request 106. The action 306 also comprises 
receiving the subject device metadata 304. The subject 
device metadata 304 may include attributes of the subject 
audio signal 302 Such as signal strength, detected Voice 
level, signal-to-noise ratio, etc., as discussed above with 
reference to the actions 210 and 212 of FIG. 2. The subject 
device metadata 304 may include information such as the 
physical distance of the user 104 from the device 102, a 
timestamp corresponding to a time at which the user utter 
ance was received or a wakeword was detected, configura 
tion information, connectivity information, etc. 
I0084 An action 308, performed in response to receiving 
the subject audio signal 302 and the subject device metadata 
304, comprises caching the subject device metadata 304 in 
a storage location that is accessible to multiple instances of 
the method 300, such as being accessible to multiple servers 
and multiple processing pipeline instances 116 of the speech 
service 112. All instances of the method 300 cache data in 
a common storage location so that each instance is able to 
access metadata cached by the other instances. 
I0085. An action 310(a), also performed in response to 
receiving the audio signal 302 and the device metadata 304, 
comprises performing duplicate arbitration. Generally, the 
similar or identical actions 310(a), 310(b), and 310(c), 
which are performed at different points in the method 300, 
comprise evaluating the Subject device metadata 304 and 
other metadata relating to the subject audio signal 302 in 
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comparison to the metadata of other audio signals that has 
previously been cached by other instances of the method 
300. The evaluation is performed in order to determine, as 
between the subject device and each of the other devices, 
whether the subject device should respond to the utterance 
represented by the subject audio signal 302. If not, an action 
312 is performed of aborting the pipeline instance corre 
sponding to the Subject device, meaning that no further 
actions of the method 300 are performed with respect to the 
subject audio signal 302. The action 312 may also comprise 
notifying the Subject device that the pipeline instance has 
been terminated and that the subject device should not 
expect a response to the Subject audio signal 302. In some 
cases, the action 312 may also comprise instructing the 
Subject device to stop sending the Subject audio signal 302 
to the speech service. 
I0086 FIG. 4 illustrates an example method 400 that may 
be used to implement the actions 310(a), 310(b), and 310(c). 
An action 402 of the method 400 comprises obtaining the 
subject device metadata 304 of the subject audio signal 302. 
A set of actions 404 are then performed for or with respect 
to each of the other audio signals for which instances of the 
method 300 have been initiated. 
0087. The actions 404 comprise a program loop that is 
performed for or with respect to each one of one or more 
multiple other audio signals, wherein the term “other audio 
signal' is used to refer to of each multiple audio signals 
other than the Subject audio signal. Each other audio signal 
is associated with its own metadata and a corresponding 
device 102 that has generated the other audio signal. An 
instance of the method 300 has been or will be initiated for 
each of the other audio signals. The program loop 404 will 
be described as being performed with respect to a single one 
of the other audio signals, although as stated it is repeated for 
each of the other audio signals unless an abort decision is 
reached. 
0088 An action 406 comprises obtaining metadata asso 
ciated with the other audio signal. Such as metadata that has 
been previously cached by an instance of the method 300 
associated with the other audio signal. The metadata of the 
other audio signal may comprise any of the metadata or 
information described herein, Such as the device metadata 
110 and any other metadata produced within the pipeline 
instance 116 associated with the other audio signal. 
0089. An action 408 comprises determining whether the 
Subject audio signal 302 and the other audio signal represent 
the same user utterance. The action 408 may be performed 
using the same techniques as described above with reference 
to the action 210 of FIG. 2. If the two audio signals do not 
represent the same user utterance, no further action is taken 
with respect to the other audio signal, and the set of actions 
404 is continued as indicated by the block 410 for a different 
one of the other audio signals. 
0090. If the two audio signals do represent the same user 
utterance, an action 412 is performed. The action 412 
comprises determining whether another instance of the 
method 300 has already committed its associated device 102 
to respond to the user utterance. If so, an action 414 is 
performed of aborting the instance of the method 300 
associated with the Subject audio signal. Aborting the 
method 300 means that no further actions are taken with 
respect to the Subject audio signal 302 and that a response is 
not provided by the subject device. In addition, the loop 404 
is terminated. 
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0091) If another device has not already been committed 
to respond to the user utterance, an action 416 is performed 
of determining whether one or more abort criteria are 
satisfied by the metadata currently available for the subject 
audio signal and the other audio signal. The abort criteria 
may comprise relationships between the metadata of the 
Subject audio signal and the other audio signal, as described 
above with reference to the action 210 of FIG. 2. If the one 
or more criteria are satisfied, the action 414 is performed of 
aborting the instance of the method associated with the 
subject audio signal 302. If the abort criteria are not satisfied, 
the set of actions 404 is repeated for a different one of the 
other audio signals as indicated by the block 418. 
0092. Returning to FIG. 3, the action 310(a) results in a 
decision to either abort or to continue. If the decision is to 
abort, processing of the Subject audio signal is terminated 
and the Subject device does not provide a response to the 
user query. The Subject device may be instructed to stop 
sending the Subject audio signal 302. 
0093. If the decision of the action 310(a) is to continue, 
an action 314 is performed comprising performing auto 
matic speech recognition (ASR) on the Subject audio signal 
302. The ASR 314 produces a textual representation of the 
words of any user speech represented by the Subject audio 
signal 302. The ASR may also produce an ASR confidence 
level indicating the level of confidence with which the words 
of the user speech were determined. An action 316 com 
prises caching the ASR confidence level as ASR metadata to 
be associated with the audio signal 302. 
0094. After the ASR 314, an additional duplicate arbitra 
tion action 310(b) is performed, which may be similar or 
identical to the action 310(a). If the decision of the action 
310(b) is to abort, processing of the subject audio signal is 
terminated and the subject device does not provide a 
response to the user query. 
(0095. If the decision of the action 310(b) is to continue, 
an action 318 is performed comprising performing natural 
language understanding (NLU) on the textual representation 
of words produced by the ASR 314. The action 318 deter 
mines a likely intent expressed by user speech and may also 
produce an NLU confidence level indicating the level of 
confidence with which the intent was determined. An action 
320 comprises caching the NLU confidence level as NLU 
metadata to be associated with the audio signal 302. 
(0096. After the NLU 318, yet another duplicate arbitra 
tion action 310(c) is performed, which may be similar or 
identical to the actions 310(a) and 310(b). If the decision of 
the action 310(c) is to abort, processing of the subject audio 
signal is terminated and the Subject device does not provide 
a response to the user query. 
(0097. If the decision of the action 310(c) is to continue, 
an action 322 is performed of committing the subject device 
to respond to the user query. This commitment is made 
known by performing an action 324 of caching a commit 
ment flag, indicating that the processing of the Subject audio 
signal has progressed to the point where an action is about 
to be dispatched to the Subject device in response to an intent 
represented by the Subject audio signal, and that the pro 
cessing of other audio signals should be aborted. Other 
instances of the method 300 may read this flag as they 
perform the duplication arbitration 310, and may abort 
themselves based on the existence of this flag. For example, 
the action 412 of FIG. 4 may be performed by examining 
this flag. 
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0098. An action 326 comprises dispatching an action, 
which may comprise generating and providing a response to 
the subject device. The action 326 may also comprise 
performing other actions in response to the determined user 
request, including providing instructions to the Subject 
device 102 to perform actions besides or in addition to 
producing speech, such as playing music, stopping music 
playback, starting a timer, etc. 
0099 FIG. 5 illustrates an example method 500 that may 
be implemented by each of the devices 102 in order to 
provide an audio signal 108 and associated metadata 110 to 
the speech service 112 in response to detected user speech 
502, which may correspond to the user request 106. 
0100. An action 504 comprises performing audio beam 
forming to produce multiple directional audio signals, where 
each directional audio signal emphasizes sound coming 
from a different direction relative to the device 102. The 
action 504 may be performed using time-difference-of 
arrival (TDOA) techniques, such using pairs of microphones 
and delaying the signal from one of the microphones by an 
amount that is equal to the time for Sound to travel the 
distance between the microphones, thereby emphasizing 
Sound sources that are aligned with the two microphones. 
Different pairs of microphones can be used in this manner to 
obtain multiple audio signals, each of which correspond to 
a different direction. 
0101. An action 506 comprises performing voice activity 
detection (VAD) to detect the presence of voice in the 
directional audio signals. Upon detecting voice presence in 
one of the directional audio signals, Subsequent actions are 
performed with respect to that directional audio signal. In 
some embodiments, the subsequent actions of FIG. 5 are 
performed with respect to the directional audio signal having 
the highest voice presence. 
0102 VAD determines the level of voice presence in an 
audio signal by analyzing a portion of the audio signal to 
evaluate features of the audio signal Such as signal energy 
and frequency distribution. The features are quantified and 
compared to reference features corresponding to reference 
signals that are known to contain human speech. The com 
parison produces a score corresponding to the degree of 
similarity between the features of the audio signal and the 
reference features. The score is used as an indication of the 
detected or likely level of speech presence in the audio 
signal. 
0103) The action 508 comprises performing wakeword 
detection on the directional audio signal within which voice 
activity has been detected or on the directional audio signal 
within which the highest level of voice activity has been 
detected. As mentioned above, a predefined word, expres 
Sion, or other sound can be used as a signal that the user 
intends Subsequent speech to be received and acted upon by 
the device 102. 

0104. In the described embodiment, the wakeword detec 
tion may be implemented using keyword spotting technol 
ogy, as an example. A keyword spotter is a functional 
component or algorithm that evaluates an audio signal to 
detect the presence a predefined word or expression in the 
audio signal. Rather than producing a transcription of the 
words of the speech, a keyword spotter generates a true/false 
output to indicate whether or not the predefined word or 
expression was represented in the audio signal. 
0105. In some cases, a keyword spotter may use simpli 
fied ASR (automatic speech recognition) techniques. For 
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example, wakeword detection may use a Hidden Markov 
Model (HMM) recognizer that performs acoustic modeling 
of an audio signals and compares the HMM model to one or 
more reference HMM models that have been created by 
training for a specific trigger expression. An HMM model 
represents a word as a series of States. Generally, a portion 
of an audio signal is analyzed by comparing its HMM model 
to an HMM model of the trigger expression, yielding a 
feature score that represents the similarity of the audio signal 
model to the trigger expression model. In practice, an HMM 
recognizer may produce multiple feature scores, correspond 
ing to different features of the HMM models. 
0106 The wakeword detection may also use a support 
vector machine (SVM) classifier that receives the one or 
more feature scores produced by the HMM recognizer. The 
SVM classifier produces a confidence score indicating the 
likelihood that an audio signal contains the trigger expres 
S1O. 

0107 An action 510 comprises performing proximity 
detection to determine a distance of the user from the device 
102. Proximity detection may be implemented using sound 
Source localization (SSL) techniques in conjunction with a 
two-dimensional microphone array, as an example. Such 
SSL techniques analyze differences in arrival times of 
received sound at the respective microphones of a micro 
phone array in order to determine the position from which 
the received sound originated. Alternatively, the device 102 
may have cameras or specialized sensors for determining the 
position of a user relative to the device 102. 
0108. Any of the actions of the method 500 may produce 
items of the metadata 110. For example, the VAD 506 may 
produce a voice presence level, indicating the likelihood a 
person is speaking in the vicinity of the device 102. The 
VAD 506 may also produce a signal-to-noise measurement. 
The wakeword may produce a wakeword confidence level, 
corresponding to the likelihood that the user 104 has uttered 
the wakeword. The wakeword detection 508 may also 
produce a timestamp indicating the time at which the 
wakeword was detected. The proximity detection 512 may 
produce a distance parameter, indicating distance of the user 
104 from the device 102. 

0109 An action 512 comprises sending the audio signal 
108 and the metadata 110 to the speech service 112. The 
audio signal 108 may comprise one of the directional audio 
signals, such as the directional audio signal in which speech 
was detected and in which the wakeword was detected. 

0110 FIGS. 6-8 illustrate examples of how the described 
methods may result in one or the other of the devices 102(a) 
and 102(b) responding to the user request 106. In each of 
these figures, actions performed by a first device and an 
associated first pipeline instance are shown, as well as 
actions performed by a second device and an associated 
second pipeline instance, with actions shown in sequential 
order from top to bottom. Interactions with a centralized 
cache are also illustrated. Each example assumes that the 
audio signals provided by the first and second devices 
represent a common user utterance. That is, the action 408 
determines by using the described techniques that the two 
audio signal most likely represent the same user utterance. 
In some embodiments, this may mean that a difference in the 
timestamps associated with the audio signals is Smaller than 
a predefined threshold. The events shown in FIGS. 6-8 
correspond generally to the actions shown in FIG. 3. 
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0111 FIG. 6 represents a situation in which the audio 
signals are received at nearly the same time by the first and 
second pipeline instances. In this example, it is assumed that 
the audio signal provided by the first device has a higher 
metadata score than the audio signal provided by the second 
device. For example, the signal-to-noise ratio or the signal 
amplitude of the first audio signal may be higher than that of 
the second audio signal. Because the audio signals and 
accompanying metadata are received at nearly the same 
time, the first arbitration performed by the second pipeline 
instance is able to access cached metadata associated with 
the first audio signal and is able to determine that the first 
audio signal has a higher metadata score than the second 
audio signal. Based on this determination, the second pipe 
line instance aborts itself before initiating ASR, and the 
actions that are shown in Strikethrough text are not per 
formed. Rather, the first pipeline instance executes to 
completion and provides a response to the first device. 
0112 FIG. 7 represents a situation in which the second 
pipeline instance receives its audio signal significantly later 
than the first pipeline instance receives its audio signal. 
More specifically, the second pipeline instance receives its 
audio signal Subsequent to the ASR component of the first 
pipeline instance analyzing its audio signal. FIG. 7 also 
assumes that the audio signal provided by the second device 
has a higher metadata score than the audio signal provided 
by the first audio device. In this case, the first arbitration 
performed by the first pipeline instance is not able to access 
any cached metadata regarding the second audio signal, 
because the second audio signal has not yet arrived. Rather, 
the second arbitration of the first pipeline instance is able to 
access the cached metadata associated with the second audio 
signal and at that point aborts the first pipeline instance. The 
second pipeline instance in this example continues to 
completion and provides a response to the second device. 
0113 FIG. 8 represents a situation in which the second 
pipeline instance receives its audio signal significantly later 
than the first pipeline instance receives its audio signal. In 
this case, the second pipeline instance receives the second 
audio signal after the first pipeline instance has already 
committed to responding to the user utterance. In this case, 
the first arbitration performed by the second pipeline 
instance determines that the first pipeline instance has 
already committed to responding to the user utterance and 
aborts itself before performing ASR, even if the second 
audio signal may have been associated with higher metadata 
scores than the first audio signal. 
0114 FIG. 9 shows relevant components of an example 
speech interface device 102. The speech interface device 
102 has a microphone array 902 and one or more audio 
loudspeakers 904 that facilitate audio interactions with the 
user 104. The microphone array 902 produces microphone 
audio signals representing audio from the environment of 
the speech interface device 102 such as sounds uttered by the 
user 104. The microphone audio signals produced by the 
microphone array 902 may comprise directional audio sig 
nals or may be used to produce directional audio signals, 
where each of the directional audio signals emphasizes 
audio from a different radial direction relative to the micro 
phone array 902. 
0115 Although the speech interface device 102 is 
described as having one or more integral loudspeakers 904, 
in other embodiments the speech interface device 102 may 
not include loudspeaker. For example, the speech interface 
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device 102 may comprise a microphone device into which a 
user speaks to issue commands or may comprise a device for 
connection to another appliance Such as a television. Instead 
of an integrated loudspeaker, embodiments such as this may 
use loudspeaker capabilities of other devices, including 
other speech interface devices that do have loudspeakers and 
different types of dedicated loudspeaker components. As one 
example, the speech interface device 102 may produce an 
audio output signal that drives an external loudspeaker. As 
another example, the speech interface device 102 may drive 
or control an external loudspeaker through a wireless data 
connection Such as a Bluetooth connection. In other situa 
tions, the speech interface device 102 may be used in 
conjunction with a loudspeaker device that receives audio 
signals and other instructions from the speech service 102. 
rather than from the speech interface device 102. In this 
case, the response 114 of FIG.1 may be provided to such as 
loudspeaker device rather than to the speech interface device 
102. 

0116. The speech interface device 102 may comprise a 
processing unit 906 and associated memory 908. The pro 
cessing unit 906 may comprise one or more processors, 
which may include general-purpose processors, specialized 
processors, processing cores, digital signal processors, etc. 
Depending on the configuration of the speech interface 
device 102, the memory 908 may be a type of non-transitory 
computer storage media and may include Volatile and non 
volatile memory. The memory 908 may include, but is not 
limited to, RAM, ROM, EEPROM, flash memory, or other 
memory technology. The memory 908 may include remov 
able or detachable memory and may also include network 
accessible memory. The memory 908 may include portable 
storage media Such as a flash memory drive. 
0117 The memory 908 may be used to store any number 
of Software components that are executable by the process 
ing unit 906. Software components stored in the memory 
908 may include an operating system 910 that is configured 
to manage hardware and services within and coupled to the 
speech interface device 102. In addition, executable com 
ponents stored by the memory 908 may include audio 
processing components 912 configured to produce an audio 
signal using the microphone array902. The audio processing 
components 912 may include functionality for processing 
microphone audio signals generated by the microphone 
array 902 and/or output audio signals provided to the 
loudspeaker 904. As an example, the audio processing 
components 912 may include an acoustic echo cancellation 
or Suppression component 914 for reducing acoustic echo 
generated by acoustic coupling between the microphone 
array 902 and the loudspeaker 904. The audio processing 
components 912 may also include a noise reduction com 
ponent 916 for reducing noise in received audio signals, 
Such as elements of microphone audio signals other than 
user speech. 
0118. The audio processing components 912 may include 
one or more audio beam formers or beam forming compo 
nents 916 configured to generate directional audio signals 
that are focused in different directions. More specifically, the 
beam forming components 91.6 may be responsive to audio 
signals from spatially separated microphone elements of the 
microphone array 902 to produce directional audio signals 
that emphasize Sounds originating from different areas of the 
environment of the speech interface device 102 or from 
different directions relative to the speech interface device 
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102. The beam forming components 916 may in some cases 
produce metadata that may be used in arbitration. For 
example, the beam forming components 91.6 may indicate a 
signal strength of Voice activity level corresponding to each 
directional audio signal. 
0119 Executable components stored in the memory 908 
and executed by the processor 906 may include a wake word 
detection component 920 that monitors one or more of the 
directional audio signals to detect user utterances of the 
system of the trigger expression. As described above, wake 
word detection may be implemented using keyword spotting 
technology, as an example. The wake word detection com 
ponent 920 may produce metadata Such as a confidence 
score or level, corresponding to the confidence with which 
the wake word was detected. 
0120. The software components may also include a voice 
activity detector 922 configured to monitor levels of voice 
presence in the directional audio signals produced by the 
beam forming component 918. Levels of voice presence may 
be used as metadata for purposes of arbitration as discussed 
above. 
0121 Software components of the device 102 may also 
include a sound source localization (SSL) component 924 
that may be used to determine the distance of the user 104 
from the device 102. The SSL component 924 is configured 
to analyze differences in arrival times of received sound at 
the respective microphones of the microphone array 902 in 
order to determine the position from which the received 
sound originated. For example, the SSL component 924 may 
use time-difference-of-arrival (TDOA) techniques to deter 
mine the position or direction of a Sound source. The 
determined position may be used as metadata for purpose of 
performing arbitration as discussed above. 
0122) The device 102 may have a proximity detection 
component or system 926. Such as a camera, a ranging 
device, or other sensor that is used to determine the position 
of the user 104 relative to the device 102. Again, position 
information produced in this manner may be used as meta 
data for purposes of arbitration. 
0123. The speech interface device 102 also has various 
hardware components, not shown, Such as communication 
components, power components, I/O components, signal 
processing components indicators, control buttons, amplifi 
ers, etc. 
0.124. The speech interface device 102 may have a com 
munications interface 928 such as a wireless or Wi-Fi 
network communications interface, an Ethernet communi 
cations interface, a cellular network communications inter 
face, a Bluetooth communications interface, etc., for com 
munications with the speech service 112 over various types 
of networks, including wide-area network, local-area net 
works, private networks, public networks etc. In the case of 
a wireless communications interfaces, such interfaces may 
include radio transceivers and associated control circuits and 
logic for implementing appropriate communication proto 
cols. 
0.125 FIG. 10 illustrates examples of relevant logical or 
functional components of a server 1000 that may be used to 
implement the speech service 112. Generally, the speech 
service 112 may be implemented by one or more servers 
1000, with various functionality duplicated or distributed in 
various ways across the different servers. Servers may be 
located together or separately, and organized as virtual 
servers, server banks, and/or server farms. The functionality 
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described herein may be provided by the servers of a single 
entity or enterprise, or may utilize the servers and/or services 
of multiple entities or enterprises. Furthermore, the 
described speech services may be part of a larger infrastruc 
ture that provides various types of functions and services to 
multiple users, not limited to the functions and services 
described herein. 
I0126. In a very basic configuration, the example server 
1000 may comprise a processing unit 1002 and associated 
memory 1004. The processing unit 1002 may comprise one 
or more processors, which may include general-purpose 
processors, specialized processors, processing cores, digital 
signal processors, etc. Depending on the configuration of the 
server 1000, the memory 1004 may be a type of non 
transitory computer storage media and may include Volatile 
and nonvolatile memory. The memory 1004 may include, 
but is not limited to, RAM, ROM, EEPROM, flash memory, 
or other memory technology. The memory 1004 may include 
removable or detachable memory and may also include 
network-accessible memory. The memory 1004 may include 
portable storage media such as a flash memory drive. 
I0127. The memory 1004 may be used to store any 
number of software components that are executable by the 
processing unit 1002. Software components stored in the 
memory 1004 may include an operating system 1006 that is 
configured to manage hardware and services within and 
coupled to the server 1000. In addition, executable software 
components stored by the memory 1004 may include service 
components 1008 that support the speech-based operations 
of the speech interface device 102. The server 1000 may also 
have a communications interface 1010, such as an Ethernet 
communications adapter, for communicating with other 
servers 1000, other networked components, and with mul 
tiple speech interface devices 102, which may be located in 
the homes or other premises of many different users. 
I0128. The components of the service components 1008 
receive one or more audio signals that have been processed 
by the audio processing components 912 and perform vari 
ous types of processing in order to understand the intent or 
meaning expressed by user speech. Generally, the speech 
components 1008 are configured to (a) receive a signal 
representing user speech, (b) analyze the signal to recognize 
the user speech, (c) analyze the user speech to determine a 
meaning of the user speech, and (d) generate output speech 
that is responsive to the meaning of the user speech. 
I0129. The service components 1008 may include an 
automatic speech recognition (ASR) component 1012 that 
recognizes human speech in the received audio signal. The 
ASR component 1012 creates a transcript of words repre 
sented in the directional audio signals. The service compo 
nents 1008 may also include a natural language understand 
ing (NLU) component 1014 that is configured to determine 
user intent based on recognized speech of the user 104. The 
NLU component 1014 analyzes a word stream provided by 
the ASR component 1012 and produces a representation of 
a meaning of the word stream. For example, the NLU 
component 1014 may use a parser and associated grammar 
rules to analyze a sentence and to produce a representation 
of a meaning of the sentence in a formally defined language 
that conveys concepts in a way that is easily processed by a 
computer. The meaning may be semantically represented as 
a hierarchical set or frame of slots and slot values, where 
each slot corresponds to a semantically defined concept. 
NLU may also use statistical models and patterns generated 
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from training data to leverage statistical dependencies 
between words in typical speech. 
0130. The service components 1008 may be implemented 
in part by a text-to-speech or speech generation component 
1016 that converts text to audio for generation at the 
loudspeaker 904. 
0131 The service components 1008 may also include a 
dialog management component 1018 that is responsible for 
conducting speech dialogs with the user 104 in response to 
meanings of user speech determined by the NLU component 
1014. The dialog management component 1018 may include 
domain logic that is used to analyze the meaning of user 
speech and to determine how to respond to the user speech. 
The dialog management component 1018 may define rules 
and behaviors relating to different information or topic 
domains, such as news, traffic, weather, to-do lists, shopping 
lists, music, home automation, retail services, and so forth. 
The domain logic maps spoken user statements to respective 
domains and is responsible for determining dialog responses 
and/or actions to perform in response to user utterances. 
0132) The service components 1008 may include an 
arbiter component 1020 that determines whether a response 
should be provided to a received audio signal representing 
user speech, based at least in part on cached metadata 
regarding other audio signals as described above. 
0133. The service components 1008 may be used to form 
the speech processing pipeline instances 116 and for per 
forming the method 300 of FIG. 3. 
0134) The memory 1004 may include a metadata cache 
1024 in which metadata can be cached by multiple servers 
1000 that implement different processing pipeline instances. 
In practice, the metadata cache may be implemented by a 
storage server that is accessible to multiple servers 1000 and 
multiple speech processing pipeline instances implemented 
by the servers 1000. 
0135 Although the subject matter has been described in 
language specific to structural features, it is to be understood 
that the Subject matter defined in the appended claims is not 
necessarily limited to the specific features described. Rather, 
the specific features are disclosed as illustrative forms of 
implementing the claims. 

1. A system, comprising: 
a first speech processing pipeline instance that receives a 

first audio signal from a first speech interface device, 
the first audio signal representing a speech utterance, 
the first speech processing pipeline instance also 
receiving a first timestamp indicating a first time at 
which a wakeword was detected by the first speech 
interface device; 

a second speech processing pipeline instance that receives 
a second audio signal from a second speech interface 
device, the second audio signal representing the speech 
utterance, the second speech processing pipeline also 
receiving a second timestamp indicating a second time 
at which the wakeword was detected by the second 
speech interface device; 

the first speech processing pipeline instance having a 
series of processing components comprising: 
an automatic speech recognition (ASR) component 

configured to analyze the first audio signal to deter 
mine words of the speech utterance; 

a natural language understanding (NLU) component 
positioned in the first speech processing pipeline 
instance after the ASR component, the NLU com 

Mar. 23, 2017 

ponent being configured to analyze the words of the 
speech utterance to determine an intent expressed by 
the speech utterance; 

a response dispatcher positioned in the first speech 
processing pipeline instance after the NLU compo 
nent, the response dispatcher being configured to 
specify a speech response to the speech utterance; 

a first source arbiter positioned in the first speech 
processing pipeline instance before the ASR com 
ponent, the first Source arbiter being configured to 
determine (a) that an amount of time represented by 
a difference between the first timestamp and the 
second timestamp is less than a threshold; (b) to 
determine that the first timestamp is greater than the 
second timestamp; and (c) to abort the first speech 
processing pipeline instance. 

2. The system of claim 1, wherein: 
the first speech processing pipeline instance receives the 

first audio signal Subsequent to the ASR component 
analyzing the first audio signal; and 

the series of processing components comprises a second 
Source arbiter positioned in the first speech processing 
pipeline instance after the ASR component, the second 
Source arbiter being configured (a) to determine that the 
amount of time represented by the difference between 
the first timestamp and the second timestamp is less 
than the threshold; (b) to determine that the first time 
stamp is greater than the second timestamp; and (c) to 
abort the first speech processing pipeline instance. 

3. The system of claim 1, the system being configured to 
send, to the first speech interface device, an indication that 
the first speech interface device will not respond to the 
utterance. 

4. The system of claim 3, wherein the indication includes 
data causing the first speech interface device to stop pro 
viding the first audio signal to the first speech processing 
pipeline instance and to enter a listening mode in which the 
first speech interface device detects a further utterance of the 
wakeword. 

5. The system of claim 1, wherein: 
the first speech processing pipeline instance also receives 

a first signal attribute of the first audio signal, wherein 
the first signal attribute indicates one or more of: 
a level of voice presence detected in the first audio 

signal; 
a confidence with which a wakeword was detected by 

the first speech interface device; 
an amplitude of the first audio signal; 
a signal-to-noise measurement of the first audio signal; 
O 

a distance of a user from the first speech interface 
device; 

the second speech processing pipeline instance also 
receives a second signal attribute of the second audio 
signal, wherein the second signal attribute indicates 
one or more of: 
a level of voice presence detected in the second 

audio signal; 
a confidence with which the wakeword was detected 
by the second speech interface device; 

an amplitude of the second audio signal; 
a second signal-to-noise measurement of the second 

audio signal; or 
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a distance of the user from the second speech inter 
face device; and 

the first source arbiter is further configured to com 
pare the first signal attribute to the second signal 
attribute to (a) determine that the user is more 
proximate the second user interface device than 
the first user interface device and (b) abort the first 
speech processing pipeline instance. 

6. A method, comprising: 
receiving a first audio signal produced by a first device; 
receiving a second audio signal produced by a second 

device; 
determining that the first audio signal represents an utter 

ance, 
determining that the second audio signal represents the 

utterance; 
receiving one or more first attributes associated with the 

first audio signal; 
receiving one or more second attributes associated with 

the second audio signal; and 
determining, based at least in part on the one or more first 

attributes and the one or more second attributes, that the 
first device will respond to the utterance. 

7. The method of claim 6, further comprising sending, to 
the first device, data that specifies speech to be produced by 
the first device. 

8. The method of claim 7, further comprising sending, to 
the second device, data including an instruction that results 
in the first device entering a listening mode. 

9. The method of claim 6, further comprising receiving 
configuration information indicating an association between 
the first device and the second device. 

10. The method of claim 6, further comprising determin 
ing that the first device and the second device are associated 
with a user account. 

11. The method of claim 6, wherein: 
receiving the one or more first attributes comprises receiv 

ing a first time associated by the first device with the 
utterance; 

receiving the one or more second attributes comprises 
receiving a second time associated by the second 
device with the utterance; and 

determining that the second audio signal represents the 
utterance comprises determining that a time repre 
sented by a difference between the first time and the 
second time is less than a threshold. 

12. The method of claim 6, further comprising: 
performing automatic speech recognition (ASR) on the 

first audio signal to determine one or more words of the 
utterance; 

performing natural language understanding (NLU) on the 
one or more words of the utterance to determine an 
intent expressed by the utterance. 

13. The method of claim 6, wherein receiving the one or 
more first attributes comprises receiving a proximity of a 
user relative to the first device. 

14. The method of claim 6, wherein determining that the 
first device will respond to the utterance comprises one or 
more of: 

determining which of the first audio signal and the second 
audio signal has a higher amplitude; 

determining which of the first device and the second 
device detects a higher level of voice presence: 
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determining which of the first audio signal and the second 
audio signal has a higher signal-to-noise measurement; 

determining which of the first device and the second 
device detects a trigger expression with a higher level 
of confidence; 

determining which of the first device and the second 
device first detects the trigger expression; 

determining which of the first device and the second 
device has a capability; 

determining within which of the first audio signal and the 
second audio signal words are recognized with a higher 
level of confidence; or 

determining within which of the first audio signal and the 
second audio signal an intent expressed by the words is 
determined with a higher level of confidence. 

15. The method of claim 6, wherein determining that the 
first device will respond to the utterance comprises deter 
mining that a first time associated by the first device with the 
utterance is prior to second time associated by the second 
device with the utterance. 

16. A system, comprising: 
one or more processors; 
one or more non-transitory computer-readable media stor 

ing computer-executable instructions that, when 
executed on the one or more processors, cause the one 
or more processors to perform actions comprising: 
receiving a first audio signal produced by a first device; 
receiving a second audio signal produced by a second 

device; 
determining that the first audio signal represents an 

utterance; 
determining that the second audio signal represents the 

utterance; 
receiving a first attribute associated with the first audio 

signal; 
receiving a second attributed associated with the sec 
ond audio signal; and 

determining, based at least in part on the first attribute 
and the second attribute, that the first device will 
respond to the utterance. 

17. The system of claim 16, wherein determining that the 
second audio signal represents the utterance comprises 
determining that the first device received the utterance 
within a predefined time of the second device receiving the 
utterance. 

18. The system of claim 16, wherein determining that the 
second audio signal represents the utterance comprises cal 
culating a cross-correlation between the first audio signal 
and the second audio signal. 

19. The system of claim 16, wherein determining that the 
second audio signal represents the utterance comprises 
determining that the first audio signal and the second audio 
signal represent matching sequences of words. 

20. The system of claim 16, wherein determining that the 
second audio signal represents the utterance comprises: 

determining that the first audio signal represents first user 
speech; 

determining that the second audio signal represents sec 
ond user speech; and 

determining that the first user speech and the second user 
speech correspond to a common intent. 

21. The system of claim 16, wherein the determining that 
the first device will respond to the utterance comprises one 
or more of: 
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determining which of the first device and the second 
device is physically nearer a user; 

determining which of the first audio signal and the second 
audio signal has a higher signal amplitude; 

determining which of the first audio signal and the second 
audio signal has a higher signal-to-noise measurement; 

determining which of the first audio signal and the second 
audio signal represents a higher level of voice presence; 

determining which of the first device and the second 
device first receives a response to the utterance; and 

determining which of the first and second devices first 
receives the utterance. 

k k k k k 
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