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AMENDMENTS TO THE CLAIMS

This Listing of Claims replaces all previous versions, and listings, of claims in the application.

Listing of Claims:

1. (Currently amended) A computer-implemented method comprising:
receiving, by a first computing device, audio data that corresponds to an utterance;

determining, based on an analysis of the audio data and without performing automated

speech recognition processing on the audio data, a first valuc-eerrespendingte that reflects a first

likelihood that the utterance includes a_particular hotword;
receiving a second valuc-eerrespondingto_that reflects a second likelihood that the

utterance includes the particular hotword,the-second-value being as determined by a second

computing device;

transmitting, to the second device, the first value that reflects the first likelihood that the

utterance includes the particular hotword;

comparing the first value_that reflects the first likelihood that the utterance includes the

particular hotword and the second value that reflects the second likelihood that the utterance

includes the particular hotword; and

based on comparing the first value _that reflects the first likelihood that the utterance

includes the particular hotword to the second value that reflects the second likelihood that the

utterance includes the particular hotword,inttating determining whether to perform automated

speech recognition processing on the audio data.

2. (Currently amended) The method of claim 1, comprising:
determining that the first value satisfies a hotword score threshold,

wherein the first value that reflects the first likelihood that the utterance includes the

particular hotword is transmitted to the second device based on determining that the first value

satisfies the hotword score threshold.
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3. (Cancelled)

4. (Currently amended) The method of claim 1, comprising:
determining an activation state of the first computing device based on comparing the first

value that reflects the first likelihood that the utterance includes the particular hotword and the

second value that reflects the second likelihood that the utterance includes the particular

hotword.

5. (Currently amended) The method of claim 4, wherein determining an activation state of

the first computing device based on comparing the first value_that reflects the first likelihood that

the utterance includes the particular hotword and the second value that reflects the second

likelihood that the utterance includes the particular hotword comprises:

determining that the activation state is an active state.

6. (Currently amended) The method of claim 1, comprising:
receiving, by the first computing device, additional audio data that corresponds to an
additional utterance;

determining, based on an analysis of the additional audio data and without performing

automated speech recognition processing on the additional audio data a third value

corresponding-to that reflects a third likelihood that the additional utterance includes the

particular hotword;
receiving a fourth value-eerrespendingte that reflects a fourth likelihood that the

additional utterance includes the particular hotword,-the-feurth-value-being as determined by a

third computing device;

comparing the third value_that reflects the third likelihood that the additional utterance

includes the particular hotword and the fourth value that reflects the fourth likelihood that the

additional utterance includes the particular hotword; and

based on comparing the third value that reflects the third likelihood that the additional

utterance includes the particular hotword and the fourth value that reflects the fourth likelihood
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that the additional utterance includes the particular hotword, determining that the activation state

of the first computing device is an inactive state.

7. (Currently amended) The method of-elaim3 claim 1, wherein:

transmitting, to the second computing device, the first value-te-the-second-computing
dewiee that reflects the first likelihood that the utterance includes the particular hotword

comprises:
transmitting, to a server, through a local network, or through a short range radio,

the first value that reflects the first likelihood that the utterance includes the particular hotword,

and

receiving a second valuc-eerrespondingto_that reflects a second likelihood that the
utterance includes the particular hotword,the-second-value being as determined by a second

computing device comprises:

receiving, from the server, through the local network, or through the short range

radio, a second value that-was-determined-by-a-second-computing-deviee reflects the second

likelihood that the utterance includes the particular hotword.

8. (Currently amended) The method of claim 1, comprising:
identifying the second computing device; and
determining that the second computing device is configured to respond to utterances that

include the particular hotword.

9. (Currently amended) The method of-ela#n3 claim 1, wherein:

transmitting, to the second computing device, the first value-te-the-second-computing
dewviee that reflects the first likelihood that the utterance includes the particular hotword

comprises:
transmitting a first identifierferthe of the first computing device, and
receiving a second valuc-eerrespondingto_that reflects a second likelihood that the
utterance includes the particular hotword,the-second-value being as determined by a second

computing device comprises:
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receiving a second identifierferthe of the second computing device.

10. (Original) The method of claim 5, wherein determining that the activation state is an
active state comprises:
determining that a particular amount of time has elapsed since receiving the audio data

that corresponds to the utterance.

11. (Currently amended) The method of claim 5, comprising:

continuing, for a particular amount of time, to transmit the first value that reflects the first

likelihood that the utterance includes the particular hotword based on determining that the

activation state 1s an active state.

12. (Currently amended) A computing device comprising:
one or more storage devices storing instructions that are operable, when executed by the
computing device, to cause the computing device to perform operations comprising:
receiving, by a first computing device, audio data that corresponds to an
utterance;

determining, based on an analysis of the audio data and without performing

automated speech recognition processing on the audio data, a first valuc-eerrespending—te that

reflects a first likelihood that the utterance includes a_particular hotword;
receiving a second valuc-eerrespondingto_that reflects a second likelihood that

the utterance includes the particular hotword,-the-second-value-being as determined by a second

computing device;

transmitting, to the second device, the first value that reflects the first likelihood

that the utterance includes the particular hotword;

comparing the first value_that reflects the first likelihood that the utterance

includes the particular hotword and the second value that reflects the second likelihood that the

utterance includes the particular hotword; and

based on comparing the first value_that reflects the first likelihood that the

utterance includes the particular hotword to the second value that reflects the second likelihood
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that the utterance includes the particular hotword,-nitiating determining whether to perform

automated speech recognition processing on the audio data.

13. (Currently amended) The-system device of claim 12, wherein the operations further
comprise:
determining that the first value satisfies a hotword score threshold,

wherein the first value that reflects the first likelihood that the utterance includes the

particular hotword is transmitted to the second device based on determining that the first value

satisfies the hotword score threshold.

14.  (Cancelled)

15. (Currently amended) The system-device of claim 12, wherein the operations further
comprise:
determining an activation state of the first computing device based on comparing the first

value that reflects the first likelihood that the utterance includes the particular hotword and the

second value that reflects the second likelihood that the utterance includes the particular

hotword.

16. (Currently amended) The system-device of claim 15, wherein determining an activation

state of the first computing device based on comparing the first value that reflects the first

likelihood that the utterance includes the particular hotword and the second value that reflects the

second likelihood that the utterance includes the particular hotword comprises:

determining that the activation state is an active state.

17. (Currently amended) The system-device of claim 12, wherein the operations further

comprise:
receiving, by the first computing device, additional audio data that corresponds to an

additional utterance;
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determining, based on an analysis of the additional audio data and without performing

automated speech recognition processing on the additional audio data a third value

corresponding-to that reflects a third likelihood that the additional utterance includes the

particular hotword;
receiving a fourth value-eerrespendingte that reflects a fourth likelihood that the

additional utterance includes the particular hotword,-the-feurth-value-being as determined by a

third computing device;

comparing the third value_that reflects the third likelihood that the additional utterance
includes the particular hotword and the fourth value_that reflects the fourth likelihood that the

additional utterance includes the particular hotword; and

based on comparing the third value that reflects the third likelihood that the additional

utterance includes the particular hotword and the fourth value that reflects the fourth likelihood

that the additional utterance includes the particular hotword, determining that the activation state

of the first computing device is an inactive state.

18. (Currently amended) The system-device of claim 14, wherein:

transmitting, to the second computing device, the first value-te-the-second-computing
deviee that reflects the first likelihood that the utterance includes the particular hotword

comprises:
transmitting, to a server, through a local network, or through a short range radio,

the first value that reflects the first likelihood that the utterance includes the particular hotword,

and

receiving a second valuc-eerrespending—te that reflects a second likelihood that the
utterance includes the particular hotword,the-second-value being as determined by a second

computing device comprises:

receiving, from the server, through the local network, or through the short range

radio, a second value that-was-determined-by-a-second-computing-deviee reflects the second

likelihood that the utterance includes the particular hotword.

Page 7 of 45 SONOS EXHIBIT 1010



First Named Inventor :  Matthew Sharifi Attorney’s Docket No.: 16113-6450001
Serial No. : 14/675,932

Filed : April 1, 2015

Page : 8of 12

19. (Currently amended) The system-device of claim 12, wherein the operations further
comprise:

identifying the second computing device; and

determining that the second computing device is configured to respond to utterances that

include the particular hotword.

20. (Currently amended) A non-transitory computer-readable medium storing software
comprising instructions executable by one or more computers which, upon such execution, cause
the one or more computers to perform operations comprising:

receiving, by a first computing device, audio data that corresponds to an
utterance;

determining, based on an analysis of the audio data and without performing

automated speech recognition processing on the audio data, a first valuc-eerrespending-te_that

reflects a first likelihood that the utterance includes a_particular hotword;
receiving a second valuc-eerrespending—te that reflects a second likelihood that

the utterance includes the particular hotword,-the-second-value-being as determined by a second

computing device;

transmitting, to the second device, the first value that reflects the first likelihood

that the utterance includes the particular hotword;

comparing the first value_that reflects the first likelihood that the utterance

includes the particular hotword and the second value that reflects the second likelihood that the

utterance includes the particular hotword; and

based on comparing the first value _that reflects the first likelihood that the

utterance includes the particular hotword to the second value that reflects the second likelihood

that the utterance includes the particular hotword -nitiating determining whether to perform

automated speech recognition processing on the audio data.
21. (New) The method of claim 1, comprising:

based on comparing the first value that reflects the first likelihood that the utterance

includes the particular hotword to the second value that reflects the second likelihood that the
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utterance includes the particular hotword, determining that the first value that reflects the first
likelihood that the utterance includes the particular hotword is greater than the second value that
reflects the second likelihood that the utterance includes the particular hotword,

wherein determining whether to perform automated speech recognition processing on the
audio data comprises:

based on determining that the first value that reflects the first likelihood that the

utterance includes the particular hotword is greater than the second value that reflects the second
likelihood that the utterance includes the particular hotword, determining to perform automated

speech recognition processing on the audio data.

22. (New) The method of claim 1, comprising:

based on comparing the first value that reflects the first likelihood that the utterance
includes the particular hotword to the second value that reflects the second likelihood that the
utterance includes the particular hotword, determining that the first value that reflects the first
likelihood that the utterance includes the particular hotword is less than the second value that
reflects the second likelihood that the utterance includes the particular hotword,

wherein determining whether to perform automated speech recognition processing on the
audio data comprises:

based on determining that the first value that reflects the first likelihood that the

utterance includes the particular hotword is less than the second value that reflects the second
likelihood that the utterance includes the particular hotword, determining not to perform

automated speech recognition processing on the audio data.
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REMARKS

Claims 1-20 were pending as of the action of June 12, 2015. Claims 1, 12, and 20 are in
independent form and have been amended. Claims 3 and 14 have been cancelled. New claims

21 and 22 have been added. No new matter has been added.

Interview Summary

The undersigned thanks Examiner Colucci for the courtesies extended during the
telephonic interview on August 12, 2015. The undersigned participated on behalf of the
Applicant. In the interview, the Applicant’s representatives discussed an overview of the
application and the proposed feature of “based on comparing the first value that reflects the first
likelihood that the utterance includes the particular hotword to the second value that reflects the
second likelihood that the utterance includes the particular hotword, determining whether to
perform automated speech recognition processing on the audio data.” An agreement was reached

that the proposed amendment overcomes the current rejection.

Rejections under 35 U.S.C. § 103

Claims 1-20 were rejected under 35 U.S.C. § 103(a) over US 7,904,297 (Mirkovic) and
further in view of US 2011/0060587 (Phillips). Withdrawal of the rejection is requested.

Claim 1 has been amended to recite “receiving a second value that reflects a second
likelihood that the utterance includes the particular hotword, as determined by a second
computing device,” and “based on comparing the first value that reflects the first likelihood that
the utterance includes the particular hotword to the second value that reflects the second
likelihood that the utterance includes the particular hotword, determining whether to perform
automated speech recognition processing on the audio data.” Claims 12 and 20 recite similar
features. The cited references do not describe or suggest these features.

Mirkovic describes that “the ASR 920 and parser 922 components may be combined into
a single ASR/Parser unit that is coupled to, but functionally independent of DMV classifier 924
and slot classifier 926,” (Mirkovic, 17:57-60) which is not the same as “based on comparing the
first value that reflects the first likelihood that the utterance includes the particular hotword to the

second value that reflects the second likelihood that the utterance includes the particular
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hotword, determining whether to perform automated speech recognition processing on the audio
data” where the “second value that reflects a second likelihood that the utterance includes the
particular hotword” is “determined by a second computing device,” as recited by claim 1.

Phillips describes that the “ASR client 118 may facilitate speech-enabled text entry to
cach of the multiple applications,” (Phillips, q [0061]) which is not the same as “based on
comparing the first value that reflects the first likelihood that the utterance includes the particular
hotword to the second value that reflects the second likelihood that the utterance includes the
particular hotword, determining whether to perform automated speech recognition processing on
the audio data” where the “second value that reflects a second likelihood that the utterance
includes the particular hotword” is “determined by a second computing device,” as recited by
claim 1.

Accordingly, the Applicant requests reconsideration and withdrawal of the rejection of

claims 1, 12, and 20 and their dependent claims.

Conclusion

The other claims in the application are each dependent on the independent claims, and are
allowable for at least the above reasons. Because each claim is deemed to define additional
aspects of the disclosure, however, the individual consideration of each claim on its own merits
is respectfully requested.

By responding in the foregoing remarks only to particular positions taken in the action,
Applicant does not acquiesce with other positions that have not been explicitly addressed. In
addition, Applicant’s selecting some particular arguments for the patentability of a claim should
not be understood as implying that no other reasons for the patentability of that claim exist.
Finally, Applicant’s decision to amend or cancel any claim should not be understood as implying
that Applicant agrees with any positions taken in the action with reference to that claim or other
claims, or that Applicant adopts or agrees with any position except as specifically stated in this
paper. In particular, by amending a claim, Applicant does not necessarily concede that the claim

prior to amendment was unpatentable.
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Please charge any fees that need to be paid and apply any credits to deposit account 06-
1050.

Respectfully submitted,

Date: August 19, 2015 /Sam Williams/
Sam L. Williams
Reg. No. 68,071

Customer Number 26192
Fish & Richardson P.C.
Telephone: (202) 626-6404
Facsimile: (877) 769-7945

41126384.docx
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1. The present application, filed on or after March 16, 2013, is being examined

under the first inventor to file provisions of the AlA.

DETAILED ACTION

Response to Arguments
1. Applicant's arguments with respect to claims 1, 2, 4-13, and 15-22 have been
considered but are moot in view of the new ground(s) of rejection. Applicant’s
arguments are directed to the amended subject matter; new prior art is provided below.
While the amendments appear to overcome the prior art of record, Rosenberger US
8340975 B1 (hereinafter Rosenberger) has been incorporated to address the
communication of probabilistic weighted signals from each device to each other, and
comparing probabilistic values between devices, to determine whether to handle the
speech command i.e. continue processing speech.

NOTE: During current analysis of the present invention it is realized that
contradictory to the claim language, the specification in fact states that speech
recognition is performed, which from a technical standpoint is almost inherent given the
nature of command and control. In order to spot a keyword some sort of speech
recognition must be performed. There is no indication of waveform analysis that would
suggest otherwise in the specification. Therefore being consistent with both the spec
and technological field and in view of prior art Rosenberger, it is believed the claims

mean that audio input is processed with ASR but segmented into two portions, where a
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first portion has speech recognition performed on it, however the remaining portion of
the audio is not processed until probabilistic weighted values are compared between
devices. The remaining portion of audio therefore does not have ASR performed on it
as consistent with the claims. For instance a user states “Hello thermostat” where SR is
performed, the following command afterwards “turn up 2 degrees” is not processed until
a decision is made between the devices to process the remaining command. This is
precisely taught in newly incorporated Rosenberger.

See present invention spec 0005-0006 below:

“Consequently, each time the words "OK computer” are spoken, it is picked up

by a microphone, conveyed to the system, which performs speech recognition

technigues to determine whether the hotword was spoken and, if so, awaits an ensuing

command or query. Accordingly, utterances directed at the system take the general

form [HOTWORD] [QUERY], where "HOTWORD" in this example is "OK computer" and
"QUERY" can be any question, command, declaration, or other request that can be
speech recognized, parsed and acted on by the system, either alone or in conjunction
with the server via the network.

[0006] According to one innovative aspect of the subject matter described in this
specification, a user device receives an utterance that is spoken by a user. The user
device determines whether the utterance includes a hotword and computes a hotword
confidence score that indicates a likelihood that the utterance includes the hotword. The
user device transmits this score to other user devices in the near vicinity. The other user

devices likely received the same utterance. The other user devices compute a hotword
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confidence score and transmit their scores to the user device. The user device
compares the hotword confidence scores. If the user device has the highest hotword

confidence score, then the user device remains active and prepares to process

additional audio. If the user device does not have the highest hotword confidence score,

then the user device does not process the additional audio.”

Claim Rejections - 35 USC § 103
1. The following is a quotation of 35 U.S.C. 103 which forms the basis for all
obviousness rejections set forth in this Office action:
(a) A patent may not be obtained though the invention is not identically disclosed
or described as set forth in section 102 of this title, if the differences between the
subject matter sought to be patented and the prior art are such that the subject
matter as a whole would have been obvious at the time the invention was made
to a person having ordinary skill in the art to which said subject matter pertains.
Patentability shall not be negatived by the manner in which the invention was
made.
2. Claims 1, 2, 4-13, and 15-22 are rejected under 35 U.S.C. 103(a) as being
unpatentable over Mirkovic; Danilo et al. US 7904297 B2 (hereinafter Mirkovic) in
view of Phillips; Michael S. et al. US 20110060587 A1 (hereinafter Phillips) and
further in view of Rosenberger US 8340975 B1 (hereinafter Rosenberger).

Re claims 1, 12, and 20, Mirkovic teaches
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A computer-implemented method comprising:

receiving, by a first computing device, audio data that corresponds to an
utterance;

determining, based on an analysis of the audio data and without performing
automated speech recognition processing on the audio data, a first value that reflects a
first likelihood that the utterance includes a particular hotword;

Phillips expressly teaches that other devices can be applications both local and
external to produce results (Phillips fig. 1C).

Therefore, it would have been obvious to one of ordinary skill in the art at the
time of the invention to modify the system of Mirkovic to incorporate multiple devices as
servers as taught by Phillips to allow for context based retrieval of best matches

(Phillips fig. 1C), to associate the proper device with the best matching input.

However the combination fails to teach

receiving a second value that reflects a second likelihood that the utterance
includes the particular hotword, as determined by a second computing device;

transmitting, to the second device, the first value that reflects the first likelihood
that the utterance includes the particular hotword;

comparing the first value that reflects the first likelihood that the utterance
includes the particular hotword and the second value that reflects the second likelihood

that the utterance includes the particular hotword; and
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based on comparing the first value that reflects the first likelihood that the
utterance includes the particular hotword to the second value that reflects the second
likelihood that the utterance includes the particular hotword, initiating determining
whether to perform automated speech recognition processing on the audio data

Rosenberger expressly teaches handling an initial input speech to process,
transmitting a probabilistic weighted value to other devices, comparing values of
multiple devices, then determining whether to process the remaining portion of the input
i.e. the command section based on whether an input value is higher than a threshold
value associated with weighted probabilistic values of each device or one device
depending on the number present (Rosenberger col 4 lines 5-53 with col 5 lines 1-50
with fig. 7 and claim 13).

Therefore, it would have been obvious to one of ordinary skill in the art at the
time of the invention to modify the system of Mirkovic and Phillips to incorporate the
above limitations as taught by Rosenberger to allow for a modification and substitution
of a resource saving system such as Rosenberger wherein speech recognition is not
fully performed on the initial input such that each an every device is not compared, for
instance A) “hello thermostat" versus B) "hello thermostat please raise the temperature
2 degrees” saves four times the amount of processing speed and resources per device,
such that 8 devices can simultaneously handle A) wherein only 1 device can handle B)
regardless of the amount of resources and speed available, wherein Mirkovic’'s system
can truncate input as a preamble i.e. A) and the rich content B) which is held until a

threshold is compared to determine the best device to use.
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Re claims 2, 4, 5, 8, 13, 15-17, and 19, Mirkovic teaches preserving n-best of
devices with scores above a threshold, activation of the device with the best score,
checking for more utterances, determining whether to respond or utilize a device if a
keyword or hot word is found (receiving, producing confidence scores from several
devices, comparing for best score above threshold, continuing processing on selected
best device... claim 14 expressly and in fig. 9).

However the combination fails to teach likelihoods either greater or less than a
second value to determine whether or not to perform ASR

in addition to

transmitting, to the second device, the first value that reflects the first likelihood
that the utterance includes the particular hotword;

comparing the first value that reflects the first likelihood that the utterance
includes the particular hotword and the second value that reflects the second likelihood
that the utterance includes the particular hotword; and

based on comparing the first value that reflects the first likelihood that the
utterance includes the particular hotword to the second value that reflects the second
likelihood that the utterance includes the particular hotword, initiating determining
whether to perform automated speech recognition processing on the audio data

Rosenberger expressly teaches handling an initial input speech to process,

transmitting a probabilistic weighted value to other devices, comparing values of
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multiple devices, then determining whether to process the remaining portion of the input
i.e. the command section based on whether an input value is higher than a threshold
value associated with weighted probabilistic values of each device or one device
depending on the number present (Rosenberger col 4 lines 5-53 with col 5 lines 1-50
with fig. 7 and claim 13).

Therefore, it would have been obvious to one of ordinary skill in the art at the
time of the invention to modify the system of Mirkovic and Phillips to incorporate the
above limitations as taught by Rosenberger to allow for a modification and substitution
of a resource saving system such as Rosenberger wherein speech recognition is not
fully performed on the initial input such that each an every device is not compared, for
instance A) “hello thermostat" versus B) "hello thermostat please raise the temperature
2 degrees” saves four times the amount of processing speed and resources per device,
such that 8 devices can simultaneously handle A) wherein only 1 device can handle B)
regardless of the amount of resources and speed available, wherein Mirkovic’'s system
can truncate input as a preamble i.e. A) and the rich content B) which is held until a

threshold is compared to determine the best device to use.

Re claims 6, 7, 9-11, and 18, Mirkovic teaches receiving, producing confidence
scores from several devices, comparing for best score above threshold, continuing

processing on selected best device...as in claim 14 expressly and in fig. 9, however
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fails to teach multiple utterances in one input, durations of input, and sending first data
to a second or third more devices, that is fails to teach:
3. The method of claim 1, comprising:

transmitting the first value to the second computing device

6. The method of claim 1, comprising:

receiving, by the first computing device, additional audio data that corresponds to
an additional utterance

determining a third value corresponding to a likelihood that the additional
utterance includes the hot word;

receiving a fourth value corresponding to a likelihood that the utterance includes
the hot word, the fourth value being determined by a third computing device; comparing
the third value and the fourth value; and

based on comparing the third value and the fourth value, determining that the

activation state of the first computing device is an inactive state.

7. The method of claim 3, wherein:
transmitting the first value to the second computing device comprises:
transmitting, to a server, through a local network, or through a short range radio,

the first value, and
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receiving a second value corresponding to a likelihood that the utterance
includes the hot word, the second value being determined by a second computing
device comprises:

receiving, from the server, through the local network, or through the short range

radio, a second value that was determined by a second computing device

9. The method of claim 3, wherein:

transmitting the first value to the second computing device comprises:

transmitting a first identifier for the first computing device, and

receiving a second value corresponding to a likelihood that the utterance
includes the hotword, the second value being determined by a second computing
device comprises:

receiving a second identifier for the second computing device

10. The method of claim 5, wherein determining that the activation state is an
active state comprises:
determining that a particular amount of time has elapsed since receiving the

audio data that corresponds to the utterance.

11. The method of claim 5, comprising:

continuing, for a particular amount of time, to transmit the first value based on

determining that the activation state is an active state
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Phillips expressly teaches that other devices can be applications both local and
external to produce results (Phillips fig. 1C).

Therefore, it would have been obvious to one of ordinary skill in the art at the
time of the invention to modify the system of Mirkovic to incorporate the above
limitations as taught by Phillips to allow for multiple servers as devices with different
context based models attached including expected duration to avoid clipping an input of
audio, wherein the highest scoring server can be output to handle consecutive
utterances e.g. "Directions to Arthur Bryants in Kansas City Missouri”, such that different
servers can modified into the devices of Mirkovic or when servers are devices, utilize
different context e.g. Maps, Directions, Google recognition performed once
determination of highest score is made (Phillips fig. 7, 0163, fig. 5a-5f, fig. fig. 1C), to
associate the proper device with the best matching input.

However the combination fails to teach likelihoods either greater or less than a
second value to determine whether or not to perfrom ASR

in addition to

transmitting, to the second device, the first value that reflects the first likelihood
that the utterance includes the particular hotword;

comparing the first value that reflects the first likelihood that the utterance
includes the particular hotword and the second value that reflects the second likelihood

that the utterance includes the particular hotword; and
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based on comparing the first value that reflects the first likelihood that the
utterance includes the particular hotword to the second value that reflects the second
likelihood that the utterance includes the particular hotword, initiating determining
whether to perform automated speech recognition processing on the audio data

Rosenberger expressly teaches handling an initial input speech to process,
transmitting a probabilistic weighted value to other devices, comparing values of
multiple devices, then determining whether to process the remaining portion of the input
i.e. the command section based on whether an input value is higher than a threshold
value associated with weighted probabilistic values of each device or one device
depending on the number present (Rosenberger col 4 lines 5-53 with col 5 lines 1-50
with fig. 7 and claim 13).

Therefore, it would have been obvious to one of ordinary skill in the art at the
time of the invention to modify the system of Mirkovic and Phillips to incorporate the
above limitations as taught by Rosenberger to allow for a modification and substitution
of a resource saving system such as Rosenberger wherein speech recognition is not
fully performed on the initial input such that each an every device is not compared, for
instance A) “hello thermostat” versus B) "hello thermostat please raise the temperature
2 degrees” saves four times the amount of processing speed and resources per device,
such that 8 devices can simultaneously handle A) wherein only 1 device can handle B)
regardless of the amount of resources and speed available, wherein Mirkovic’s system
can truncate input as a preamble i.e. A) and the rich content B) which is held until a

threshold is compared to determine the best device to use.
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Re claim 21, Mirkovic and Phillips teaches speech processing for several
devices, servers, and applications, but fails to teach

21. (New) The method of claim 1, comprising:

based on comparing the first value that reflects the first likelihood that the
utterance

includes the particular hotword to the second value that reflects the second
likelihood that th

utterance includes the particular hotword, determining that the first value that
reflects the first likelihood that the utterance includes the particular hotword is greater
than the second value that reflects the second likelihood that the utterance includes the
particular hotword,

wherein determining whether to perform automated speech recognition
processing on the audio data comprises:

based on determining that the first value that reflects the first likelihood that the
utterance includes the particular hotword is greater than the second value that reflects
the second likelihood that the utterance includes the particular hotword, determining to
perform automated speech recognition processing on the audio data.

Rosenberger expressly teaches handling an initial input speech to process,
transmitting a probabilistic weighted value to other devices, comparing values of

multiple devices, then determining whether to process the remaining portion of the input
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i.e. the command section based on whether an input value is higher than a threshold
value associated with weighted probabilistic values of each device or one device
depending on the number present (Rosenberger col 4 lines 5-53 with col 5 lines 1-50
with fig. 7 and claim 13).

Therefore, it would have been obvious to one of ordinary skill in the art at the
time of the invention to modify the system of Mirkovic and Phillips to incorporate the
above limitations as taught by Rosenberger to allow for a modification and substitution
of a resource saving system such as Rosenberger wherein speech recognition is not
fully performed on the initial input such that each an every device is not compared, for
instance A) “hello thermostat” versus B) "hello thermostat please raise the temperature
2 degrees” saves four times the amount of processing speed and resources per device,
such that 8 devices can simultaneously handle A) wherein only 1 device can handle B)
regardless of the amount of resources and speed available, wherein Mirkovic’s system
can truncate input as a preamble i.e. A) and the rich content B) which is held until a

threshold is compared to determine the best device to use.

Re claim 22, Mirkovic and Phillips teaches speech processing for several
devices, servers, and applications, but fails to teach

22. (New) The method of claim 1, comprising:

based on comparing the first value that reflects the first likelihood that the

utterance
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includes the particular hotword to the second value that reflects the second
likelihood that the utterance includes the particular hotword, determining that the first
value that reflects the first likelihood that the utterance includes the particular hotword is
less than the second value that reflects the second likelihood that the utterance includes
the particular hotword,

wherein determining whether to perform automated speech recognition
processing on the audio data comprises:

based on determining that the first value that reflects the first likelihood that the
utterance includes the particular hotword is less than the second value that reflects the
second likelihood that the utterance includes the particular hotword, determining not to
perform automated speech recognition processing on the audio data

Rosenberger expressly teaches handling an initial input speech to process,
transmitting a probabilistic weighted value to other devices, comparing values of
multiple devices, then determining whether to process the remaining portion of the input
i.e. the command section based on whether an input value is higher than a threshold
value associated with weighted probabilistic values of each device or one device
depending on the number present (Rosenberger col 4 lines 5-53 with col 5 lines 1-50
with fig. 7 and claim 13).

Therefore, it would have been obvious to one of ordinary skill in the art at the
time of the invention to modify the system of Mirkovic and Phillips to incorporate the
above limitations as taught by Rosenberger to allow for a modification and substitution

of a resource saving system such as Rosenberger wherein speech recognition is not
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fully performed on the initial input such that each an every device is not compared, for
instance A) “hello thermostat" versus B) "hello thermostat please raise the temperature
2 degrees” saves four times the amount of processing speed and resources per device,
such that 8 devices can simultaneously handle A) wherein only 1 device can handle B)
regardless of the amount of resources and speed available, wherein Mirkovic’'s system
can truncate input as a preamble i.e. A) and the rich content B) which is held until a

threshold is compared to determine the best device to use.

Conclusion
1. Applicant's amendment necessitated the new ground(s) of rejection presented in
this Office action. Accordingly, THIS ACTION IS MADE FINAL. See MPEP
§ 706.07(a). Applicant is reminded of the extension of time policy as set forth in 37
CFR 1.136(a).

A shortened statutory period for reply to this final action is set to expire THREE
MONTHS from the mailing date of this action. In the event a first reply is filed within
TWO MONTHS of the mailing date of this final action and the advisory action is not
mailed until after the end of the THREE-MONTH shortened statutory period, then the
shortened statutory period will expire on the date the advisory action is mailed, and any
extension fee pursuant to 37 CFR 1.136(a) will be calculated from the mailing date of
the advisory action. In no event, however, will the statutory period for reply expire later

than SIX MONTHS from the date of this final action.
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Any inquiry concerning this communication or earlier communications from the
examiner should be directed to MICHAEL COLUCCI whose telephone number is
(571)270-1847. The examiner can normally be reached on 9 am - 6:00 pm , Monday -
Friday.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’'s
supervisor, Richemond Dorvil can be reached on (571)-272-7602. The fax phone
number for the organization where this application or proceeding is assigned is 571-
273-8300.

Information regarding the status of an application may be obtained from the
Patent Application Information Retrieval (PAIR) system. Status information for
published applications may be obtained from either Private PAIR or Public PAIR.
Status information for unpublished applications is available through Private PAIR only.
For more information about the PAIR system, see http://pair-direct.uspto.gov. Should
you have questions on access to the Private PAIR system, contact the Electronic
Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a
USPTO Customer Service Representative or access to the automated information

system, call 800-786-9199 (IN USA OR CANADA) or 571-272-1000.

/MICHAEL COLUCCI/

Primary Examiner, Art Unit 2658
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(571)-270-1847
Examiner FAX: (571)-270-2847
Michael. Colucci@uspto.qov
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AMENDMENTS TO THE CLAIMS

This Listing of Claims replaces all previous versions, and listings, of claims in the application.

Listing of Claims:

1. (Currently amended) A computer-implemented method comprising:
receiving, by a first computing device, audio data that corresponds to an utterance;

before beginning automated speech recognition processing on the audio data, processing

the audio data using a classifier that classifies audio data as including a particular hotword or as

not including the particular hotword;

determining, based on-an

speech-recognittonprocessingon-the-audio-data the processing of the audio data using the

classifier that classifies audio data as including a particular hotword or as not including the

particular hotword, a first value that reflects a first likelihood that the utterance includes-a

partienlar the particular hotword;

receiving a second value that reflects a second likelihood that the utterance includes the

particular hotword, as determined by a second computing device;

comparing the first value that reflects the first likelihood that the utterance includes the

particular hotword and the second value that reflects the second likelihood that the utterance
includes the particular hotword; and

based on comparing the first value that reflects the first likelihood that the utterance
includes the particular hotword to the second value that reflects the second likelihood that the

utterance includes the particular hotword, determining whether to-perferm begin performing

automated speech recognition processing on the audio data.

2. (Currently amended) The method of claim 1, comprising:

determining that the first value satisfies a hotword score-thresheld;; and
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herein the firstvalue thatreflects the first likelihood-that o cludos
partienlarhotword-is-transmittedto-the-second-deviee-based on determining that the first value

satisfies the hotword score threshold, transmitting, to the second device, the first value that

reflects the first likelihood that the utterance includes the particular hotword.

3. (Cancelled)

4. (Currently amended) The method of claim 1, comprising:

determining an activation state of the first computing device based on comparing the first
value that reflects the first likelihood that the utterance includes the particular hotword-and-the to
the second value that reflects the second likelihood that the utterance includes the particular

hotword.

5. (Currently amended) The method of claim 4, wherein determining an activation state of
the first computing device based on comparing the first value that reflects the first likelihood that
the utterance includes the particular hotword-and-the to the second value that reflects the second
likelihood that the utterance includes the particular hotword comprises:

determining that the activation state_of the first computing device is an active state.

6. (Currently amended) The method of claim 1, comprising:
receiving, by the first computing device, additional audio data that corresponds to an
additional utterance;

before beginning automated speech recognition processing on the audio data, processing

the audio data using a classifier that classifies audio data as including a particular hotword or as

not including the particular hotword;

determining, based on-a

data using the classifier that classifies audio data as including a particular hotword or as not

including the particular hotword, a third value that reflects a third likelihood that the additional

utterance includes the particular hotword;
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receiving a fourth value that reflects a fourth likelihood that the additional utterance
includes the particular hotword, as determined by a third computing device;

comparing the third value that reflects the third likelihood that the additional utterance
includes the particular hotword and the fourth value that reflects the fourth likelihood that the
additional utterance includes the particular hotword; and

based on comparing the third value that reflects the third likelihood that the additional
utterance includes the particular hotword and the fourth value that reflects the fourth likelihood
that the additional utterance includes the particular hotword, determining-that-the-activationstate
of the-first-computing-deviee-is-an-naetive-state_whether to begin performing automated speech

recognition processing on the additional audio data.

7. (Currently amended) The method of claim 1, wherein:

receiving a second value that reflects a second likelihood that the utterance includes the
particular hotword, as determined by a second computing device comprises:
receiving, from-the-server a server, through-theleeal a local network, or through

the-shert a short range radio_communication channel, a second value that reflects the second

likelihood that the utterance includes the particular hotword.

8. (Currently amended) The method of claim 1, comprising:

identifying ’ ing device: and

determining that the second computing device is configured to respond to utterances that
include the particular hotword,

wherein comparing the first value that reflects the first likelihood that the utterance

includes the particular hotword and the second value that reflects the second likelihood that the
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utterance includes the particular hotword is performed in response to determining that the second

computing device is configured to respond to utterances that include the particular hotword.

9. (Currently amended) The method of claim 1, wherein:

receiving a second value that reflects a second likelihood that the utterance includes the
particular hotword, as determined by a second computing device comprises:

receiving a second identifier of the second computing device.

10. (Currently amended) The method of claim 5, wherein determining thatthe-aetivation
: : o

whether to begin performing automated speech recognition processing on the audio data

is further based on determining that a particular amount of time has elapsed since receiving the

audio data that corresponds to the utterance.

11. (Currently amended) The method of claim 5, comprising:
contiting transmitting, for a particular amount of time, to-transmit-the first value that
reflects the first likelihood that the utterance includes the particular hotword based on

determining that the activation state is an active state.

12. (Currently amended) A computing device comprising:
one or more storage devices storing instructions that are operable, when executed by the
computing device, to cause the computing device to perform operations comprising:
receiving, by a first computing device, audio data that corresponds to an
utterance;

before beginning automated speech recognition processing on the audio data,

processing the audio data using a classifier that classifies audio data as including a particular

hotword or as not including the particular hotword;
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deterrmmng, based on—aﬂ—aﬂaldyﬁs—ef—the—aﬁehe—d-a%a—aﬂd—w&hem—peffefmmg

a the processing of the audio data using

the classifier that classifies audio data as including a particular hotword or as not including the

particular hotword, a first value that reflects a first likelihood that the utterance includesa

parttenlar the particular hotword;

receiving a second value that reflects a second likelihood that the utterance

includes the particular hotword, as determined by a second computing device;
itting_to 4 | device,the i hyedl q he St Likelihood
hat il o chudes cular ] "

comparing the first value that reflects the first likelihood that the utterance
includes the particular hotword and the second value that reflects the second likelihood that the
utterance includes the particular hotword; and

based on comparing the first value that reflects the first likelihood that the
utterance includes the particular hotword to the second value that reflects the second likelihood
that the utterance includes the particular hotword, determining whether to-perferm begin

performing automated speech recognition processing on the audio data.

13. (Currently amended) The device of claim 12, wherein the operations further comprise:
determining that the first value satisfies a hotword score-threshelds; and
heroin the first value that reflects the Srst likelihood thattl o cludes 4
particalarhotword-is-transmittedto-the second-deviee-based on determining that the first value

satisfies the hotword score threshold, transmitting, to the second device, the first value that

reflects the first likelihood that the utterance includes the particular hotword.

14.  (Cancelled)

15. (Currently amended) The device of claim 12, wherein the operations further comprise:
determining an activation state of the first computing device based on comparing the first

value that reflects the first likelihood that the utterance includes the particular hotword-and-the to
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the second value that reflects the second likelihood that the utterance includes the particular

hotword.

16. (Currently amended) The device of claim 15, wherein determining an activation state of
the first computing device based on comparing the first value that reflects the first likelihood that
the utterance includes the particular hotword-and-the to the second value that reflects the second
likelihood that the utterance includes the particular hotword comprises:

determining that the activation state_of the first computing device is an active state.

17. (Currently amended) The device of claim 12, wherein the operations further comprise:
receiving, by the first computing device, additional audio data that corresponds to an
additional utterance;

before beginning automated speech recognition processing on the audio data, processing

the audio data using a classifier that classifies audio data as including a particular hotword or as

not including the particular hotword;

determining, based on-an-ana

data using the classifier that classifies audio data as including a particular hotword or as not

including the particular hotword, a third value that reflects a third likelihood that the additional

utterance includes the particular hotword;

receiving a fourth value that reflects a fourth likelihood that the additional utterance
includes the particular hotword, as determined by a third computing device;

comparing the third value that reflects the third likelihood that the additional utterance
includes the particular hotword and the fourth value that reflects the fourth likelihood that the
additional utterance includes the particular hotword; and

based on comparing the third value that reflects the third likelihood that the additional
utterance includes the particular hotword and the fourth value that reflects the fourth likelihood
that the additional utterance includes the particular hotword, determining-that-the-activationstate
of the-first computing-devieeis-aninactivestate whether to begin performing automated speech

recognition processing on the additional audio data.
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18. (Currently amended) The device of claim 14, wherein:

receiving a second value that reflects a second likelihood that the utterance includes the

particular hotword, as determined by a second computing device comprises:
receiving, from-the-server a server, through-theleeal a local network, or through

the-shert a short range radio_communication channel, a second value that reflects the second

likelihood that the utterance includes the particular hotword.

19. (Currently amended) The device of claim 12, wherein the operations further comprise:
identifying ’ i devieo:and
determining that the second computing device is configured to respond to utterances that
include the particular hotword,

wherein comparing the first value that reflects the first likelihood that the utterance

includes the particular hotword and the second value that reflects the second likelihood that the

utterance includes the particular hotword is performed in response to determining that the second

computing device is configured to respond to utterances that include the particular hotword.

20. (Currently amended) A non-transitory computer-readable medium storing software
comprising instructions executable by one or more computers which, upon such execution, cause
the one or more computers to perform operations comprising:

receiving, by a first computing device, audio data that corresponds to an utterance;

before beginning automated speech recognition processing on the audio data, processing

the audio data using a classifier that classifies audio data as including a particular hotword or as

not including the particular hotword;
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determining, based on-a

speechrecognittonprocessingon-the-audio-data the processing of the audio data using the

classifier that classifies audio data as including a particular hotword or as not including the

particular hotword, a first value that reflects a first likelihood that the utterance includesa

parttenlar the particular hotword;

receiving a second value that reflects a second likelihood that the utterance includes the

particular hotword, as determined by a second computing device;

comparing the first value that reflects the first likelihood that the utterance includes the

particular hotword and the second value that reflects the second likelihood that the utterance
includes the particular hotword; and

based on comparing the first value that reflects the first likelihood that the utterance
includes the particular hotword to the second value that reflects the second likelihood that the

utterance includes the particular hotword, determining whether to-perferm begin performing

automated speech recognition processing on the audio data.

21. (Currently amended) The method of claim 1, comprising:

based on comparing the first value that reflects the first likelihood that the utterance
includes the particular hotword to the second value that reflects the second likelihood that the
utterance includes the particular hotword, determining that the first value that reflects the first
likelihood that the utterance includes the particular hotword is greater than the second value that
reflects the second likelihood that the utterance includes the particular hotword,

wherein determining whether to perform automated speech recognition processing on the
audio data comprises:

based on determining that the first value that reflects the first likelihood that the

utterance includes the particular hotword is greater than the second value that reflects the second
likelihood that the utterance includes the particular hotword, determining to-perferm begin

performing automated speech recognition processing on the audio data.
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22. (Currently amended) The method of claim 1, comprising:

based on comparing the first value that reflects the first likelihood that the utterance
includes the particular hotword to the second value that reflects the second likelihood that the
utterance includes the particular hotword, determining that the first value that reflects the first
likelihood that the utterance includes the particular hotword is less than the second value that
reflects the second likelihood that the utterance includes the particular hotword,

wherein determining whether to perform automated speech recognition processing on the
audio data comprises:

based on determining that the first value that reflects the first likelihood that the

utterance includes the particular hotword is less than the second value that reflects the second
likelihood that the utterance includes the particular hotword, determining not to-perferm begin

performing automated speech recognition processing on the audio data.

23.  (New) The method of claim 1, wherein processing the audio data using a classifier that
classifies audio data as including a particular hotword or as not including the particular hotword
comprises:

extracting filterbank energies or mel-frequency cepstral coefficients from the audio data.

24.  (New) The method of claim 1, wherein processing the audio data using a classifier that
classifies audio data as including a particular hotword or as not including the particular hotword
comprises:

processing the audio data using a support vector machine or a neural network.
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REMARKS
Claims 1, 2, 4-13, and 15-22 were pending as of the action of October 1, 2015. Claims 1,

12, and 20 are in independent form and have been amended. New claims 23 and 24 have been
added. Support for the amendments can be found throughout the application, including, for
example, paragraphs [0022], [0028], and [0042] of the specification. No new matter has been
added.

Interview Summary
The undersigned thanks Examiner Colucci for the courtesies extended during the
telephonic interview on December 4, 2015. The undersigned participated on behalf of the
Applicant. In the interview, the Applicant’s representatives discussed an overview of the
application and the proposed feature of “before beginning automated speech recognition
processing on the audio data, processing the audio data using a classifier that classifies audio
data as including a particular hotword or as not including the particular hotword.” An agreement

was reached that the proposed amendment overcomes the current rejection.

Rejections under 35 U.S.C. § 103

Claims 1, 2, 4-13, and 15-22 were rejected under 35 U.S.C. § 103(a) as over Mirkovic
(US 7904297) in view of Phillips (US 2011/0060587) and further in view of Rosenberger (US
8340975). Withdrawal of the rejection is requested.

Claim 1 has been amended to recite “before beginning automated speech recognition
processing on the audio data, processing the audio data using a classifier that classifies audio
data as including a particular hotword or as not including the particular hotword,” and
“determining, based on the processing of the audio data using the classifier that classifies audio
data as including a particular hotword or as not including the particular hotword, a first value that
reflects a first likelihood that the utterance includes the particular hotword.” Claims 12 and 20
recite similar features. The cited references do not describe or suggest these features.

Mirkovic describes that “the ASR 920 and parser 922 components may be combined into
a single ASR/Parser unit that is coupled to, but functionally independent of DMV classifier 924

Page 42 of 45 SONOS EXHIBIT 1010



First Named Inventor :  Matthew Sharifi Attorney’s Docket No.: 16113-6450001
Serial No. : 14/675,932

Filed : April 1, 2015

Page : 12 of 14

and slot classifier 926,” (Mirkovic, 17:57-60) which is not the same as “before beginning
automated speech recognition processing on the audio data, processing the audio data using a
classifier that classifies audio data as including a particular hotword or as not including the
particular hotword,” and “determining, based on the processing of the audio data using the
classifier that classifies audio data as including a particular hotword or as not including the
particular hotword, a first value that reflects a first likelihood that the utterance includes the
particular hotword,” as recited by claim 1.

Phillips describes that the “ASR client 118 may facilitate speech-enabled text entry to
cach of the multiple applications,” (Phillips, § [0061]) which is not the same as “before
beginning automated speech recognition processing on the audio data, processing the audio data
using a classifier that classifies audio data as including a particular hotword or as not including
the particular hotword,” and “determining, based on the processing of the audio data using the
classifier that classifies audio data as including a particular hotword or as not including the
particular hotword, a first value that reflects a first likelihood that the utterance includes the
particular hotword,” as recited by claim 1.

Rosenberger describes that “[eJmbedded speech recognition IC modules and software

(e.g., the above-noted Model LD3320 from IC Route and Model NLP-5x from Sensory, Inc.)
calculate and return these measures each time they successfully match (i.e. recognize)
a spoken word or phrase with their active vocabulary or grammar,” (Rosenberger, 10:47-52)
which is not the same as “before beginning automated speech recognition processing on the
audio data, processing the audio data using a classifier that classifies audio data as including a
particular hotword or as not including the particular hotword,” and “determining, based on the
processing of the audio data using the classifier that classifies audio data as including a particular
hotword or as not including the particular hotword, a first value that reflects a first likelihood that
the utterance includes the particular hotword,” as recited by claim 1.

Accordingly, the Applicant requests reconsideration and withdrawal of the rejection of

claims 1, 12, and 20 and their dependent claims.
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Request for After-Final Consideration
The Applicant respectfully requests that Examiner Colucci consider this Amendment
under the After-Final Consideration Pilot program. Accordingly, the Applicant has attached a
completed form SB-434.

Conclusion

The other claims in the application are each dependent on the independent claims, and are
allowable for at least the above reasons. Because each claim is deemed to define additional
aspects of the disclosure, however, the individual consideration of each claim on its own merits
is respectfully requested.

By responding in the foregoing remarks only to particular positions taken in the action,
Applicant does not acquiesce with other positions that have not been explicitly addressed. In
addition, Applicant’s selecting some particular arguments for the patentability of a claim should
not be understood as implying that no other reasons for the patentability of that claim exist.
Finally, Applicant’s decision to amend or cancel any claim should not be understood as implying
that Applicant agrees with any positions taken in the action with reference to that claim or other
claims, or that Applicant adopts or agrees with any position except as specifically stated in this
paper. In particular, by amending a claim, Applicant does not necessarily concede that the claim
prior to amendment was unpatentable.

Fees in the amount of $160 for two excess dependent claims are being paid concurrently
herewith on the Electronic Filing System (EFS) by way of Deposit Account authorization.
Please apply any charges or credits to Deposit Account No. 06-1050.
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