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(57) ABSTRACT 

Power consumption for a computing device may be managed 
by one or more keywords. For example, if an audio input 
obtained by the computing device includes a keyword, a 
network interface module and/or an application processing 
module of the computing device may be activated. The audio 
input may then be transmitted via the network interface mod 
ule to a remote computing device. Such as a speech recogni 
tion server. Alternately, the computing device may be pro 
vided with a speech recognition engine configured to process 
the audio input for on-device speech recognition. 
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SPEECH RECOGNITION POWER 
MANAGEMENT 

BACKGROUND 

0001 Computing devices may include speech recognition 
capabilities. For example, a computing device can capture 
audio input and recognize speech using an acoustic model 
and a language model. The acoustic model is used to generate 
hypotheses regarding which Sound Subword units (e.g., pho 
nemes, etc.) correspond to speech based on the acoustic fea 
tures of the speech. The language model is used to determine 
which of the hypotheses generated using the acoustic model 
is the most likely transcription of the speech based on lexical 
features of the language in which the speech is spoken. A 
computing device may also be capable of processing the 
recognized speech for specific speech recognition applica 
tions. For example, finite grammars or natural language pro 
cessing techniques may be used to process speech. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0002 The various aspects and many of the attendant 
advantages of the present disclosure will become more 
readily appreciated as the same become better understood by 
reference to the following detailed description when taken in 
conjunction with the accompanying drawings, wherein: 
0003 FIG. 1 is a schematic diagram depicting an illustra 
tive power management Subsystem. 
0004 FIG. 2 is a schematic diagram depicting an illustra 
tive user computing device including a power management 
Subsystem. 
0005 FIG. 3 is flow diagram depicting an illustrative rou 
tine for speech recognition power management which may be 
implemented by the power management subsystem of FIG.1. 
0006 FIG. 4A, FIG. 4B, and FIG. 4C are state diagrams 
depicting an illustrative operation of a distributed speech 
recognition system. 
0007 FIG.5 is a pictorial diagram depicting an illustrative 
user interface that may be provided by a user computing 
device that includes a power management Subsystem. 

DETAILED DESCRIPTION 

0008. In some current approaches to speech recognition, 
speech recognition capabilities are allocated among one or 
more computing devices in a distributed computing environ 
ment. In a particular example of these approaches, a first 
computing device may be configured to capture audio input, 
and may transmit the audio input over a network to a second 
computing device. The second computing device may per 
form speech recognition on the audio input and generate a 
transcription of speech included in the audio input. The tran 
scription of the speech then may be transmitted over the 
network from the second computing device back to the first 
computing device. In other current approaches, the first com 
puting device may be configured to capture audio input and 
transcribe the audio input on its own. 
0009. In these and other current approaches, the first com 
puting device may be configured to remain in a persistently 
active state. In such a persistently active state, the first com 
puting device may continuously maintain a network connec 
tion to the second computing device. The first computing 
device may also continue to power any hardware used to 
implement its own speech recognition capabilities. One 
drawback of these approaches, among others, is that the first 
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computing device may consume unacceptable amounts of 
energy to maintain the persistently active state. Such energy 
demands may prove especially problematic for mobile com 
puting devices that rely on battery power. Still other problems 
are present in current approaches. 
0010. Accordingly, aspects of the present disclosure are 
directed to power management for speech recognition. A 
computing device may be provided with a power manage 
ment Subsystem that selectively activates or deactivates one 
or more modules of the computing device. This activation 
may be responsive to an audio input that includes one or more 
pre-designated spoken words, sometimes referred to hereinas 
“keywords. A keyword that prompts the activation of one or 
more components may be activated is sometimes referred to 
herein as a “wakeword,” while a keyword that prompts the 
deactivation of one or more components is sometimes 
referred to herein as a “sleepword.” In a particular example, 
the computing device may include a selectively activated 
network interface module that, when activated, consumes 
energy to provide the computing device with connectivity to 
a second computing device, such as a speech recognition 
server or other computing device. The power management 
Subsystem may process an audio input to determine that the 
audio input includes a wakeword, and activate the network 
interface module in response to determining that the audio 
input comprises the wakeword. With the network interface 
module activated, the power management Subsystem may 
cause transmission of the audio input to a speech recognition 
server for processing. 
0011. The power management subsystem may itself 
include one or more selectively activated modules. In some 
embodiments, one or more of the selectively activated mod 
ules are implemented as dedicated hardware (such as an inte 
grated circuit, a digital signal processor or other type of 
processor) that may be Switched from a low-power, deacti 
vated state with relatively lesser functionality, to a high 
power, activated State with relatively greater functionality, 
and vice versa. In other embodiments, one or more modules 
are implemented as Software that includes computer-execut 
able code carried out by one or more general-purpose proces 
sors. A software module may be activated (or deactivated) by 
activating (or deactivating) a general-purpose processor con 
figured to or capable of carrying out the computer-executable 
code included in the software. In still further embodiments, 
the power management system includes both one or more 
hardware modules and one or more Software modules. 
0012. The power management subsystem may further 
include a control module in communication with the one or 
more selectively activated modules. Such a control module is 
Sometimes referred to herein as a “power management mod 
ule, and may include any of the hardware or software 
described above. The power management module may cause 
the activation or deactivation of a module of the power man 
agement Subsystem. In some embodiments, the power man 
agement module activates or deactivates one or more modules 
based at least in part on a characteristic of audio input 
obtained by an audio input module included in the computing 
device. For example, a module of the power management 
Subsystem may determine one or more values, which values 
may include, for example, an energy level or Volume of the 
audio input; a score corresponding to a likelihood that speech 
is present in the audio input; a score corresponding to a 
likelihood that a keyword is present in the speech; and other 
values. The module may communicate the one or more values 
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to the power management module, which may either commu 
nicate with another module to cause activation thereof or 
communicate with the module from which the one or more 
values were received to cause deactivation of that module 
and/or other modules. In other embodiments, however, a first 
selectively activated module may communicate directly with 
a second selectively activated module to cause activation 
thereofIn Such embodiments, no power management module 
need be present. In still further embodiments, a power man 
agement Subsystem may be provided with one or more mod 
ules, wherein at least Some of the one or more modules are in 
communication with each other but not with the power man 
agement module. 
0013 In an example implementation, the power manage 
ment Subsystem may include an audio detection module, 
which may be configured to determine an energy level or 
Volume of an audio input obtained by the computing device. 
While the audio detection module may persistently monitor 
for audio input, the remaining components of the power man 
agement Subsystem may remain in a low-power, inactive state 
until activated (either by the power management module orby 
a different module). If the audio detection module determines 
that an audio input meets a threshold energy level or Volume, 
a speech detection module may be activated to determine 
whether the audio input includes speech. If the speech detec 
tion module determines that the audio input includes speech, 
a speech processing module included in the power manage 
ment Subsystem may be activated. The speech processing 
module may determine whether the speech includes a wake 
word, and may optionally classify the speech to determine if 
a particular user spoke the wakeword. If the speech process 
ing module determines that the speech includes the wake 
word, an application processing module may be activated, 
which application processing module may implement a 
speech recognition application module stored in memory of 
the computing device. The speech recognition application 
may include, for example, an intelligent agent frontend. Such 
as that described in “Intelligent Automated Assistant, which 
was filed on Jan. 10, 2011 and published as U.S. Publication 
No. 2012/0016678 on Jan. 19, 2012. The disclosure of this 
patent application is hereby incorporated by reference in its 
entirety. The selectively activated network interface module 
may also be activated as discussed above, and the audio input 
may be transmitted to a remote computing device for process 
ing. This example implementation is discussed in greater 
detail below with respect to FIG. 3. Alternately, the power 
management Subsystem may, responsive to detecting the 
wakeword, activate a processing unit that implements any 
on-device speech recognition capabilities of the computing 
device. 

0014. By selectively activating modules of the computing 
device, the power management Subsystem may advanta 
geously improve the energy efficiency of the computing 
device. The power management Subsystem may further 
improve the energy efficiency of the computing device by 
selectively activating one or more of its own modules. While 
Such implementations are particularly advantageous for com 
puting devices that rely on battery power, all computing 
devices for which power management may be desirable can 
benefit from the principles of the present disclosure. 
0015 Turning now to FIG. 1, an illustrative power man 
agement Subsystem 100 that may be included in a computing 
device is shown. The power management subsystem 100 may 
include an analog/digital converter 102; a memory buffer 
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module 104; an audio detection module 106; a speech detec 
tion module 108; a speech processing module 110; an appli 
cation processing module 112; and a power management 
module 120. The memory buffer module 104 may be in 
communication with the audio detection module 106; the 
speech detection module 108; the speech processing module 
110; the application processing module 112, and a network 
interface module 206. The power management module 120 
may likewise be in communication with audio detection mod 
ule 106; the speech detection module 108; the speech pro 
cessing module 110; the application processing module 112: 
and the network interface module 206. 

0016. The analog/digital converter 102 may receive an 
audio input from an audio input module 208. The audio input 
module 208 is discussed in further detail below with respect 
to FIG.2. The analog/digital converter 102 may be configured 
to convert analog audio input to digital audio input for pro 
cessing by the other components of the power management 
subsystem 100. In embodiments in which the audio input 
module 208 obtains digital audio input (e.g., the audio input 
module 208 includes a digital microphone or other digital 
audio input device), the analog/digital converter 102 may 
optionally be omitted from the power management Sub 
system 100. Thus, the audio input module 208 may provide 
audio input directly to the other modules of the power man 
agement subsystem 100. 
0017. The memory buffer module 104 may include one or 
more memory buffers configured to store digital audio input. 
The audio input obtained by the audio input module 208 (and, 
if analog, converted to digital form by the analog/digital 
converter 102) may be recorded to the memory buffer module 
104. The audio input recorded to the memory buffer module 
104 may be accessed by other modules of the power manage 
ment subsystem 100 for processing by those modules, as 
discussed further herein. 
0018. The one or more memory buffers of the memory 
buffer module 104 may include hardware memory buffers, 
software memory buffers, or both. The one or more memory 
buffers may have the same capacity, or different capacities. A 
memory buffer of the memory buffer module 104 may be 
selected to store an audio input depending on which other 
modules are activated. For example, if only the audio detec 
tion module 106 is active, an audio input may be stored to a 
hardware memory buffer with relatively small capacity. How 
ever, if other modules are activated. Such as the speech detec 
tion module 108; the speech processing module 110; the 
application processing module 112, and/or the network inter 
face module 206, the audio input may be stored to a software 
memory buffer of relatively larger capacity. In some embodi 
ments, the memory buffer module 104 includes a ring buffer, 
in which audio input may be recorded and overwritten in the 
order that it is obtained by the audio input module 208. 
0019. The audio detection module 106 may process audio 
input to determine an energy level of the audio input. In some 
embodiments, the audio detection module 106 includes a 
low-power digital signal processor (or other type of proces 
sor) configured to determine an energy level (Such as a Vol 
ume, intensity, amplitude, etc.) of an obtained audio input and 
for comparing the energy level of the audio input to an energy 
level threshold. The energy level threshold may be set accord 
ing to user input, or may be set automatically by the power 
management subsystem 100 as further discussed below with 
respect to FIG. 3. In some embodiments, the audio detection 
module 106 is further configured to determine that the audio 
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input has an energy level satisfying a threshold for at least a 
threshold duration of time. In such embodiments, high-en 
ergy audio inputs of relatively short duration, which may 
correspond to Sudden noises that are relatively unlikely to 
include speech, may be ignored and not processed by other 
components of the power management Subsystem 100. 
0020. If the audio detection module 106 determines that 
the obtained audio input has an energy level satisfying an 
energy level threshold, it may communicate with the power 
management module 120 to direct the power management 
module 120 to activate the speech detection module 108. 
Alternately, the audio detection module 106 may communi 
cate the energy level to the power management module 120, 
and the power management module 120 may compare the 
energy level to the energy level threshold (and optionally to 
the threshold duration) to determine whether to activate the 
speech detection module 108. In another alternative, the 
audio detection module 106 may communicate directly with 
the speech detection module 108 to activate it. Optionally, the 
power management module 120 (or audio detection module 
106) may direct the audio input module 208 to increase its 
sampling rate (whether measured in frame rate or bit rate) 
responsive to the audio detection module 106 determining 
that the audio input has an energy level satisfying a threshold. 
0021. The speech detection module 108 may process 
audio input to determine whether the audio input includes 
speech. In some embodiments, the speech detection module 
108 includes a low-power digital signal processor (or other 
type of processor) configured to implement one or more tech 
niques to determine whether the audio input includes speech. 
In some embodiments, the speech detection module 108 
applies voice activity detection (VAD) techniques. Such tech 
niques may determine whether speech is present in an audio 
input based on various quantitative aspects of the audio input, 
Such as the spectral slope between one or more frames of the 
audio input; the energy levels of the audio input in one or 
more spectral bands; the signal-to-noise ratios of the audio 
input in one or more spectral bands; or other quantitative 
aspects. In other embodiments, the speech detection module 
108 implements a limited classifier configured to distinguish 
speech from background noise. The classifier may be imple 
mented by techniques such as linear classifiers, support vec 
tor machines, and decision trees. In still other embodiments, 
the speech detection module 108 applies Hidden Markov 
Model (HMM) or Gaussian Mixture Model (GMM) tech 
niques to compare the audio input to one or more acoustic 
models, which acoustic models may include models corre 
sponding to speech, noise (such as environmental noise or 
background noise), or silence. Still other techniques may be 
used to determine whether speech is present in the audio 
input. 
0022. Using any of the techniques described above, the 
speech detection module 108 may determine a score or a 
confidence level whose value corresponds to a likelihood that 
speech is actually present in the audio input (as used herein, 
"likelihood’ may refer to common usage, whether something 
is likely, or the usage in statistics). If the score satisfies a 
threshold, the speech detection module 108 may determine 
that speech is present in the audio input. However, if the score 
does not satisfy the threshold, the speech detection module 
108 may determine that there is no speech in the audio input. 
0023 The speech detection module 108 may communi 
cate its determination as to whether speech is present in the 
audio input to the power management module 120. If speech 
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is present in the audio input, the power management module 
120 may activate the speech processing module 110 (alter 
nately, the speech detection module 108 may communicate 
directly with the speech processing module 110). If speech is 
not present in the audio input, the power management module 
120 may deactivate the speech detection module 108. Alter 
nately, the speech detection module 108 may communicate 
the score to the power management module 120, whereupon 
the power management module 120 may determine whether 
to activate the speech processing module 110 or deactivate the 
speech detection module 108. 
0024. The speech processing module 110 may process the 
audio input to determine whether a keyword is included in the 
speech. In some embodiments, the speech processing module 
110 includes a microprocessor configured to detect a keyword 
in the speech, Such as a wakeword or sleepword. The speech 
processing module 110 may be configured to detect the key 
word using HMM techniques, GMM techniques, or other 
speech recognition techniques. 
0025. The speech processing module 110 may be able to 
separate speech that incidentally includes a keyword from a 
deliberate utterance of the keyword by determining whether 
the keyword was spoken immediately before or after one or 
more other phonemes or words. For example, if the keyword 
is “ten, the speech processing module 110 may be able to 
distinguish the user saying “ten” by itself from the user saying 
“ten' incidentally as part of the word “Tennessee, the word 
“forgotten, the word “stent,” or the phrase “ten bucks.” 
0026. The speech processing module 110 may further be 
configured to determine whether the speech is associated with 
a particular user of a computing device in which the power 
management subsystem 100 is included, or whether the 
speech corresponds to background noise; audio from a tele 
vision; music; or the speech of a person other than the user, 
among other classifications. This functionality may be imple 
mented by techniques such as linear classifiers, support vec 
tor machines, and decision trees, among other techniques for 
classifying audio input. 
0027. Using any of the techniques described above, the 
speech processing module 110 may determine a score or 
confidence level whose value corresponds to a likelihood that 
a keyword is actually present in the speech. If the score 
satisfies a threshold, the speech processing module 110 may 
determine that the keyword is present in the speech. However, 
if the score does not satisfy the threshold, the speech process 
ing module 110 may determine that there is no keyword in the 
speech. 
0028. The speech processing module 110 may communi 
cate its determination as to whether a keyword is present in 
the speech to the power management module 120. If the 
keyword is present in the speech and the keyword is a wake 
word, the power management module 120 may activate appli 
cation processing module 112 and the network interface mod 
ule 206 (alternately, the speech processing module 110 may 
communicate directly with these other modules). If the key 
word is not present in the audio input (or the keyword is a 
sleepword), the power management module 120 may deacti 
vate the speech processing module 110 and the speech detec 
tion module 108. Alternately, the speech processing module 
110 may communicate the score to the power management 
module 120, whereupon the power management module 120 
may determine whether to activate the application processing 
module 112 and the network interface module 206 or deacti 
vate the speech processing module 110 and the speech detec 
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tion module 108. In some embodiments, these activations 
and/or deactivations only occur if the speech processing mod 
ule 110 determines that aparticular user spoke the speech that 
includes the keyword. 
0029. The application processing module 112 may 
include a microprocessor configured to implement a speech 
recognition application provided with a computing device in 
which the power management Subsystem is included. The 
speech recognition application may include any application 
for which speech recognition may be desirable, such as a 
dictation application, a messaging application, an intelligent 
agent frontend application, or any other application. The 
speech recognition application may also be configured to 
format the speech (e.g., by compressing the speech) for trans 
mission over a network to a remote computing device, such as 
a speech recognition server. 
0030. In some embodiments, the application processing 
module 112 includes a dedicated microprocessor for imple 
menting the speech recognition application. In other embodi 
ments, the application processing module 112 includes a 
general-purpose microprocessor that may also implement 
other software provided with a computing device in which the 
power management Subsystem 100 is included, such as the 
processing unit 202 shown in FIG. 2, which is discussed 
further below. 
0031. The network interface module 206, when activated, 
may provide connectivity over one or more wired or wireless 
networks. Upon its activation, the network interface module 
206 may transmit the received audio input recorded to the 
memory buffer module 104 over a network to a remote com 
puting device. Such as a speech recognition server. The 
remote computing device may return recognition results (e.g., 
a transcription or response to an intelligent agent query) to the 
computing device in which the network interface module 206 
is included, whereupon the network interface module 206 
may provide the received recognition results to the applica 
tion processing module 112 for processing. The network 
interface module 206 is discussed further below with respect 
to FIG. 2. 

0032. The modules of the power management subsystem 
100 may be combined or rearranged without departing from 
the scope of the present disclosure. The functionality of any 
module described above may be allocated among multiple 
modules, or combined with a different module. As discussed 
above, any or all of the modules may be embodied in one or 
more integrated circuits, one or more general-purpose micro 
processors, or in one or more special-purpose digital signal 
processors or other dedicated microprocessing hardware. 
One or more modules may also be embodied in software 
implemented by a processing unit 202 included in a comput 
ing device, as discussed further below with respect to FIG. 2. 
Further, one or more of the modules may be omitted from the 
power management subsystem 100 entirely. 
0033 Turning now to FIG. 2, a user computing device 200 
in which a power management Subsystem 100 may be 
included is illustrated. The user computing device 200 
includes a processing unit 202; a non-transitory computer 
readable medium drive 204; a network interface module 206; 
the power management subsystem 100 as shown in FIG. 1; 
and an audio input module 208, all of which may communi 
cate with one another by way of a communication bus. The 
user computing device 200 may also include a power Supply 
218, which may provide power to the various components of 
the user computing device 200. Such as the processing unit 
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202; the non-transitory computer-readable medium drive 
204; the network interface module 206; the power manage 
ment subsystem 100 as shown in FIG. 1; and the audio input 
module 208. 

0034. The processing unit 202 may include one or more 
general-purpose microprocessors configured to communi 
cate to and from the memory 210 to implement various soft 
ware modules stored therein, such as a user interface module 
212, operating system 214, and speech recognition applica 
tion module 216. The processing unit 202 may also commu 
nicate with the power management Subsystem 100 and may 
further implement any modules of the power management 
subsystem 100 embodied in software. Accordingly, the pro 
cessing unit 202 may be configured to implement any or all of 
the audio detection module 106; the speech detection module 
108; the speech processing module 110; the application pro 
cessing module 112; and the power management module 120. 
Further, the processing unit 202 may be configured to imple 
ment on-device automatic speech recognition capabilities 
that may be provided with the user computing device 200. 
0035. The memory 210 generally includes RAM, ROM, 
and/or other persistent or non-transitory computer-readable 
storage media. The user interface module 212 may be con 
figured to present a user interface via a display of the user 
computing device 200 (not shown). The user interface mod 
ule 212 may be further configured to process user input 
received via a user input device (not shown), such as a mouse, 
keyboard, touchscreen, keypad, etc. The user interface pre 
sented by the user interface module 212 may provide a user 
with the opportunity to customize the operation of the power 
management Subsystem 100 and/or other operations imple 
mented by the user computing device 200. An example of a 
user interface is discussed further below with respect to FIG. 
5. The memory 210 may additionally store an operating sys 
tem 214 that provides computer program instructions for use 
by the processing unit 202 in the general administration and 
operation of the user computing device 200. The memory 210 
can further include computer program instructions that the 
application processing module 112 and/or processing unit 
202 executes in order to implement one or more embodiments 
of a speech recognition application module 216. As discussed 
above, the speech recognition application module 216 may be 
any application that may use speech recognition results. Such 
as a dictation application; a messaging application; an intel 
ligent agent application frontend; or any other application 
that may advantageously use speech recognition results. In 
some embodiments, the memory 210 may further include an 
automatic speech recognition engine (not shown) that may be 
implemented by the processing unit 202. 
0036. The non-transitory computer-readable medium 
drive 204 may include any electronic data storage known in 
the art. In some embodiments, the non-transitory computer 
readable medium drive 204 stores one or more keyword mod 
els (e.g., wakeword models or sleepword models) to which an 
audio input may be compared by the power management 
subsystem 100. The non-transitory computer-readable 
medium drive 204 may also store one or more acoustic mod 
els and/or language models for implementing any on-device 
speech recognition capabilities of the user computing device 
200. Further information regarding language models and 
acoustic models may be found in U.S. patent application Ser. 
No. 13/587,799, entitled “DISCRIMINATIVE LANGUAGE 
MODEL PRUNING.' filed on Aug. 16, 2012; and in U.S. 
patent application Ser. No. 13/592,157, entitled “UNSUPER 
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VISED ACOUSTIC MODELTRAINING filed on Aug. 22, 
2012. The disclosures of both of these applications are hereby 
incorporated by reference in their entireties. 
0037. The network interface module 206 may provide the 
user computing device 200 with connectivity to one or more 
networks, such as a network 410, discussed further below 
with respect to FIG. 4A, FIG. 4B, and FIG. 4C. The process 
ing unit 202 and the power management Subsystem 100 may 
thus receive instructions and information from remote com 
puting devices that may also communicate via the network 
410. Such as a speech recognition server 420, as also dis 
cussed further below. In some embodiments, the network 
interface module 206 comprises a wireless network interface 
that provides the user computing device 200 with connectiv 
ity over one or more wireless networks. 
0038. In some embodiments, the network interface mod 
ule 206 is selectively activated. While the network interface 
module 206 is in a deactivated or “sleeping state, it may 
provide limited or no connectivity to networks or computing 
systems so as to conserve power. In some embodiments, the 
network interface module 206 is in a deactivated state by 
default, and becomes activated responsive to a signal from the 
power management subsystem 100. While the network inter 
face module 206 in an activated state, it may provide a rela 
tively greater amount of connectivity to networks or comput 
ing systems, such that the network interface module 206 
enables the user computing device 200 to send audio input to 
a remote computing device and/or receive a keyword confir 
mation, speech recognition result, or deactivation instruction 
from the remote computing device. Such as a speech recog 
nition server 420. 
0039. In a particular, non-limiting example, the network 
interface module 206 may be activated responsive to the 
power management Subsystem 100 determining that an audio 
input includes a wakeword. The power management Sub 
system 100 may cause transmission of the audio input to a 
remote computing device (such as a speech recognition server 
420) via the activated network interface module 206. Option 
ally, the power management Subsystem 100 may obtain a 
confirmation of a wakeword from a remote computing device 
before causing the transmission of Subsequently received 
audio inputs to the remote computing device. The power 
management Subsystem 100 may later deactivate the acti 
vated network interface module 206 in response to receiving 
a deactivation instruction from the remote computing device, 
in response to determining that at least a predetermined 
amount of time has passed since an audio input satisfying an 
energy level threshold has been obtained, or in response to 
receiving an audio input that includes a sleepword. 
0040. The audio input module 208 may include an audio 
input device, such as a microphone or array of microphones, 
whether analog or digital. The microphone or array of micro 
phones may be implemented as a directional microphone or 
directional array of microphones. In some embodiments, the 
audio input module 208 receives audio and provides the audio 
to the power management Subsystem 100 for processing, 
substantially as discussed above with respect to FIG. 1. The 
audio input module 208 may also receive instructions from 
the power management Subsystem 100 to set a sampling rate 
(whether in frame rate orbitrate) for obtaining audio. The 
audio input module 208 may also (or instead) include one or 
more piezoelectric elements and/or micro-electrical-me 
chanical systems(MEMS) that can convertacoustic energy to 
an electrical signal for processing by the power management 
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subsystem 100. The audio input module 208 may further be 
provided with amplifiers, rectifiers, and other audio process 
ing components as desired. 
0041. One or more additional input devices such as light 
sensors, position sensors, image capture devices, or the like 
may be provided with the user computing device 200. Such 
additional input devices are not shown in FIG. 2 so as not to 
obscure the principles of the present disclosure. In some 
embodiments, an additional input device may detect the 
occurrence or non-occurrence of a condition. Information 
pertaining to such conditions may be provided to the power 
management subsystem 100 to determine whether one or 
more components of the user computing device 200 or the 
power management subsystem 100 should be activated or 
deactivated. In one embodiment, the additional input device 
includes a light sensor configured to detect a light level. The 
power management module 120 may only act network inter 
face module 206 may only be activated if the light level 
detected by the light sensor does not satisfy a threshold. In 
another embodiment, the additional input device includes an 
image capture device configured with facial recognition 
capabilities. In this embodiment, the network interface mod 
ule 206 may only be activated if the image capture device 
recognizes the face of a user associated with the user com 
puting device 200. More information on controlling speech 
recognition capabilities with input devices may be found in 
U.S. patent application Ser. No. 10/058,730, entitled “AUTO 
MATIC SPEECH RECOGNITION SYSTEM AND 
METHOD,” filed on Jan. 30, 2002, which published as U.S. 
Patent Pub. No. 2003/0144844 on Jul. 31, 2003, the disclo 
sure of which is hereby incorporated by reference in its 
entirety. Further information on controlling speech recogni 
tion capabilities may be found in U.S. Pat. No. 8.326,636, 
entitled “USING A PHYSICAL PHENOMENON DETEC 
TORTO CONTROL OPERATION OF A SPEECH RECOG 
NITION ENGINE, which issued on Dec. 4, 2012. The dis 
closure of this patent is also hereby incorporated by reference 
in its entirety. 
0042 Still further input devices may be provided, which 
may include user input devices Such as mice, keyboards, 
touchscreens, keypads, etc. Likewise, output devices such as 
displays, speakers, headphones, etc. may be provided. In a 
particular example, one or more output devices configured to 
present speech recognition results in audio format (e.g., via 
text-to-speech) or in visual format (e.g., via a display) may be 
included with the user computing device 200. Such input and 
output devices are well known in the art and need not be 
discussed in further detail herein, and are not shown in FIG.2 
So as to avoid obscuring the principles of the present disclo 
SU 

0043. The power supply 218 may provide power to the 
various components of the user computing device 200. The 
power supply 218 may include a wireless or portable power 
Supply, such as a disposable or rechargeable battery or battery 
pack; or may include a wired power Supply, such as an alter 
nating current (AC) power Supply configured to be plugged 
into an electrical outlet. In some embodiments, the power 
Supply 218 communicates the level of power that it can Supply 
to the power management Subsystem 100 (e.g., a percentage 
of battery life remaining, whether the power supply 218 is 
plugged into an electrical outlet, etc.). In some embodiments, 
the power management subsystem 100 selectively activates 
or deactivates one or more modules based at least in part on 
the power level indicated by the power supply. For example, 
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if the user computing device 200 is plugged into an electrical 
outlet, the power management Subsystem 100 may activate 
the network interface module 206 and leave it in an activated 
state. If the user computing device 200 is running on battery 
power, the power management Subsystem 100 may selec 
tively activate and deactivate the network interface module 
206 as discussed above. 

0044 Turning now to FIG.3, an illustrative routine 300 is 
shown in which modules of the power management Sub 
system 100 may be selectively activated for processing an 
audio input. The illustrative routine 300 represents an esca 
lation of processing and/or power consumption, as modules 
that are activated later in the illustrative routine 300 may have 
relatively greater processing requirements and/or power con 
Sumption. 
0045. The illustrative routine 300 may begin at block 302 
as the audio input module 208 monitors for audio input. The 
audio input module 208 may receive an audio input at block 
304. At block 306, the received audio input may be recorded 
to the memory buffer module 104. At block 308, the audio 
detection module 106 may determine whether the audio input 
has an energy level that satisfies an energy level threshold 
(and, optionally, whether the audio input has an energy level 
that satisfies an energy level threshold for at least a threshold 
duration). If the audio inputs energy level does not satisfy the 
energy level threshold, the audio input module 208 may con 
tinue to monitor for audio input in block 310 until another 
audio input is received. 
0046 Returning to block 308, if the audio detection mod 
ule 106 determines that the audio input has an energy level 
satisfying a threshold, the power management module 120 
may activate the speech detection module 108 at block 312 
(alternately, the audio detection module 106 may directly 
activate the speech detection module 108, and the power 
management module 120 may be omitted as well in the fol 
lowing blocks). At block 314, the speech detection module 
108 may determine whether speech is present in the obtained 
audio input, Substantially as discussed above with respect to 
FIG. 1. If the speech detection module 108 determines that 
speech is not present (or not likely to be present) in the audio 
input, the power management module 120 may deactivate the 
speech detection module 108 at block 316. The audio input 
module 208 may then continue to monitor for audio input in 
block 310 until another audio input is received. 
0047 Returning to block 314, if the speech detection mod 
ule 108 determines that the audio input includes speech, the 
power management module 120 may activate the speech pro 
cessing module 110 at block 318. As discussed above, the 
speech processing module 110 may determine whether a 
wakeword is present in the speech at block 320. If the speech 
processing module 110 determines that the wakeword is not 
present in the speech (or not likely to be present in the 
speech), the speech processing module 110 may be deacti 
vated at block 322. The speech detection module 108 may 
also be deactivated at block 316. The audio input device 208 
may then continue to monitor for audio input in block 310 
until another audio input is received. 
0048 Returning to block320, if in some embodiments, the 
speech processing module 110 determines that the wakeword 
is present in the speech, user 401 the speech processing mod 
ule 110 optionally determines in block 324 whether the 
speech is associated with a particular user (e.g., whether the 
wakeword was spoken by the user), Substantially as discussed 
above with respect to FIG.1. If the speech is not associated 
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with the particular user, the speech processing module 110 
may be deactivated at block 322. The speech detection mod 
ule 108 may also be deactivated at block 316. The audio input 
device 208 may then continue to monitor for audio input in 
block 310 until another audio input is received. If the speech 
is associated with the particular user, the illustrative routine 
300 may proceed to block 326. In other embodiments, block 
324 may be omitted, and the illustrative routine 300 may 
proceed directly from block 320 to block 326 responsive to 
the speech processing module 110 determining that a wake 
word is present in the speech. 
0049. At block 326, the power management module 120 
may activate the application processing module 112, which 
may implement the speech recognition application module 
216 shown in FIG. 2. The power management module 120 
may also activate the network interface module 206 at block 
328. With the network interface module 206 activated, the 
audio input recorded to the memory buffer module 104 may 
be transmitted over a network via the network interface mod 
ule 206. In some embodiments, while the network interface 
module 206 is active, subsequently obtained audio inputs are 
provided from the audio input module 208 directly to the 
application processing module 112 and/or the network inter 
face module 206 for transmission to the remote computing 
device. However, in other embodiments, any or all of the 
speech detection module 108, speech processing module 110. 
and application processing module 112 process the audio 
input before providing it to the network interface module 206 
to be transmitted over the network 410 to a remote computing 
device. 

0050. In some embodiments, not shown, the power man 
agement Subsystem 100 waits until the remote computing 
device returns a confirmation that the wakeword is present in 
the first audio input to transmit Subsequent audio inputs for 
recognition. If no confirmation of the wakeword is provided 
by the remote computing device, or if a deactivation instruc 
tion is received via the network interface module 206, the 
network interface module 206 and one or more modules of the 
power management Subsystem 100 may be deactivated. 
0051. As many of the operations of the power manage 
ment subsystem 100 may generate probabilistic rather than 
exact determinations, errors may occur during the illustrative 
routine 300. In some instances, a particular module of the 
power management Subsystem 100 may provide a “false posi 
tive causing one or more modules to be incorrectly acti 
vated. For example, the speech detection module 108 may 
incorrectly determine that speech is present at block 314, or 
the speech processing module 110 may incorrectly determine 
that the speech includes the wakeword at block 320 or that the 
speech belongs to the user at block 324. Adaptive threshold 
ing and cross-validation among the modules of the power 
management Subsystem 100 may be advantageously used to 
reduce false positives. Two examples of adaptive threshold 
ing are discussed herein, but other types of adaptive thresh 
olding are possible. As discussed above, the speech detection 
module may determine that speech is present in an audio input 
at block 314. However, the speech processing module 110. 
which may recognize speech more precisely than the speech 
detection module 108 owing to its Superior processing power, 
may determine that in fact no speech is present in the audio 
input. Accordingly, the speech processing module 110 may 
direct the speech detection module 108 to increase its score 
threshold for determining that speech is present in the audio 
input, so as to reduce future false positives. Likewise, if the 
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remote computing device (such as a speech recognition server 
420) includes speech recognition capabilities, the remote 
computing device may transmit to the user computing device 
200 an indication that no wakeword was present in the speech, 
even though the speech processing module 110 may have 
indicated that the wakeword was present. Accordingly, the 
score threshold of the speech processing module 110 for 
determining that the wakeword is present in the speech may 
be increase, so as to reduce future false positives. Further, a 
user interface may be provided so that a user may increase one 
or more score thresholds to reduce false positives, as further 
described below with respect to FIG. 5. 
0052. In other instances, a particular component may pro 
vide a “false negative.” Such that components of the power 
management Subsystem 100 are not activated and/or the net 
work interface module 206 is not activated, even though the 
user has spoken the wakeword. For example, the speech 
detection module 108 may incorrectly determine that no 
speech is present at block 314, or the speech processing 
module 110 may incorrectly determine that the speech does 
not include the wakeword at block 320 or that the speech does 
not belong to the user at block 324. To reduce the likelihood 
of false negatives, the power management Subsystem 100 
may periodically lower the threshold scores, e.g., lower the 
score required to satisfy the thresholds in blocks 314, 320, 
and/or 324. The threshold may continue to be lowered until 
one or more false positives are obtained, as described above. 
Once one or more false positives are obtained, the threshold 
may not be lowered further, or may be slightly increased. 
Further, a user interface may accordingly be provided so that 
a user may decrease one or more score thresholds to reduce 
false negatives, as further described below with respect to 
FIG.S. 

0053. In some embodiments, not all activated components 
are deactivated if a negative result is obtained at any of blocks 
314, 320, or 324. For example, if a wakeword is not recog 
nized at block 320, the speech processing module 110 may be 
deactivated at block 322, but the speech detection module 108 
may remain activated. Additionally, blocks may be skipped in 
Some implementations. In some embodiments, a score satis 
fying a threshold at either of blocks 314 or 320 prompts one 
or more subsequent blocks to be skipped. For example, if the 
speech processing module 110 determines with very high 
confidence that the wakeword is present in the speech at block 
320, the illustrative routine 300 may skip directly to block326 
0054 Further, in some embodiments, the user computing 
device 200 may include an automatic speech recognition 
engine configured to be executed by the processing unit 202. 
AS Such on-device speech recognition may have especially 
high power consumption, the processing unit 202 may only 
implement the automatic speech recognition engine to recog 
nize speech responsive to the speech processing module 110 
determining that the wakeword has been spoken by a user. 
0055 With reference now to FIG. 4A, FIG. 4B, and FIG. 
4C, example operations of a distributed speech recognition 
service are shown in the illustrative environment 400. The 
environment 400 may include a user 401; a user computing 
device 200 as described above; a network 410; a speech 
recognition server 420; and a data store 430. 
0056. The network 410 may be any wired network, wire 
less network or combination thereof. In addition, the network 
410 may be a personal area network, local area network, wide 
area network, cable network, satellite network, cellular tele 
phone network, or combination thereof. Protocols and 
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devices for communicating via the Internet or any of the other 
aforementioned types of communication networks are well 
known to those skilled in the art of computer communica 
tions, and thus need not be described in more detail herein. 
0057 The speech recognition server 420 may generally be 
any computing device capable of communicating over the 
network 410. In some embodiments, the speech recognition 
server 420 is implemented as one or more server computing 
devices, though other implementations are possible. The 
speech recognition server 420 may be capable of receiving 
audio input over the network 410 from the user computing 
device 200. This audio input may be processed in a number of 
ways, depending on the implementation of the speech recog 
nition server 420. In some embodiments, the speech recogni 
tion server 420 processes the audio input received from the 
user computing device 200 to confirm that a wakeword is 
present (e.g., by comparing the audio input to a known model 
of the wakeword), and transmits the confirmation to the user 
computing device 200. The speech recognition server 420 
may further be configured to identify a user 401 that spoke the 
wakeword using known speaker identification techniques. 
0058. The speech recognition server 420 may process the 
audio input received from the user computing device 200 to 
determine speech recognition results from the audio input. 
For example, the audio input may include a spoken query for 
an intelligent agent to process; speech to be transcribed to 
text; or other speech Suitable for a speech recognition appli 
cation. The speech recognition server 420 may transmit the 
speech recognition results over the network 410 to the user 
computing device 200. Further information pertaining to dis 
tributed speech recognition applications may be found in U.S. 
Pat. No. 8,117,268, entitled “Hosted voice recognition sys 
tem for wireless devices' and issued on Feb. 14, 2012, the 
disclosure of which is hereby incorporated by reference in its 
entirety. 
0059. The speech recognition server 420 may be in com 
munication either locally or remotely with a data store 430. 
The data store 430 may be embodied in hard disk drives, solid 
state memories, and/or any other type of non-transitory, com 
puter-readable storage medium accessible to the speech rec 
ognition server 420. The data store 430 may also be distrib 
uted or partitioned across multiple storage devices as is 
known in the art without departing from the spirit and scope 
of the present disclosure. Further, in some embodiments, the 
data store 430 is implemented as a network-based electronic 
storage service. 
0060. The data store 430 may include one or more models 
of wakewords. In some embodiments, a wakeword model is 
specific to a user 401, while in other embodiments, the Upon 
receiving an audio input determined by the user computing 
device 200 to include a wakeword, the speech recognition 
server may compare the audio input to a known model of the 
wakeword stored in the data store 430. If the audio input is 
Sufficiently similar to the known model, the speech recogni 
tion server 420 may transmit a confirmation of the wakeword 
to the user computing device 200, whereupon the user com 
puting device 200 may obtain further audio input to be pro 
cessed by the speech recognition server 420. 
0061 The data store 430 may also include one or more 
acoustic and/or language models for use in speech recogni 
tion. These models may include general-purpose models as 
well as specific models. Models may be specific to a user 401; 
to a speech recognition application implemented by the user 
computing device 200 and/or the speech recognition server 
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420; or may have other specific purposes. Further information 
regarding language models and acoustic models may be 
found in U.S. patent application Ser. No. 13/587,799, entitled 
“DISCRIMINATIVE LANGUAGE MODEL PRUNING, 
filed on Aug. 16, 2012; and in U.S. patent application Ser. No. 
13/592,157, entitled “UNSUPERVISED ACOUSTIC 
MODEL TRAINING.' filed on Aug. 22, 2012. The disclo 
Sures of both of these applications were previously incorpo 
rated by reference above. 
0062. The data store 430 may further include data that is 
responsive to a query contained in audio input received by the 
speech recognition server 420. The speech recognition server 
420 may recognize speech included in the audio input, iden 
tify a query included in the speech, and process the query to 
identify responsive data in the data store 430. The speech 
recognition server 420 may then provide an intelligent agent 
response including the responsive data to the user computing 
device 200 via the network 410. Still further data may be 
included in the data store 430. 
0063. It will be recognized that many of the devices 
described above are optional and that embodiments of the 
environment 400 may or may not combine devices. Further 
more, devices need not be distinct or discrete. Devices may 
also be reorganized in the environment 400. For example, the 
speech recognition server 420 may be represented as a single 
physical server computing device, or, alternatively, may be 
split into multiple physical servers that achieve the function 
ality described herein. Further, the user computing device 200 
may have some or all of the speech recognition functionality 
of the speech recognition server 420. 
0064. Additionally, it should be noted that in some 
embodiments, the user computing device 200 and/or speech 
recognition server 420 may be executed by one more virtual 
machines implemented in a hosted computing environment. 
The hosted computing environment may include one or more 
rapidly provisioned and released computing resources, which 
computing resources may include computing, networking 
and/or storage devices. A hosted computing environment 
may also be referred to as a cloud computing environment. 
One or more of the computing devices of the hosted comput 
ing environment may include a power management Sub 
system 100 as discussed above. 
0065. With specific reference to FIG. 4A, an illustrative 
operation by which a wakeword may be confirmed is shown. 
The user 401 may speak the wakeword 502. The user com 
puting device 200 may obtain the audio input that may 
include the user's speech (1) and determine that the wake 
word 402 is present in the speech (2), substantially as dis 
cussed above with respect to FIG.3. The audio input may also 
include a Voice command or query. Responsive to determin 
ing that the speech includes the wakeword, the application 
processing module 112 and the network interface module 206 
of the user computing device 200 may be activated (3) and the 
audio input transmitted (4) over the network 410 to the speech 
recognition server 420. The speech recognition server 420 
may confirm (5) that the wakeword is present in the audio 
input, and may transmit (6) a confirmation to the user com 
puting device 200 over the network 410. 
0066 Turning now to FIG. 4B, responsive to receiving the 
confirmation of the wakeword from the speech recognition 
server 420, the user computing device 200 may continue to 
obtainaudio input (7) to be provided to the speech recognition 
server 420 for processing. For example, the obtained audio 
input may include an intelligent agent query 404 for process 
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ing by the speech recognition server 420. Alternately, the 
obtained audio input may include speech to be transcribed by 
the speech recognition server 420 (e.g., for use with a dicta 
tion, word processing, or messaging application executed by 
the application processing module 112). The user computing 
device 200 may transmit the audio input (8) over the network 
410 to the speech recognition server 420. Optionally, an iden 
tifier of the speech recognition application for which speech 
recognition results are to be generated may be provided to the 
speech recognition server 420, so that the speech recognition 
server 420 may generate results specifically for use with the 
speech recognition application implemented by the applica 
tion processing module 112. The speech recognition server 
420 may recognize speech (9) included in the audio input and 
generate speech recognition results (10) therefrom. The 
speech recognition results may include, for example, a tran 
Scription of the speech, an intelligent agent response to a 
query included in the speech, or any other type of result. 
These speech recognition results may be transmitted (11) 
from the speech recognition server 420 to the user computing 
device 200 over the network 410. In response to receiving the 
results, the application processing module 112 may cause 
presentation of the results (12) in audible format (e.g., via 
text-to-speech) or in visual format (e.g., via a display of the 
user computing device 200). 
0067. With reference now to FIG. 4C, the user computing 
device 200 may continue to obtain audio input (13) to be 
provided to the speech recognition server 420 for processing. 
The user computing device 200 may transmit the audio input 
(14) over the network 410 to the speech recognition server 
420. The speech recognition server may recognize any speech 
(15) included in the audio input. Responsive to recognizing 
the speech, the speech recognition server 420 may determine 
that the user 401 is no longer speaking to the user computing 
device 200 and stop (16) any Subsequent speech recognition. 
For example, the user 401 may speak words that do not 
correspond to a structured command or query, such as undi 
rected natural language speech 406. The speech recognition 
server 420 may also analyze the speech's speed, carefulness, 
inflection, or clarity to determine that the speech is not 
directed to the user computing device 200 and should not be 
processed into speech recognition results. 
0068. Other types of audio inputs may also prompt the 
speech recognition server 420 to stop Subsequent speech rec 
ognition. Alternately, the speech recognition server 420 may 
determine that the received audio input does not include 
speech. Responsive to receiving one or more audio inputs that 
do not include speech directed to the user computing device 
200, the speech recognition server 420 may determine that 
speech recognition results should not be generated and that 
the speech recognition should stop. Further, the audio input 
may include a predetermined sleepword, which may be 
selected by the user 401. If the speech recognition server 420 
detects the sleepword, the speech recognition server 420 may 
stop performing speech recognition on the audio input. Fur 
ther, the speech recognition server 420 may determine that 
multiple users 401 are present in the vicinity of the user 
computing device 200 (e.g., by performing speaker identifi 
cation on multiple audio inputs obtained by the user comput 
ing device 200). If the number of identified users 401 satisfies 
a threshold (which may be any number of users 401 greater 
than one), the speech recognition server 420 may determine 
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that any audio inputs obtained by the user computing device 
200 are not likely intended to be processed into speech rec 
ognition results. 
0069. Responsive to determining that the speech of the 
user 401 is not directed to the user computing device 200 (or 
determining that Subsequent speech recognition should not be 
performed for any of the other reasons discussed above), the 
speech recognition server 420 may transmit a deactivation 
instruction (17) over the network 410 to the user computing 
device 200. In response to receiving the deactivation instruc 
tion, the user computing device 200 may deactivate (18) its 
network interface module 206 and one or more components 
of the power management Subsystem 100. Such as the appli 
cation processing module 112, the speech processing module 
110, and/or the speech detection module 108. Other condi 
tions may also prompt the speech recognition server 420 to 
transmit the deactivation instruction to the user computing 
device 200. For example, returning to FIG. 4A, if the speech 
recognition server 420 determines that a wakeword is not 
present in the audio input received at State (1), the speech 
recognition server 420 may transmit a deactivation instruc 
tion to the user computing device 200. Alternately, the speech 
recognition server 420 may determine that a threshold 
amount of time has passed since it last received an audio input 
including speech from the user computing device 200, and 
may accordingly transmit a deactivation instruction to the 
user computing device 200. Still other criteria may be deter 
mined for transmitting a deactivation instruction to the user 
computing device 200. 
0070 Returning again to FIG. 4A, upon receiving a sub 
sequent audio input determined to include a wakeword, the 
user computing device 200 may activate the components of 
the power management subsystem 100 and the network inter 
face module 206 and transmit the audio input to the speech 
recognition server 420. The example operations shown herein 
may thus repeat themselves. 
0071. The example operations depicted in FIG. 4A, FIG. 
4B, and FIG. 4C are provided for illustrative purposes. One or 
more states may be omitted from the example operations 
shown herein, or additional states may be added. In a particu 
lar example, the user computing device 200 need not obtain a 
confirmation of the wakeword from the speech recognition 
server 420 before transmitting an audio input for which 
speech recognition results are to be generated by the speech 
recognition server 420. Additionally, the user computing 
device 200 need not obtain a deactivation instruction before 
deactivating its network interface module 206 and/or one or 
more of the components of its power management Subsystem 
100. Such as the application processing module 112, speech 
processing module 110, or speech detection module 108. 
Rather, power management Subsystem 100 may determine 
(via the audio detection module 106) that at least a threshold 
amount of time has passed since an audio input having an 
energy level satisfying an energy level threshold has been 
obtained by the user computing device 200. Alternately, the 
user computing device 200 may determine (via the speech 
detection module 108) that at least a threshold amount of time 
has passed since an audio input that includes speech has been 
obtained. Responsive to determining that the threshold 
amount of time has passed, the power management Sub 
system 100 may cause deactivation of the network interface 
module 206, and may deactivate one or more of its own 
components as described above with respect to FIG. 3. 
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0072 Further, the power management subsystem 100 may 
be configured to recognize a sleepword selected and spoken 
by the user 401, in a manner substantially similar to how the 
wakeword is identified in FIG. 3. If the sleepword is detected 
by the power management Subsystem 100 (e.g., by the speech 
processing module 110), the network interface module 206 
and/or one or more of the components of the power manage 
ment subsystem 100 may be deactivated. Likewise, if the user 
computing device 200 includes its own on-device speech 
recognition capabilities, they may be deactivated responsive 
to the sleepword being detected. 
(0073 FIG.5 depicts an illustrative user interface 500 that 
may be provided by a user computing device 200 for custom 
izing operations of the power management Subsystem 100 
and of the user computing device 200. In one embodiment, 
the user interface module 212 processes user input made via 
the user interface 500 and provides it to the power manage 
ment subsystem 100. 
(0074 The energy level threshold element 502 may enable 
a user to specify a threshold energy level at which the speech 
detection module 108 should be activated, as shown in block 
308 of FIG.3. For example, if the user computing device 200 
is in a relatively noisy environment or if the user computing 
device 200 is experiencing a significant number of “false 
positives' determined by the audio detection module 106, the 
user 401 may wish to increase the energy level threshold at 
which the speech processing module 108 is activated. If the 
user 401 is in a relatively quiet environment or if the user 
computing device 200 is experiencing a significant number of 
false negatives, the user 401 may wish to decrease the energy 
level threshold at which the speech detection module 108 is 
activated. As discussed above, the energy level threshold may 
correspond to a Volume threshold, intensity threshold, ampli 
tude threshold, or other threshold related to the audio input. 
(0075. The keyword confidence threshold element 504 
may enable a user to specify a threshold score at which the 
speech processing module 110 determines that a keyword is 
present. Likewise, the identification confidence threshold ele 
ment may enable a user to specify a threshold score at which 
the speech processing module 110 determines that the user 
spoke the keyword. In one embodiment, the application pro 
cessing module 112 and the network interface module 206 are 
activated responsive to the speech processing module 110 
recognizing awakeword (e.g., the speech processing module 
110 determining a score that satisfies a threshold, which score 
corresponds to a likelihood that the wakeword is included in 
the speech). In another embodiment, the application process 
ing module 112 and the network interface module 206 are 
activated responsive to the speech processing module 110 
determining that the wakeword is associated with the user 401 
with at least the threshold score corresponding to a likelihood 
that the wakeword is associated with the user. In a further 
embodiment, the application processing module 112 and the 
network interface module 206 are activated responsive to the 
speech processing module 110 both recognizing the wake 
word with at least the threshold score and determining that the 
wakeword is associated with the user 401 with at least the 
threshold score. Other threshold elements may be provided to 
enable the user 401 to set individual thresholds for activating 
any or all of the individual components of the power manage 
ment subsystem 100. Further threshold elements may be pro 
vided to enable the user to specify scores at which one or more 
blocks of the illustrative routine 300 may be skipped, sub 
stantially as discussed above with respect to FIG. 3. 
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0076. The user interface 500 may further include one or 
more timer elements 508A and 508B. Each timer element 
may be used to set a threshold time interval at which the 
network interface module 206 and/or one or more compo 
nents of the power management Subsystem 100 are automati 
cally deactivated. With reference to timer element 508A, if 
the power management subsystem 100 determines that at 
least a threshold interval of time has passed since an audio 
input having an energy level satisfying an energy level thresh 
old has been obtained by the user computing device 200, the 
network interface module 206 may be automatically deacti 
vated, in addition to the application processing module 112, 
the speech processing module 110, and the speech detection 
module 108 of the power management subsystem 100. Fur 
ther timer elements may also be used to set a threshold time 
interval after which the speech recognition server 420 auto 
matically sends a deactivation instruction to the network 
interface module 206 and the power management Subsystem 
100, substantially as discussed above with respect to FIG. 4C. 
Timer elements for other modules of the power management 
subsystem 100 may also be provided. 
0077. With continued reference to FIG.5, the user 401 can 
select whether the wakeword should be confirmed by the 
speech recognition server 420 with server confirmation ele 
ment 510. In some embodiments, the application processing 
module 112 and network interface module 206 only remains 
activated after the speech processing module 110 detects the 
wakeword if a confirmation of the wakeword is received from 
the speech recognition server 420. If the user 401 requires 
server confirmation of the wakeword, subsequently obtained 
audio inputs may not be transmitted to the speech recognition 
server 420 unless the wakeword is confirmed. However, as 
discussed above, confirmation is not necessarily required. If 
the user 401 does not require server confirmation of the wake 
word, the user computing device 200 may transmit one or 
more audio inputs obtained Subsequent to the speech process 
ing module 110 detecting the wakeword in the speech and/or 
determining that the speech is associated with the user 401. 
0078. The user 401 may also select whether speaker iden 

tification is required with speaker identification element 512. 
If the user 401 requires speaker identification, the speech 
processing module 110 and/or the speech recognition server 
420 may be used to determine whetheran audio input includ 
ing speech corresponding to a wakeword is associated with 
the user 401. The application processing module 112 and 
network interface module 206 may be activated responsive to 
the speech processing module 110 determining that the user 
401 is the speaker of the speech. Likewise, the network inter 
face module 206 may remain in an activated State responsive 
to receiving a confirmation from the speech recognition 
server 420 that the user 401 is indeed the speaker of the 
wakeword. If the user 401 does not require speaker identifi 
cation, however, neither the speech processing module 110 
nor the speech recognition server 420 need identify the 
speaker. 
0079. The user interface 500 may also include an on 
device recognition selection element 514, wherein the user 
401 may select whether the user computing device 200 gen 
erates speech recognition results by itself, or whether audio 
inputs are routed to the speech recognition server 420 for 
processing into speech recognition results. The on-device 
recognition selection element 514 may be optionally disabled 
or grayed out if the user computing device 200 does not 
include on-device speech recognition capabilities. Further, 
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the on-device recognition selection element 514 may be auto 
matically deselected (and on-device speech recognition capa 
bilities automatically disabled) if the power supply 218 drops 
below a threshold power Supply level (e.g., a battery charge 
percentage), as on-device speech recognition capabilities as 
implemented by the processing unit 202 and/or the applica 
tion processing module 112 may require a relatively large 
power draw. 
0080. The wakeword pane 516 and sleepword pane 518 
may include user interface elements whereby the user 401 
may record and cause playback of a wakeword or sleepword 
spoken by the user 401. When the user 401 records a wake 
word or sleepword, the network interface module 206 may be 
automatically activated so that the audio input including the 
user's speech may be provided to the speech recognition 
server 420. The speech recognition server 420 may return a 
transcription of the recorded wakeword or sleepword so that 
the user may determine whether the recorded wakeword or 
sleepword was understood correctly by the speech recogni 
tion server 420. Alternately, when the user 401 records a 
wakeword or sleepword, any on-device speech recognition 
capabilities of the user computing device 200 may be acti 
vated to transcribe the recorded speech of the user 401. A 
spectral representation of the spoken wakeword or sleepword 
may also be provided by the user interface 500. Optionally, 
the wakeword pane 516 and sleepword pane 518 may include 
Suggestions for wakewords or sleepwords, and may also indi 
cate a quality of a wakeword or sleepword provided by the 
user 401, which quality may reflect a likelihood that the 
wakeword or sleepword is to produce false positive or false 
negative. Further information regarding Suggesting keywords 
may be found in U.S. patent application Ser. No. 13/670,316, 
entitled “WAKE WORDEVALUATION, which was filed on 
Nov. 6, 2012. The disclosure of this application is hereby 
incorporated by reference in its entirety. 
I0081 Various aspects of the present disclosure have been 
discussed as hardware implementations for illustrative pur 
poses. However, as discussed above, the power management 
subsystem 100 may be partially or wholly implemented by 
the processing unit 202. For example, some or all of the 
functionality of the power management subsystem 100 may 
be implemented as software instructions executed by the pro 
cessing unit 202. In a particular, non-limiting example, the 
functionality of the speech processing module 110, the appli 
cation processing module 112, and the power management 
module 120 may be implemented as software executed by the 
processing unit 202. The processing unit 202 may accord 
ingly be configured to selectively activate and/or deactivate 
the network interface module 206 responsive to detecting a 
wakeword. Still further implementations are possible. 
I0082 Depending on the embodiment, certain acts, events, 
or functions of any of the routines or algorithms described 
herein can be performed in a different sequence, can be 
added, merged, or left out altogether (e.g., not all described 
operations or events are necessary for the practice of the 
algorithm). Moreover, in certain embodiments, operations or 
events can be performed concurrently, e.g., through multi 
threaded processing, interrupt processing, or multiple proces 
sors or processor cores or on other parallel architectures, 
rather than sequentially. 
I0083. The various illustrative logical blocks, modules, 
routines, and algorithm steps described in connection with the 
embodiments disclosed herein can be implemented as elec 
tronic hardware, computer Software, or combinations of both. 
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To clearly illustrate this interchangeability of hardware and 
Software, various illustrative components, blocks, modules, 
and steps have been described above generally in terms of 
their functionality. Whether such functionality is imple 
mented as hardware or software depends upon the particular 
application and design constraints imposed on the overall 
system. The described functionality can be implemented in 
varying ways for each particular application, but such imple 
mentation decisions should not be interpreted as causing a 
departure from the scope of the disclosure. 
0084 Conditional language used herein, such as, among 
others, “can.” “could,” “might,” “may.” “e.g. and the like, 
unless specifically stated otherwise, or otherwise understood 
within the context as used, is generally intended to convey 
that certain embodiments include, while other embodiments 
do not include, certain features, elements and/or steps. Thus, 
Such conditional language is not generally intended to imply 
that features, elements and/or steps are in any way required 
for one or more embodiments or that one or more embodi 
ments necessarily include logic for deciding, with or without 
author input or prompting, whether these features, elements 
and/or steps are included or are to be performed in any par 
ticular embodiment. The terms “comprising.” “including.” 
"having.” and the like are synonymous and are used inclu 
sively, in an open-ended fashion, and do not exclude addi 
tional elements, features, acts, operations, and so forth. Also, 
the term 'or' is used in its inclusive sense (and not in its 
exclusive sense) so that when used, for example, to connect a 
list of elements, the term “or” means one, some, or all of the 
elements in the list. 
0085 Conjunctive language such as the phrase “at least 
one of X, Y and Z. unless specifically stated otherwise, is to 
be understood with the context as used in general to convey 
that an item, term, etc. may be either X, Y, or Z, or a combi 
nation thereof. Thus, Such conjunctive language is not gener 
ally intended to imply that certain embodiments require at 
least one of X, at least one ofY and at least one of Z to each 
is present. 
I0086. While the above detailed description has shown, 
described, and pointed out novel features as applied to various 
embodiments, it can be understood that various omissions, 
Substitutions, and changes in the form and details of the 
devices or algorithms illustrated can be made without depart 
ing from the spirit of the disclosure. As can be recognized, 
certain embodiments of the inventions described herein can 
be embodied within a form that does not provide all of the 
features and benefits set forth herein, as some features can be 
used or practiced separately from others. The scope of certain 
inventions disclosed herein is indicated by the appended 
claims rather than by the foregoing description. All changes 
which come within the meaning and range of equivalency of 
the claims are to be embraced within their scope. 
What is claimed is: 
1. A system comprising: 
an audio input module configured to receive an audio input; 
an audio detection module in communication with the 

audio input module, the audio detection module config 
ured to determine a Volume of the audio input and cause 
activation of a speech detection module based at least in 
part on the determined volume: 

the speech detection module configured to determine a first 
score indicating a likelihood that the audio input com 
prises speech and cause activation of a wakeword rec 
ognition module based at least on part on the score; 
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the wakeword recognition module configured to determine 
a second score indicating a likelihood that the audio 
input comprises a wakeword; and 

a network interface module configured to transmit at least 
a portion of the obtained audio input to a remote com 
puting device. 

2. The system of claim 1, wherein the audio input device 
comprises a microphone, the audio detection module com 
prises a first digital signal processor, the speech detection 
module comprises a second digital signal processor, and the 
wakeword recognition module comprises a microprocessor. 

3. The system of claim 1, wherein: 
the speech detection module is further configured to deter 

mine the first score using at least one of a hidden Markov 
model, a Gaussian mixture model, energies in a plurality 
of spectral bands, or signal to noise ratios in a plurality of 
spectral bands; and 

the wakeword recognition module is further configured to 
determine the second score using at least one of an 
application processing module, a hidden Markov model, 
and a Gaussian mixture model. 

4. The system of claim 1, wherein: 
the wakeword recognition module is further configured to 

cause deactivation of the audio detection module based 
at least in part on the first score; and 

the wakeword recognition module is further configured to 
cause deactivation of the speech detection module based 
at least in part on the second score. 

5. A computer-implemented method of operating a first 
computing device, the method comprising: 

receiving an audio input; 
determining one or more values from the audio input, 

wherein the one or more values comprise at least one of: 
a first value indicating an energy level of the audio input; 
O 

a second value indicating a likelihood that the audio 
input comprises speech; 

activating a first module of the first computing device based 
at least in part on the one or more values; 

performing an operation, by the first module, wherein the 
operation comprises at least one of 
determining that the audio input comprises awakeword; 
performing speech recognition on at least a portion of 

the audio input to obtain speech recognition results; or 
causing transmission of at least a portion of the audio 

input to a second computing device. 
6. The computer-implemented method of claim 5, wherein: 
the first module comprises a processor that is Switchable 

between a low-power state and a high-power state; and 
the processor only performs the operation when it is in the 

high-power state. 
7. The computer-implemented method of claim 6, wherein 

activating the first module comprises Switching the processor 
from the low-power state to the high-power state. 

8. The computer-implemented method of claim 6 further 
comprising deactivating the first module, wherein deactivat 
ing the first module comprises Switching the processor from 
the high-power State to the low-power state. 

9. The computer-implemented method of claim 6, wherein 
the processor comprises at least one of a digital signal pro 
cessor or a microprocessor. 

10. The computer-implemented method of claim 5, 
wherein the first module comprises a software module con 
figured to be executed by a microprocessor. 
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11. The computer-implemented method of claim 10, 
wherein activating the first module comprises causing the 
microprocessor to execute the Software module. 

12. The computer-implemented method of claim 5, 
wherein the operation comprises causing transmission of at 
least a portion of the audio input to the second computing 
device, and further comprising receiving speech recognition 
results from the second computing device. 

13. The computer-implemented method of claim 12, 
wherein the speech recognition results comprise at least one 
of a transcription of at least a portion of the audio input and a 
response to an intelligent agent query included in at least a 
portion of the audio input. 

14. The computer-implemented method of claim 12 further 
comprising: 

activating a second module of the first computing device 
based at least in part on the one or more values, wherein 
the second module is configured to implement a speech 
recognition application; and 

processing the speech recognition results with the speech 
recognition application. 

15. A device comprising: 
a first processor configured to: 

determine one or more values, wherein the one or more 
values comprise at least one of a first value indicating 
an energy level of an audio input or a second value 
indicating a likelihood that the audio input comprises 
speech; and 

cause activation of a second processor based at least in 
part on the one or more values; 

the second processor configured to perform an operation, 
wherein the operation comprises at least one of: 
determining that the audio input comprises awakeword; 
performing speech recognition on at least a portion of 

the audio input to obtain speech recognition results; or 
causing transmission of at least a portion of the audio 

input to a second device. 
16. The device of claim 15, wherein the first processor 

comprises at least one of a digital signal processor or a micro 
processor. 

17. The device of claim 15, wherein the second processor 
comprises at least one of a digital signal processor or a micro 
processor. 

18. The device of claim 15 further comprising a memory 
buffer module configured to store the audio input. 
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19. The device of claim 18, wherein the memory buffer 
module configured to store the audio input comprises a ring 
buffer. 

20. The device of claim 15 further comprising an audio 
input module in communication with the first processor, 
wherein the audio input module is configured to obtain the 
audio input. 

21. A system comprising: 
an audio input module configured to obtain an audio input; 
a first module in communication with the audio input mod 

ule; and 
a second module in communication with the first module: 
wherein the first module is configured to: 

determine one or more values based at least in part on the 
audio input, and 

cause activation of the second module based at least in 
part on the one or more values; and 

wherein the second module is configured to cause speech 
recognition to be performed on at least a portion of the 
audio input. 

22. The system of claim 21, wherein the one or more values 
comprise a Volume of the audio input. 

23. The system of claim 22, wherein the second module is 
only caused to be activated if the volume of the audio input 
satisfies a volume threshold for at least a threshold duration. 

24. The system of claim 21, wherein the one or more values 
comprise a likelihood that the audio input comprises speech. 

25. The system of claim 21, wherein the one or more values 
comprise a score indicating a likelihood that the audio input 
comprises a wakeword. 

26. The system of claim 25, wherein the one or more values 
further comprise a score indicating alikelihood that the wake 
word was spoken by a user associated with the wakeword. 

27. The system of claim 21, wherein the second module is 
configured to cause speech recognition to be performed on at 
least a portion of the audio input by generating speech rec 
ognition results for at least a portion of the audio input. 

28. The system of claim 21, wherein the second module is 
configured to cause speech recognition to be performed on at 
least a portion of the audio input by: 

causing transmission of the audio input to a remote com 
puting device; and 

receiving speech recognition results for at least a portion of 
the audio input from the remote computing device. 

k k k k k 
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