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I, Dr. Markus Jakobsson, declare the following: 

I. INTRODUCTION 

1. I have been retained by counsel for Petitioner as a technical expert in 

the above-captioned case. Specifically, I have been asked to render certain opinions 

in regard to the IPR petition with respect to U.S. Patent No. 7,673,137 (the “’137 

Patent”). I understand that the Challenged Claims are claims 1, 2, 6, 8, 9, 12, and 25, 

and my opinions are limited to those claims. My compensation in this matter is not 

based on the substance of my opinions or the outcome of this matter. I have no 

financial interest in Petitioner. 

A. Materials Reviewed 

2. In reaching my opinions in this matter, I have reviewed the following 

materials: 

• Exhibit 1001 – U.S. Patent No. 7,673,137 (“’137 Patent”); 

• Exhibit 1002 – File History of U.S. Patent No. 7,673,137 (“’137 Patent 
File History”); 

• Exhibit 1005 – Asit Dan, Ajay Mohindra, Rajiv Ramaswami and Dinkar 
Sitaram, ChakraVyuja (CV): A Sandbox Operating System Environment 
for Controlled Execution of Alien Code, IBM Research Division (“Dan”); 

• Exhibit 1006 – U.S. Patent Publication No. 2002/0099952 to Lambert et 
al. (“Lambert”); 

• Exhibit 1007 – U.S. Patent No. 7,085,928 to Schmid et al. (“Schmid”); 

• Exhibit 1013 – Webster’s New World Dictionary of Computer Terms, 
Simon & Schuster, Inc. (5th ed., 1994) (“Dictionary”); 
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• Exhibit 1014 – Intel Architecture Software Developer’s Manual Volume 
3: System Programming, Intel Corporation (1999) (“Intel System 
Programming Manual”); 

• Exhibit 1015 – David A. Solomon, The Windows NT Kernel Architecture, 
31 Computer 40-47 (October 1998) (“Solomon”); 

• Exhibit 1016 – Carol Neshevich, NT 5.0 becomes Windows 2000, 8 New 
World Canada 6, 
https://www.proquest.com/openview/fa3551c04de4b0e4a14ccee74eb12f
0f/1?pq-origsite=gscholar&cbl=43820 (November 20, 1998) 
(“Neshevich”); 

• Exhibit 1017 – Microsoft Releases Windows 2000 to Manufacturing, 
Microsoft Corporation (December 15, 1999) 
https://news.microsoft.com/1999/12/15/microsoft-releases-windows-
2000-to-manufacturing/ (“Microsoft Windows 2000 Press Release”); 

• Exhibit 1018 – Terrance Mitchem, Raymond Lu, Richard O’Brien, Kent 
Larson, Linux Kernel Loadable Wrappers, in Proceedings DARPA 
Information Survivability Conference and Exposition (IEEE, January 
2000) (“Mitchem”); 

• Exhibit 1019 – Microsoft Press Computer Dictionary, Microsoft 
Corporation (3rd ed., 1997) (“Microsoft Computer Dictionary”); 

• Exhibit 1020 – Gary Wiggins, Living with MalWare, Security Essentials 
version 1.2d, (SANS Institute, 2001) (“Wiggins”); 

• Exhibit 1021 – Saliman Manap, Rootkit: Attacker undercover tools., 
Global Information Assurance Certification Paper, (10/21/2001) 
(“Manap”); 

• Exhibit 1022 – Massimo Bernaschi, Emanuele Gabrielli, Luigi V. Mancini, 
Operating System Enhancement to Prevent Misuse of System Calls, ACM 
CCS’00 (2000) (“Bernaschi”); 

• Exhibit 1023 – Pietro Iglio, TrustedBox: a Kernel-Level Integrity Checker, 
in Proceedings 15th Annual Computer Security Applications Conference 
(ACSAC’99) (IEEE, December 1999) (“Iglio”); 
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• Exhibit 1024 – F. De Paoli, A. L. Dos Santos, R. A. Kemmerer, 
Vulnerability of “Secure” Web Browsers, In Proceedings of the National 
Information Systems Security Conference (May 26, 1997) (“De Paoli”); 

• Exhibit 1025 – Bart Preneel, Cryptographic Hash Functions, 5 European 
Transactions on Telecommunications (1994) (“Preneel”); 

• Exhibit 1026 – karlrupp, Microprocessor Trend Data, GitHub, 
https://github.com/karlrupp/microprocessor-trend-data#readme (Feb 22, 
2022) (“Microprocessor Trend Data”); and 

• Exhibit 1027 –Why is Sandboxing important?, STL Tech 
https://stl.tech/blog/what-is-sandboxing-and-why-do-we-need-it/ 
(October 14, 2022) (“STL Tech”). 

B. Background and Qualifications 

3. I have summarized in this section my educational background, career 

history, and other qualifications relevant to this matter. I have also included a current 

version of my curriculum vitae, which is attached as Appendix A. 

4. I received a Master of Science degree in Computer Engineering from 

the Lund Institute of Technology in Sweden in 1993, a Master of Science degree in 

Computer Science from the University of California at San Diego in 1994, and a 

Ph.D. in Computer Science from the University of California at San Diego in 1997, 

specializing in Cryptography. During and after my Ph.D. studies, I was also a 

researcher at the San Diego Supercomputer Center and General Atomics, where I 

did research on authentication, privacy, and security. Much of my work was on 

distributed protocols to enable security and privacy, and my Ph.D. thesis described 

a distributed electronic payment system. 
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5. Since earning my doctorate degree over twenty-six years ago, I have 

been an employee, entrepreneur, and consultant in the computer systems, security, 

and the anti-fraud industry. I have worked extensively with technologies related to 

computer security, mobile security, phishing, malware detection, quantitative and 

qualitative fraud analysis, and disruptive security. I have worked as an engineer, 

researcher or technical advisor at a number of leading companies in the computer 

industry, including PayPal, Qualcomm, Bell Labs, and LifeLock. I have also taught 

and performed research at several prestigious universities, including New York 

University (NYU) and Indiana University (IU). Further, I have been materially 

involved in designing, developing, testing, and assessing technologies for computer 

and network security, digital rights management, trust establishment, randomness, 

cryptography, socio-technical fraud, malware detection, detection of malicious 

emails, user interfaces, authentication, and fraud detection for over twenty years. 

6. From 1997 to 2001, I was a Member of Technical Staff at Bell Labs, 

where I did research on authentication, privacy, multi-party computation, contract 

exchange, digital commerce including crypto payments, and fraud detection and 

prevention. An example publication of mine from this time period includes “Secure 

distributed computation in cryptographic applications” (U.S. Patent No. 6,950,937, 

2001 priority date.) At the end of my tenure at Bell Labs, I had started to research 
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identity theft years before the banking industry became aware of the existence of 

phishing attacks.  

7. From 2001 to 2004, I was a Principal Research Scientist at RSA Labs, 

where I worked on predicting future fraud scenarios in commerce and authentication 

and developed solutions to those problems. Much of my work related to the 

development of anti-fraud mechanisms, addressing authentication abuse and identity 

theft. During that time, I predicted the rise of what later became known as phishing. 

I also laid the groundwork for what I termed “proof of work,” and described how 

this could be applied in the context of distributed computations such as mining of 

crypto payments; this work later came to influence the development of BitCoin. I 

was also an Adjunct Associate Professor in the Computer Science department at 

New York University from 2002 to 2004, where I taught cryptographic protocols, 

with an emphasis on authentication.  

8. From 2004 to 2016, I held a faculty position at Indiana University at 

Bloomington, first as an Associate Professor of Computer Science, Associate 

Professor of Informatics, Associate Professor of Cognitive Science, and Associate 

Director of the Center for Applied Cybersecurity Research (CACR) from 2004 to 

2008; and then as an Adjunct Associate Professor from 2008 to 2016. I was the most 

senior security researcher at Indiana University, where I built a research group 

focused on online fraud and countermeasures, resulting in over 50 publications and 
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two books. One of these books, “Crimeware: Understanding New Attacks and 

Defenses” (Wiley, 2008), described malware-based attacks, online abuse in general, 

and countermeasures to attacks and abuses of these types.  

9. While a professor at Indiana University, I was also employed by Xerox 

PARC, PayPal, and Qualcomm to provide thought leadership to their security 

groups. I was a Principal Scientist at Xerox PARC from 2008 to 2010, a Director 

and Principal Scientist of Consumer Security at PayPal from 2010 to 2013, a Senior 

Director at Qualcomm from 2013 to 2015, Chief Scientist at Agari from 2016 to 

2018, and Chief of Security and Data Analytics at Amber Solutions from 2018 to 

2020.  

10. I was hired by Qualcomm as they acquired a startup I founded, 

FatSkunk. FatSkunk had developed algorithms for retroactive detection of malware, 

with applications to low-power platforms such as mobile devices. Example 

publications include “Retroactive Detection of Malware With Applications to 

Mobile Platforms” by Markus Jakobsson and Karl-Anders Johansson, “Practical and 

Secure Software-Based Attestation” by Markus Jakobsson and Karl-Anders 

Johansson, and U.S. Patent 8,370,935, titled “Auditing a Device”. My work at 

Qualcomm related to authentication of users and detection of malware, and the 

integration of the FatSkunk technology in Qualcomm products.  
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11. Agari is a cybersecurity company that develops and commercializes 

technology to protect enterprises, their partners and customers from advanced email 

phishing attacks. At Agari, my research studied and addressed trends in online fraud, 

especially as related to email, including problems such as Business Email 

Compromise, Ransomware, and other abuses based on social engineering and 

identity deception. My work primarily involved identifying trends in fraud and 

computing before they affected the market, and developing and testing 

countermeasures, including technological countermeasures, user interaction and 

education. Example publications include “Detecting computer security risk based on 

previously observed communications” (U.S. Patent No. 10,715,543 B2, 2016 

priority date) and “Using message context to evaluate security of requested data” 

(U.S. Patent No. 10,805,314 B2, 2017 priority date).  

12. In 2020, after leaving Agari, I was the Chief of Security and Data 

Analytics at Amber Solutions, an IoT startup in the San Francisco Bay Area. Amber 

Solutions is a cybersecurity company that develops home and office automation 

technologies. At Amber Solutions, my research addressed privacy, user interfaces 

and authentication techniques in the context of ubiquitous and wearable computing. 

My work often related to security in constrained computing environments, as 

exemplified in “Configuration and management of smart nodes with limited user 

interfaces” (U.S. Patent No. 10,887,447).  
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13. I left Amber Solutions to take the role of Chief Scientist at ByteDance 

in 2019, where I guided the security research both for ByteDance and TikTok until 

I left to co-found Artema Labs, where I am the Chief Scientist. My work at 

ByteDance involved identifying new threats, developing new solutions, and guiding 

research in areas relating to cryptography and Internet security. 

14. I am also the Chief Technology Officer at ZapFraud, a cybersecurity 

company that develops techniques to detect deceptive emails, such as Business 

Email Compromise (“BEC”) emails. At ZapFraud, my research studies and 

addresses computer abuse, including social engineering, malware and privacy 

intrusions, and has also involved studying security aspects related to cloud 

computing. My work primarily involves identifying risks, developing protocols and 

user experiences, and evaluating the security of proposed approaches.  

15. I also work as an independent security researcher and consultant in the 

fields of computer/mobile security, fraud detection/prevention, digital rights 

management, malware, phishing, crimeware, mobile malware, and cryptographic 

protocols. In addition, I am a visiting research fellow of the Anti-Phishing Working 

Group, an international consortium focused on unifying the global response to 

cybercrime in the public and private sectors. 

16. I have also served on the advisory board of several companies, 

including Metaforic, a company that developed technology for watermarking 
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software and provided security software with a built-in framework that resists 

attacks from malware, bots, hackers and other attempts. Metaforic was acquired by 

Inside Secure in 2014. 

17. I have founded or co-founded several successful computer security 

companies. In 2005, I co-founded RavenWhite Security, a provider of authentication 

solutions, and I am currently its Chief Technical Officer. RavenWhite owns 

intellectual property related to authentication, such as “Performing authentication” 

(U.S. Patent No. 10,079,823 2007 priority date). In 2007 I co-founded Extricatus, 

one of the first companies to address consumer security education. In 2009 I founded 

FatSkunk, a provider of mobile malware detection software; I served as Chief 

Technical Officer of FatSkunk from 2009 to 2013, when FatSkunk was acquired by 

Qualcomm, and I became a Qualcomm employee. FatSkunk developed anti-virus 

technology. In 2013 I founded ZapFraud—the same company described above, 

where I currently serve as Chief Technical Officer. In 2014 I co-founded 

RightQuestion, a security consulting company.  

18. I have additionally served as a member of the fraud advisory board at 

LifeLock (an identity theft protection company); a member of the technical advisory 

board at CellFony (a mobile security company); a member of the technical advisory 

board at PopGiro (a user reputation company); a member of the technical advisory 

board at MobiSocial dba Omlet (a social networking company); and a member of 
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the technical advisory board at Stealth Security (an anti-fraud company). I have 

provided anti-fraud consulting to KommuneData (a Danish government entity), J.P. 

Morgan Chase, PayPal, Boku, and Western Union.  

19. I have authored seven books and over 100 peer-reviewed publications 

and have been a named inventor on over 200 patents and patent applications. A large 

number of these relate to Internet security, authentication, malware, spoofing and 

related topics.  

20. Examples of textbooks I have authored or co-authored on the topic of 

Internet security include:  

• “Crimeware: Understanding New Attacks and Defenses” (Symantec Press, 
2008)  

• “Phishing and Countermeasures: Understanding the Increasing Problem of 
Electronic Identity Theft” (Wiley, 2006);  

• “The Death of the Internet” (Wiley, 2012); 

• “Understanding Social Engineering Based Scams” (Springer 2016); 

• “Towards Trustworthy Elections: New Directions in Electronic Voting” 
(Springer, 2010). 

21. Books translated to Chinese and Korean have separate titles and years 

of release. 

22. I have authored numerous publications regarding Internet security, 

including Internet security and malware detection. Relevant examples include: 
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• Tamper-Evident Digital Signatures: Protecting Certification Authorities 

Against Malware Jong Youl Choi, Philippe Golle, and Markus Jakobsson; 

• “Remote Harm-Diagnostics”, (PDF) Privacy-preserving history mining for 

web browsers (researchgate.net); 

• “Server-Side Detection of Malware Infection”, NSPW Proceedings on New 

Security Paradigms Workshop (2009). 

23. An exemplary relevant patent publication includes U.S. Patent No. 

8,578,174. This patent was assigned to Palo Alto Research Center Incorporated 

arising out of my employment. 

24. My opinions are based on my years of education, research, and 

experience, as well as my study of relevant materials. In forming my opinions, I have 

also considered the materials identified in this declaration and in the Petition. 

25. In sum, I have extensive experience both as a developer and a 

researcher relating to computer security.  

II. LEGAL FRAMEWORK 

26. I am a technical expert and do not offer any legal opinions. However, 

counsel has informed me as to certain legal principles regarding patentability and 

related matters under United States patent law, which I have applied in performing 

my analysis and arriving at my technical opinions in this matter. 
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27. I have been informed that claim terms are to be given the meaning they 

would have to a person having ordinary skill in the art at the time of the invention, 

taking into consideration the patent, its file history, and, secondarily, any applicable 

extrinsic evidence (e.g., dictionary definitions). 

28. I have also been informed that the implicit or inherent disclosures of a 

prior art reference may anticipate the claimed invention. Specifically, if a person 

having ordinary skill in the art at the time of the invention would have known that 

the claimed subject matter is necessarily present in a prior art reference, then the 

prior art reference may “anticipate” the claim. Therefore, a claim is “anticipated” by 

the prior art if each and every limitation of the claim is found, either expressly or 

inherently, in a single item of prior art. 

29. I have also been informed that a person cannot obtain a patent on an 

invention if the differences between the invention and the prior art are such that the 

subject matter as a whole would have been obvious at the time the invention was 

made to a person having ordinary skill in the art. I have been informed that a 

conclusion of obviousness may be founded upon more than a single item of prior art. 

I have been further informed that obviousness is determined by evaluating the 

following factors: (1) the scope and content of the prior art, (2) the differences 

between the prior art and the claim at issue, (3) the level of ordinary skill in the 

pertinent art, and (4) secondary considerations of non-obviousness. In addition, the 
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obviousness inquiry should not be done in hindsight. Instead, the obviousness 

inquiry should be done through the eyes of a person having ordinary skill in the 

relevant art at the time the patent was filed. 

30. In considering whether certain prior art renders a particular patent claim 

obvious, counsel has informed me that I can consider the scope and content of the 

prior art, including the fact that one of skill in the art would regularly look to the 

disclosures in patents, trade publications, journal articles, industry standards, 

product literature and documentation, texts describing competitive technologies, 

requests for comment published by standard setting organizations, and materials 

from industry conferences, as examples. I have been informed that for a prior art 

reference to be proper for use in an obviousness analysis, the reference must be 

“analogous art” to the claimed invention. I have been informed that a reference is 

analogous art to the claimed invention if: (1) the reference is from the same field of 

endeavor as the claimed invention (even if it addresses a different problem); or (2) 

the reference is reasonably pertinent to the problem faced by the inventor (even if it 

is not in the same field of endeavor as the claimed invention). In order for a reference 

to be “reasonably pertinent” to the problem, it must logically have commended itself 

to an inventor's attention in considering his problem. In determining whether a 

reference is reasonably pertinent, one should consider the problem faced by the 

inventor, as reflected either explicitly or implicitly, in the specification. I believe that 
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all of the references that my opinions in this IPR are based upon are well within the 

range of references a person having ordinary skill in the art would consult to address 

the type of problems described in the Challenged Claims. 

31. I have been informed that, in order to establish that a claimed invention 

was obvious based on a combination of prior art elements, a clear articulation of the 

reason(s) why a claimed invention would have been obvious must be provided. 

Specifically, I am informed that a combination of multiple items of prior art renders 

a patent claim obvious when there was an apparent reason for one of ordinary skill 

in the art, at the time of the invention, to combine the prior art, which can include, 

but is not limited to, any of the following rationales: (A) combining prior art methods 

according to known methods to yield predictable results; (B) substituting one known 

element for another to obtain predictable results; (C) using a known technique to 

improve a similar device in the same way; (D) applying a known technique to a 

known device ready for improvement to yield predictable results; (E) trying a finite 

number of identified, predictable potential solutions, with a reasonable expectation 

of success; (F) identifying that known work in one field of endeavor may prompt 

variations of it for use in either the same field or a different one based on design 

incentives or other market forces if the variations are predictable to one of ordinary 

skill in the art; or (G) identifying an explicit teaching, suggestion, or motivation in 
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the prior art that would have led one of ordinary skill to modify the prior art reference 

or to combine the prior art references to arrive at the claimed invention. 

32. I am informed that the existence of an explicit teaching, suggestion, or 

motivation to combine known elements of the prior art is a sufficient, but not a 

necessary, condition to a finding of obviousness. This so-called “teaching 

suggestion-motivation” test is not the exclusive test and is not to be applied rigidly 

in an obviousness analysis. In determining whether the subject matter of a patent 

claim is obvious, neither the particular motivation nor the avowed purpose of the 

patentee controls. Instead, the important consideration is the objective reach of the 

claim. In other words, if the claim extends to what is obvious, then the claim is 

invalid. I am further informed that the obviousness analysis often necessitates 

consideration of the interrelated teachings of multiple patents, the effects of demands 

known to the technological community or present in the marketplace, and the 

background knowledge possessed by a person having ordinary skill in the art. All of 

these issues may be considered to determine whether there was an apparent reason 

to combine the known elements in the fashion claimed by the patent. 

33. I also am informed that in conducting an obviousness analysis, a precise 

teaching directed to the specific subject matter of the challenged claim need not be 

sought out because it is appropriate to take account of the inferences and creative 

steps that a person of ordinary skill in the art would employ. The prior art considered 
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can be directed to any need or problem known in the field of endeavor at the time of 

invention and can provide a reason for combining the elements of the prior art in the 

manner claimed. In other words, the prior art need not be directed towards solving 

the same specific problem as the problem addressed by the patent. Further, the 

individual prior art references themselves need not all be directed towards solving 

the same problem. I am informed that common sense is important and should be 

considered. Common sense teaches that familiar items may have obvious uses 

beyond their primary purposes. 

34. I also am informed that the fact that a particular combination of prior 

art elements was “obvious to try” may indicate that the combination was obvious 

even if no one attempted the combination. If the combination was obvious to try 

(regardless of whether it was actually tried) or leads to anticipated success, then it is 

likely the result of ordinary skill and common sense rather than innovation. I am 

further informed that in many fields it may be that there is little discussion of obvious 

techniques or combinations, and it often may be the case that market demand, rather 

than scientific literature or knowledge, will drive the design of an invention. I am 

informed that an invention that is a combination of prior art must do more than yield 

predictable results to be non-obvious. 

35. I am informed that for a patent claim to be obvious, the claim must be 

obvious to a person of ordinary skill in the art at the time of the invention. I am 
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informed that the factors to consider in determining the level of ordinary skill in the 

art include (1) the educational level and experience of people working in the field at 

the time the invention was made, (2) the types of problems faced in the art and the 

solutions found to those problems, and (3) the sophistication of the technology in the 

field. 

36. I am informed that it is improper to combine references where the 

references teach away from their combination. I am informed that a reference may 

be said to teach away when a person of ordinary skill in the relevant art, upon reading 

the reference, would be discouraged from following the path set out in the reference, 

or would be led in a direction divergent from the path that was taken by the patent 

applicant. In general, a reference will teach away if it suggests that the line of 

development flowing from the reference’s disclosure is unlikely to be productive of 

the result sought by the patentee. I am informed that a reference teaches away, for 

example, if (1) the combination would produce a seemingly inoperative device, or 

(2) the references leave the impression that the product would not have the property 

sought by the patentee. I also am informed, however, that a reference does not teach 

away if it merely expresses a general preference for an alternative invention but does 

not criticize, discredit, or otherwise discourage investigation into the invention 

claimed. 
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37. I am informed that the final determination of obviousness must also 

consider “secondary considerations” if presented. In most instances, the patentee 

raises these secondary considerations of non-obviousness. In that context, the 

patentee argues an invention would not have been obvious in view of these 

considerations, which include: (a) commercial success of a product due to the merits 

of the claimed invention; (b) a long-felt, but unsatisfied need for the invention; (c) 

failure of others to find the solution provided by the claimed invention; (d) deliberate 

copying of the invention by others; (e) unexpected results achieved by the invention; 

(f) praise of the invention by others skilled in the art; (g) lack of independent 

simultaneous invention within a comparatively short space of time; (h) teaching 

away from the invention in the prior art. 

38. I am further informed that secondary considerations evidence is only 

relevant if the offering party establishes a connection, or nexus, between the 

evidence and the claimed invention. The nexus cannot be based on prior art features. 

The establishment of a nexus is a question of fact. While I understand that the Patent 

Owner here has not offered any secondary considerations at this time, I will 

supplement my opinions if the Patent Owner raises secondary considerations during 

this proceeding. 

III. OPINION 

A. Overview of the ’137 Patent 
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39. The ’137 Patent is directed to a protector system that includes “a two-

step process to ensure that software programs do not perform malicious activities 

which may damage the computing device.” ’137 Patent, Abstract. The ’137 Patent 

describes a need for “early detection of security threats to a computing device or 

network before any harm can be done.” Id. at 3:1-8. “[T]here is a need in the art for 

a security system which will provide early detection of security threats to a 

computing device or network before any harm can be done.” Id. at 3:5-16.  

40. To purportedly solve this problem, the ’137 Patent describes a protector 

system that uses “a two-phased approach at the kernel level of the computing 

device’s operating system” to analyze and detect potential malware “before it can 

execute.” Id. at 3:22-35, 8:30-33. The first phase is a “pre-execution process.” Id. at 

Fig. 4A, 3:28-32. Within the pre-execution process, an operating system kernel 

notifies a “pre-execution module” when “a new program begins to load into memory 

so that it can be validated before execution.” Id. at 3:45-47. After it is determined 

that a program is trying to load, a binary execution monitor suspends execution of 

the executable file “until the program can be validated.” Id. at 8:52-62.  

41. The pre-execution process includes a validation module that validates 

the program by comparing the program to a “predetermined list of approved 

programs.” If the validation module determines that the program is valid (i.e., 

matches an entry in a predetermined list of approved programs), “little to no 
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additional security monitoring needs to be performed on the program while it is 

executing.” Id. at 3:47-54. If the program is found within the predetermined list of 

approved programs, “the suspended state will be released.” Id. at 9:4-6. A figure of 

the pre-execution process is shown below:  

 

Id. at Fig. 4A.  
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42. The second phase of the protector system is concerned with “if the 

program is not validated.” Id. at 3:54-57. After the pre-execution process terminates 

and the suspended state is lifted, “in step 605 the protector application 115 will 

consult the database 110 to determine if the user has been previously queried about 

the new non-validated executable file.” Id. at 9:43-54. If the “user has previously 

approved the loading of this executable file,” then execution of the non-validated 

file will proceed. Id. If the program is not found in the database, the program is 

allowed to execute while detect drivers “perform additional monitoring while the 

new program is executing” and “identify potential threats to the computing device 

before they are executed” at the operating system kernel of the computing device. 

Id. at 4:7-11, see also 6:64-67. “If the program is not validated, it can be monitored 

at the kernel level of the operating system during the second phase, while the 

program is executing.” Id. at 3:30-35. Detection and monitoring modules “monitor 

the activities before they are able to cause harm to the computing device” and 

“identify suspicious activities triggered by the program.” Id. An example of a non-

validated execution process is shown below:  
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Id. at Fig. 6.  

B. Level of a Person Having Ordinary Skill in the Art 

43. I have been asked to provide my opinion as to the level of skill of a 

person having ordinary skill in the art at the time of the ’137 Patent, which I have 
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been instructed to assume is January 4, 2002. In determining the characteristics of a 

hypothetical person having ordinary skill in the art at the time of the claimed 

invention, I was told to consider several factors, including the type of problems 

encountered in the art, the solutions to those problems, the rapidity with which 

innovations are made in the field, the sophistication of the technology, and the 

education level of active workers in the field. I also placed myself back in the time 

frame of the claimed invention and considered the colleagues with whom I had 

worked at that time. 

44. In my opinion, a person having ordinary skill in the art, as of January 

4, 2002, would have been a person having a bachelor’s degree in computer science, 

or a related field, or an equivalent technical degree or equivalent work experience, 

and an additional one to two years of education or experience in the field of computer 

security. More education can supplement practical experience and vice versa. Such 

a person would have been capable of understanding the ’137 Patent and the prior art 

references discussed below. 

45. Based on my education, training, and professional experience in the 

field of the claimed invention, I am familiar with the level and abilities of a person 

of ordinary skill in the art at the time of the claimed invention. Additionally, I met 

at least these minimum qualifications to be a person having ordinary skill in the art 

as of the time of the claimed invention of the ’137 Patent. 
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C. Background of the Prior Art 

46. I was asked to briefly summarize the background of the prior art from 

the standpoint of a person having ordinary skill in the art prior to January 4, 2002.  

1. Overview of Operating Systems 

47. An operating system is “[t]he master set of programs that manage the 

computer.” Dictionary at 411. “Among other things, an operating system controls 

input and output to and from the keyboard, screen, disks, and other peripheral 

devices; loads and begins the execution of other programs; manages the storage of 

data on disks; and provides scheduling and accounting services.” Id. The kernel is 

the set of programs in the operating system “that implement the most primitive of 

that system’s functions” and constitutes “the core of the operating system.” Id. at 

318. 

48. Operating systems typically have multiple layers of privilege to protect 

the computer’s resources. For example, in the 1990s, Intel released x86 processors 

having four “protection rings.” Intel System Programming Manual at 4-8 (“The 

processor’s segment-protection mechanism recognizes 4 privilege levels, numbered 

from 0 to 3. The greater numbers mean lesser privileges. Figure 4-2 shows how these 

levels of privilege can be interpreted as rings of protection.”). “The processor uses 

privilege levels to prevent a program or task operating at a lesser privilege level from 

accessing a segment with a greater privilege, except under controlled situations.” Id. 
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As shown in the figure below, “[t]he center (reserved for the most privileged code, 

data, and stacks) is used for the segments containing the critical software, usually 

the kernel of an operating system,” while the “[o]uter rings are used for less critical 

software.” Id. 

 
Id. 

49. Not all operating systems implemented all four protection rings. For 

example, the Microsoft Windows NT 5.0 operating system (aka Windows 2000), 

which was launched on February 17, 2000, only utilized ring 0 (i.e., kernel mode) 

and ring 3 (i.e., user mode): 
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Solomon at 41; see also, Neshevich (“Microsoft has changed the name of its 

Windows NT 5.0 platform to Windows 2000, with the intent to make it Microsoft’s 

mainstream operating system for both consumers and businesses in the new 

millennium.”); see also, Microsoft Windows 2000 Press Release at 1 (“Microsoft 

plans general availability of Windows 2000 with a worldwide launch on Feb. 17, 

2000.”). 

50. As shown in the figure above, user applications, services, and other user 

mode components accessed the kernel mode via the NTDLL.DLL. Solomon at 41. 

The NTDLL “is a special system support library” that contains “architecture-specific 
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instruction that causes a transition into kernel mode to invoke the actual kernel-mode 

system service[.]” Id. at 45. 

51. Programmers could directly access the kernel by writing custom device 

drivers that would be loaded into the kernel. Id. at 44 (“Because installing a device 

driver is the only way to add user-written kernel-mode code to the system, some 

programmers have written device drivers simply as a way to access internal 

operating system functions or data structures that are not accessible from user 

mode.”). 

52. Like the Windows NT architecture, the Linux operating system’s 

architecture similarly includes separate kernel and user spaces as illustrated in the 

figure below: 
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Mitchem at 3. 

2. Computer Viruses and Malware in the Internet Era 

53. A virus is “[a]n intrusive program that infects computer files by 

inserting in those files copies of itself. The copies are usually executed when the file 

is loaded into memory, allowing the virus to infect still other files, and so on. Viruses 

often have damaging side effects[.]” Microsoft Computer Dictionary at 500. 

54. “In the early days of computing and certainly before the advent of the 

Internet, viruses and all of their variations were usually spread physically, through 
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the loading of files from a floppy disk.” Wiggins at 4. For example, in 1986, a virus 

called the “Brain” replaced the boot sector of a floppy disk with a copy of the virus. 

Id. at 2 (“1986 – Two brothers from Pakistan analyzed the boot sector of a floppy 

disk and developed a method of infecting it with a virus dubbed ‘Brain’.”). Thus, 

spreading viruses and malware was harder in the early days of computing since it 

required the user to physically load an infected floppy disk into their computer.  

55. As the internet’s popularity and availability grew in the late 1990s and 

early 2000s, so did the threat of malware. By the year 2001, e-mail had “become the 

most popular form of transmission.” Id. at 4. For example, in 1999, the “Bubbleboy” 

virus became “the first worm that would activate when a user simply opened an e-

mail message in Microsoft Outlook and previewed the message in Outlook Express.” 

Id. at 3.  

56. In the year 2000, “the first major distributed denial of service attacks 

shut down major websites such as Yahoo! and Amazon.com.” Id. at 3. At the same 

time, the Loveletter worm “became the fastest-spreading worm; shutting down e-

mail systems around the world.” Id. A worm is a form of malware that self-replicates 

over a network, adding itself to a vulnerable system, and using the network to start 

scanning for other vulnerable systems. See, e.g., Microsoft Computer Dictionary at 

261 (defining “Internet worm” as “A string of self-replicating computer code that 

was distributed through the Internet in November 1988. In a single night, it 

IPR2024-00027 
CrowdStrike Exhibit 1003 Page 33



IPR2024-00027 
U.S. Patent 7,673,137 

 34 

overloaded and shut down a large portion of the computers connected to the Internet 

at that time by replicating itself over and over on each computer it accessed, 

exploiting a bug in UNIX systems.); 512 (defining “worm” as “A program that 

propagates itself across computers, usually by creating copies of itself in each 

computer’s memory.”).  

57. At this time, attacks on the kernel of an operating system, often in the 

form of trojan horses, became more common. Iglio at 1. (“On many hacker Web 

sites it is explained how to use any executable program as a trojan horse to 

infect a Windows system using NetBus or BackOrifice. Some software tools are 

even publicly available to simplify this task. Once the system has been infected, 

hackers can remotely read all keystrokes, read and upload files, etc. on the infected 

machine.”) A trojan horse is “[a] destructive program disguised as a game, utility, 

or application. When run, a Trojan horse does something harmful to the computer 

system while appearing to do something useful.” Microsoft Computer Dictionary at 

478. “The earliest Trojan horse programs were bundled together in the form of “Root 

Kits”.” Manap at 4.  

58. Another type of malware that was seeing an increase of deployment 

was the rootkit. Rootkits “hide an attacker[’s] presence and at the same time give the 

attacker ability to keep full control [of] the server or host continuously without being 

detected.” Manap at 1. There are two categories of rootkits, including an 
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“Application rootkit – established at the application layer” and a “Kernel rootkit – 

establish more deep into kernel layer.” Id. at 5. The application rootkit replaces “the 

good system application with a trojaned system file,” which provides a “backdoor, 

hiding the attackers presence, and it also will not log any connection and activity 

done by the attacker.” Id. A Kernel rootkit manipulates and exploits the kernel and 

is the hardest type of rootkit “to detect because it can bypass conventional system 

integrity checker at [the] application layer.” Id. at 6.  

59. Unfortunately, restricted security policies were often not practical 

because of “the need of using the same personal computer to edit documents, to surf 

the Web, to exchange e-mail, to run multimedia applications, and to perform critical 

tasks.” Igilo at 1. “For example, it is a common practice to use the same personal 

computer to run untrusted applications (such as applications downloaded from the 

network) and to buy products through sites offering e-commerce services.” Id. 

However, this practice was “very dangerous” and gave hackers the opportunity to 

“break into systems and replace critical components to gain remote control of the 

system and to leave hidden backdoors for future access.” Id. 

3. Computer Monitoring Systems 

60. Monitoring systems were developed in response to the rapid increase 

of the malware threats described above. Specifically, kernel monitoring systems 

were developed to block malicious attacks from harming the computing device. For 
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example, Mitchem proposed using kernel hypervisors to “provide unbypassable 

security wrappers for application specific security requirements[.]” Mitchem at 

Abstract. Mitchem proposed using such kernel hypervisors for “a number of 

potential applications,” including, for example, “protecting user systems from 

malicious active content downloaded via a Web browser.” Id. “Kernel hypervisors 

are loadable kernel modules that intercept system calls to perform pre-call and post-

call processing.” Id. at 175. Kernel hypervisors are also “easy to install, requiring no 

modification to the kernel or to the COTS [Commercial Off The Shelf] applications 

that they are monitoring.” Id. Moreover, “[k]ernel hypervisors can be used on any 

operating system that supports kernel loadable modules,” including “Linux, Solaris, 

and other modern Unix systems, as well as Windows NT.” Id. at 177. 

61. The monitoring of the system calls is “performed by redirecting the 

links in the kernel system call table to point to system call wrappers[.]” Id. at 178. 

“The wrapper code is invoked when the system call is made and performs the 

processing illustrated in Figure 4.” Id.  
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Id. at Figure 4.  

62. A similar kernel monitoring system was proposed by Bernaschi. Per 

Bernaschi, “immediate detection of security rules violations can be achieved by 

monitoring the system calls made by processes, and blocking any malicious 

invocations of system calls from being completed.” Bernaschi at 174. To accomplish 

this, Bernaschi proposes “to ‘instrument’ the system calls so that the system call 

itself once invoked checks whether the invoking process and the value of the 

arguments comply with the rules kept in a small access control database within the 

kernel.” Id. As a proof of concept, Bernaschi “implemented a prototype for 

monitoring system calls which blocks buffer overflow attacks before they can 

complete.” Id. However, Bernaschi’s “OS reference monitor is intended to protect 
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against any technique that allows an attacker to hijack the control of a privileged 

process.” Id. (emphasis in original). 

63. Thus, it was well understood that kernel-level system call monitoring 

was an effective technique for detecting and blocking many different types of 

malware attacks well prior to the ’137 Patent. 

D. Claim Construction 

64. I have been asked to apply the following claim constructions in my 

analysis: 

Claim Limitation Construction 
“if the new program is validated, 
permitting the new program to continue 
loading and to execute in connection 
with the computing device” (Claim 6) 

“if the new program is validated, then it 
is not monitored while it loads and 
executes in connection with the 
computing device” 

“if the new program is valid, permitting 
the new program to execute on the 
computing device” (Claim 25) 

“if the new program is valid, then it is 
not monitored while it executes on the 
computing device” 

“pre-execution monitor” (Claim 1) “pre-execution module” 
“an execution module coupled to the 
detection module and operable for 
monitoring, at the operating system 
kernel of the computing device, the 
program in response to the trigger 
intercepted by the detection module” 
(Claim 1) 

Means-plus-function applies. 
 
Function: “monitoring, at the operating 
system kernel of the computing device, 
the program in response to the trigger 
intercepted by the detection module” 
 
Structure: “if the program was not 
validated, then monitor the non-
validated program in response to 
triggers while the program is executing” 
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65. For all other claim limitations, I have applied the ordinary and 

customary meaning of the claim terms as understood by a person having ordinary 

skill in the art. 

E. Summary of the Prior Art References 

1. Dan 

66. Dan recognizes that the “[s]haring of unknown programs creates an 

atmosphere of untrust and hence exacerbates the need to secure information and 

physical resources from any alien code.” Dan at Abstract (emphasis in original). 

According to Dan, “[t]he rapid growth in connectivity and sharing of information 

via the World-Wide Web has dramatically increased the vulnerability of client 

machines to alien codes.” Id. at 1 (emphasis in original). “Once the alien code is 

installed on the client machine, it can run with all the privileges of the invoking 

user.” Id. “The alien code can silently obtain unauthorized access to all the system 

resources (i.e., logical resources such as files, network ports) that can be accessed 

by the invoking user.” Id. (emphasis in original) 

67. To solve this problem, Dan proposes “a generic framework that allows 

the operating system to authenticate and verify installed applications, dynamically 

control access to both logical and physical resources, and allow privileges associated 

with an application to be transferred to any other application and/or system.” Id. at 

4. Dan’s “system consists of one or more code production systems, certification 
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agencies, servers and clients.” Id. at 5. “A code production system communicates 

with a certification agency, which is a trusted third party,” and “[t]he certification 

agency issues a certificate for the code identifying its source and a certificate for the 

RCL of that code.” Id. A Resource Capability List (RCL) is “the set of permissions 

and resource access privileges required by the code.” Id. at 4. “The code and its RCL 

are stored on a server along with their certificates.” Id. at 5. As shown in Figure 1 

below, the code, the code’s certificate, the RCL, and the RCL’s certificate are 

downloaded to a client system: 

 
Id. at Figure 1.  
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68. The client system includes a sandbox environment having three 

primary components including the verifier, RCL manager, and RCL enforcer. Id.; see 

also, id. at 5 (“[T]he RCL may be the default RCL associated with the sandbox 

environment in the client system.”). “When a client receives the code and its RCL, it 

invokes the verifier to verify that the code and RCL are valid (not tampered with).” 

Id. at 5. For example, the verifier module on the client system may first check to see 

if the Certification Agency (CA)’s “signature on the certificate is valid (using the 

CA’s known public key)” and “then compute the cryptographic hash of the code/RCL 

and verif[y] that it matches that in the certificate.” Id. at 7.  

69. “Once the code is verified, the RCL manager is responsible for 

determining which subset of parameters within the RCL are to be allowed.” Id. at 5-

6. The RCL manager “then stores the code and its modified RCL in a secure location.” 

Id. at 6. 

70. “The RCL enforcer is invoked when the code is executed.” Id. “The 

RCL enforcer module at the client ensures that the permissions and resource 

consumption limits specified in the RCL are not violated.” Id. at 9. The RCL enforcer 

“monitors two types of resources: physical and logical.” Id. For example, the “RCL 

enforcer protects physical resources such as memory and CPU usage, disk storage, 

and disk bandwidth utilization.” Id.  

IPR2024-00027 
CrowdStrike Exhibit 1003 Page 41



IPR2024-00027 
U.S. Patent 7,673,137 

 42 

71. The RCL enforcer also monitors logical resources such as “file, 

directories, communication ports and various other system service calls.” Id. at 12. 

To accomplish this, “[t]he RCL enforcer monitors all system calls, i.e., access to 

requests to logical resources in the system.” Id. “This monitoring requires that the 

RCL enforcer be invoked for each system call made by an application.” Id. “The RCL 

enforcer then validates the parameters of the system call against those specified in 

the RLRT [Runtime Logical Resources Table] data structures and either allows or 

disallows the call from continuing.” Id.  

72. Dan describes “three different approaches to monitoring system calls,” 

including “Binary code modification,” “Modification of service libraries,” and 

“System call modification.” Id. at 13-14. 

73. The binary code modification approach requires the downloaded 

application code to be “preprocessed and modified to insert hooks in the binary code 

for calling RCL enforcer (i.e., CheckAccessRequest() function. See, Figure 7 and 

8).” Id. at 14. However, this approach requires “the user to preprocess all untrusted 

applications,” which “may incur a lot of overhead.” Id. “Also, this is not a full [sic] 

proof solution, since a program may use encryption to hide system calls in its code.” 

Id. 
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Id. at Figure 8. 

74. The service library modification approach requires providing “in each 

machine a duplicate set of libraries for various services that may make system calls 

(e.g.,  file system, language support, etc.).” Id. “The new set of libraries calls the 

CheckAccessRequest() routine to verify the parameters before making any 

system call.” Id. However, “the system cannot enforce security for applications that 

have system call libraries statically linked into the application.” Id. 
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Id. at Figure 9. 

75. In the system call modification approach, “the operating system’s call 

interface is modified to call the CheckAccessRequest() upon entry to verify the 

parameters of the system call.” Id. at 14. “Thus, regardless of how the applications 

are structured, the system call entry point in the operating systems will ensure 

consistent security checks for all applications that are executed on the machine.” 

While this approach requires modifying the operating system, Dan “selected this 

approach to manage logical resources in the system primarily because of the 

consistency it offers for enforcing security.” Id. at 14-15. 
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Id. at Figure 10. 

76. I note that in more recent times, the term “sandbox” can sometimes 

refer to a virtual environment that simulates a computer’s operating system and 

hardware. See, e.g., STL Tech (describing full-system emulation, integration with 

operating systems, full virtualization, browser-based sandboxing at 1). However, it 

is clear from Dan’s disclosure that the client sandbox is not operating in a virtual 

environment because Dan’s RCL enforcer directly monitors a program’s access of 

the computer’s real physical resources, including consumption of disk, CPU, and 

memory. Dan at 4, 9-11. Dan’s RCL enforcer also monitors system calls made to 

the computer’s operating system – not an emulated version of the operating system. 

Id. at 14-15.  

77. As I discussed above, I have been informed that for a prior art reference 

to be proper for use in an obviousness analysis, the reference must be “analogous 
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art” to the claimed invention. I have been informed that a prior art reference is 

analogous to the claimed invention if, for example, the reference is from the same 

field of endeavor as the claimed invention, and/or directed at solving similar 

problems.  

78. Both Dan and the ‘137 Patent are related to systems and methods for 

analyzing and resolving potential security threats to a computing device. Compare 

‘137 Patent at Abstract (“[m]anaging and controlling the execution of software 

programs with a computing device to protect the computing device from malicious 

activities”), 3:5-14 (“there is a need in the art for a security system which will 

provide early detection of security threats”), 6:21-24 (“the command line interface 

120 is to configure various security settings, such as how to respond to certain 

threat”), 7:15-21 (“the behavior monitor 128 can take direct action to address a 

security threat or instruct the protector application 115 to query the user for 

instructions on how to handle the threat”), 8:20-27 (“the configuration settings can 

include predetermined responses to particular threats and decision rules as to when 

the user should be queried about a security threat”) with Dan, 21 (“[h]ence, the alien 

code can silently obtain unauthorized accesses to all the system resources (e.g. files, 

network ports) that can be accessed by the invoking user. The alien code may 

propagate itself, attempt illegal break-ins or maliciously alter files”), 5 (“[w]hen a 

client receives the code and its RCL, it invokes the verifier to verify that the code 
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and RCL are valid (not tampered with)”), 1 (“it may still engage in a denial of 

service attack by monopolizing physical resources such as disk, physical memory, 

CPU, network bandwidth”), 2 (“[a] similar security problem exists with importing 

data for word processors and spreadsheets, where the imported data could be 

infected with active content macro viruses, and these viruses in turn, could try to 

access system resources without the knowledge of the user”), 12 (“[t]he RCL 

enforcer monitors all systems calls, i.e., access requests to logical resources in the 

system.” “The RCL enforcer then validates the parameters of the system call against 

those specified in the RLRT data structures and either allows or disallows the call 

from continuing”), 14-15 (“[t]hus, regardless of how the applications are structured, 

the system call entry point in the operating systems will ensure consistent security 

checks for all applications that are executed on the machine” “The common entry 

point to the Kernel for all system calls provides an effective mechanism for 

enforcing access control for logical resources”). A person having ordinary skill in 

the art would have recognized Dan is in the same field of endeavor as the ‘137 

Patent. 

79. Dan is also directed at solving similar problems to those of the ’137 

Patent, such as detecting potential security threats to a computing device. Compare 

‘137 Patent at 3:5-14 (“there is a need in the art for a security system which will 

provide early detection of security threats”), 3:25-35(“[i]mplementing a two-phased 
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approach at the kernel level of the computing device’s operating system, the present 

invention provides fast and efficient security that minimizes interruptions for the 

user”), 4:55-60 (“[t]he two-step process provides an efficient and effective means 

for protecting a computing device or network while minimizing disruptions for the 

user”), 10:49-54 (“the present invention enables and supports security from 

malicious software programs for a computing device”) with Dan at 2 (“we propose 

a solution to the above security problem. The solution combines certification of 

alien code together with explicit granting of privileges for execution”), 5-6 (“[w]hen 

a client receives the code and its RCL, it invokes the verifier to verify that the code 

and RCL are valid (not tampered with)”), 12 (“[t]he RCL enforcer monitors all 

systems calls, i.e., access requests to logical resources in the system.” “The RCL 

enforcer then validates the parameters of the system call against those specified in 

the RLRT data structures and either allows or disallows the call from continuing”), 

14-15 (“[t]hus, regardless of how the applications are structured, the system call 

entry point in the operating systems will ensure consistent security checks for all 

applications that are executed on the machine” “The common entry point to the 

Kernel for all system calls provides an effective mechanism for enforcing access 

control for logical resources”), 21 (“[s]haring of unknown programs creates an 

atmosphere of untrust and hence, exacerbates the need to secure information and 

physical resources from alien codes”), Figure 1. For these reasons, a person having 
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ordinary skill in the art would have recognized Dan is directed to solving similar 

problems to those of the ’137 Patent.  

2. Lambert 

80. Lambert recognizes that “[c]omputer users, and particularly business 

users, typically rely on a set of programs that are known and trusted.” Lambert at 

[0003]. “For example, in enterprise computing environments, system administrators 

and helpdesk personnel are trained in supporting a core set of programs used in 

operating the business.” Id. “However, in most enterprise environments, particularly 

in larger environments in which some flexibility is important with respect to what 

various employees need to do with computers to perform their jobs, users are able 

to run unknown and/or untrusted code, that is, programs outside of the supported 

set.” Id. These untrusted programs are problematic because “some of the untrusted 

code may be malicious code (e.g., a computer virus possibly in the form of a Trojan 

horse) that intentionally misrepresents itself to trick users into running it, typically 

inflicting damage, corrupting data or otherwise causing mischief to the computers 

on which the malicious code runs.” Id. at [0004]. “The problem or running unknown 

code is compounded by recent developments in computing, wherein many types of 

content that formerly consisted of only passive data (e.g., documents and web pages) 

have potentially become executable code, due to the scripts and/or macros they may 

contain.” Id. at [0005]. 
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81. To solve these problems, Lambert “provides an improved computer 

security system and method wherein software that possibly includes executable code 

is identified and classified, and then a rule corresponding to the classification (or if 

none correspond, a default rule) automatically and transparently determines the 

software’s ability to execute.” Id. at [0008]. First, “[a]n administrator 

identifies/classifies the software and sets the rules, including a default rule that 

applies to any software file not classified under a specific rule.” Id. at [0052]. “[O]ne 

way that a software file can be identified (and thus matched to a corresponding rule) 

is by a hash of its contents, which is essentially a fingerprint that uniquely identifies 

a file regardless of whether the file is moved or renamed.” Id. at [0055]. “Via a user 

interface or the like operably connected to a suitable hash mechanism, an 

administrator can select any software file, obtain a hash value from its contents, and 

enter and associate a rule (that specifies a security level) with that hash value.” Id.  

82. The rule associated with the software file dictates whether the software 

file is allowed to execute in an unrestricted manner, allowed execute in a restricted 

manner, or not allowed to execute at all. “In the case of known bad code, the 

administrator may set the rule to specify that any file with that hash will not be 

allowed to execute at all (i.e., ‘disallowed’ or ‘revoked’ status).” Id. at [0056]. 

“Alternatively, in the case of known good code that is allowed to execute, a hash 
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rule can specify how it will be executed, e.g., unrestricted (normal) or restricted (and 

to what extent).” Id. 

83. “Multiple files can have their corresponding hash values and rules 

maintained in a policy object, or otherwise made available to the system, whereby 

for any given instance of any file, the set of maintained hash values can be queried 

to determine whether a rule exists for it.” Id. at [0055]. “In other words, before 

opening a file for execution, a hash value is determined from that file's contents, and 

the set of hash value information (e.g., in the policy object) searched to determine if 

a rule exists for that hash value. If so, that rule provides the security level for the 

software.” Id. 

84. The process of identifying and classifying a software file is depicted in 

Figure 5A. Specifically, “When the process 508 wants to load and possibly execute 

the software file 510, it identifies itself and provides information 514 identifying the 

software file to an appropriate function 516 (of a set) that can open, load and/or 

execute the file 510.” Id. at [0066]. “For example, this can be accomplished by 

placing an application programming interface (API) call to the operating system, 

wherein the file information 514, typically in the form a path and filename is passed, 

as a parameter.” Id. 

IPR2024-00027 
CrowdStrike Exhibit 1003 Page 51



IPR2024-00027 
U.S. Patent 7,673,137 

 52 

 

Id. at Fig. 5A. 

85. “[I]nstead of simply loading the file and executing any executable code 

therein with the parent token’s rights and privileges, each of the functions 516 is 

arranged to first provide the software file information 514 to an enforcement 

mechanism (circled numeral two (2) in FIG. 5A).” Id. at [0067]. “[B]ased on this 

information the enforcement mechanism consults the effective policy 502 to 

determine which rule applies for the file 510, and from the rule determines whether 

to open/execute the file, and if so, the extent of any restricted execution context for 

the file 510.” Id.  
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86. If the software file is associated with a rule that restricts its execution, 

“the enforcement mechanism 518 can compute and associate a restricted token with 

the software file 510, whereby if creation of a process is requested for the software 

file, (it includes executable content), any process of the software file is restricted in 

its access rights and privileges according to the restricted token.” Id. at [0070]. 

“[T]he enforcement mechanism 518 completes the call and returns information back 

to the software function 516 that called it, the returned information essentially 

including an instruction on whether to open the file, and if so, the token to associate 

with the file.” Id. at [0071]. “If the computed token 526 is a restricted token, the 

process of the software file can now execute, but only in association with the 

restricted token, thus providing the rule-determined secure execution environment.” 

Id. 

87. Thus, Lambert describes a pre-execution phase where the system 

determines whether a software file may execute and, if so, whether it may execute 

in an unrestricted or restricted manner.  

88. Lambert also discloses an execution phase where a restricted program 

is monitored to determine whether it may access a resource based on its restricted 

token. “[I]n FIG. 3, a process 300 may be associated with the restricted token 210 

rather than the user’s normal token 200, as determined by the operating system, such 

as when the process is untrusted.” Id. at [0042]. “When the process 300 desires 
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access to an object 302, the process 300 specifies the type of access it desires (e.g., 

obtain read/write access to a file object), and the operating system (e.g., kernel) level 

provides its associated token to an object manager 304.” Id. “The object 302 has a 

security descriptor 310 associated therewith, and the object manager 304 provides 

the security descriptor 306 and the restricted token 210 to a security mechanism 

308.” Id. at [0043]. “The security mechanism 308 compares the security IDs in the 

restricted token 210 along with the type of action or actions requested by the process 

300 against the entries in the DACL [Discretionary Access Control List] 312.” Id. 

“If a match is found with an allowed user or group, and the type of access desired is 

allowable for the user or group, a handle to the object 302 is returned to the process 

300, otherwise access is denied.” Id. 
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Id. at Fig. 3. 

89. As I discussed above, I have been informed that for a prior art reference 

to be proper for use in an obviousness analysis, the reference must be “analogous 

art” to the claimed invention. I have been informed that a prior art reference is 

analogous to the claimed invention if, for example, the reference is from the same 

field of endeavor as the claimed invention, and/or directed at solving similar 

problems.  
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90. Lambert and the ‘137 Patent are related to systems and methods for 

analyzing and resolving potential security threats to a computing device. Compare 

‘137 Patent at Abstract (“[m]anaging and controlling the execution of software 

programs with a computing device to protect the computing device from malicious 

activities”), 3:5-14 (“there is a need in the art for a security system which will 

provide early detection of security threats”), 6:21-24 (“the command line interface 

120 is to configure various security settings, such as how to respond to certain 

threat”), 7:15-21 (“the behavior monitor 128 can take direct action to address a 

security threat or instruct the protector application 115 to query the user for 

instructions on how to handle the threat”), 8:20-27 (“the configuration settings can 

include predetermined responses to particular threats and decision rules as to when 

the user should be queried about a security threat”) with Lambert at Abstract (“[a] 

system and method that automatically, transparently and securely controls software 

execution by identifying and classifying software, and locating a rule and associated 

security level for executing executable software”), [0007] (“in contemporary 

computer systems, running unknown code cannot be prevented, and indeed is 

necessary to an extent in many enterprises”), [0009](“[t]he present invention 

provides various ways to identify/classify software, along with a highly flexible 

policy-based infrastructure to enforce decisions about whether software can run, 

and if so, how much the software will be restricted when it runs”), [0013]-[0014] 
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(“[t]ypical security levels for execution (arbitrarily named herein) may include 

normal (unrestricted), constrained (restricted) or disallowed (revoked), although 

other levels such as end-user and untrusted are possible, and customized levels can 

be defined” “prior to loading a file, the various functions (such as of an operating 

system) that enable software to be loaded or otherwise executed are arranged to 

automatically and transparently communicate with an enforcement mechanism that 

determines the rule to apply for each file, based on the identification/classification 

information of the file”), [0041] (“a restricted token is derived from a parent token 

by removing at least one privilege therefrom relative to its parent token”), [0056] 

(“in the case of known good code that is allowed to execute, a hash rule can specify 

how it will be executed, e.g., unrestricted (normal) or restricted (and to what 

extent)” “one way that a software file can be identified (and thus matched to a 

corresponding rule) is by a hash of its contents”), Fig. 5A. For the reasons above, a 

person having ordinary skill in the art would have recognized Lambert is in the 

same field of endeavor as the claimed invention of the ’137 Patent. 

91. Lambert is also directed at solving similar problems to those of the ’137 

Patent, such as detecting potential security threats to a computing device. Compare 

‘137 Patent at 3:5-14 (“there is a need in the art for a security system which will 

provide early detection of security threats”), 3:25-35(“[i]mplementing a two-phased 

approach at the kernel level of the computing device’s operating system, the present 
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invention provides fast and efficient security that minimizes interruptions for the 

user”), 4:55-60 (“[t]he two-step process provides an efficient and effective means 

for protecting a computing device or network while minimizing disruptions for the 

user”), 10:49-54 (“the present invention enables and supports security from 

malicious software programs for a computing device”) with Lambert at [0004]-

[0005] (“[t]he problem or running unknown code is compounded by recent 

developments in computing, wherein many types of content that formerly consisted 

of only passive data (e.g., documents and web pages) have potentially become 

executable code, due to the scripts and/or macros they may contain” “One problem 

with this approach is that it is reactive rather than proactive, in that a virus first needs 

to be individually identified and characterized by virus detection experts, after which 

it can have its appropriate signature information distributed to various computers to 

allow the automated detection thereof”), [0008] (“[t]he present invention provides 

an improved computer security system and method wherein software that possibly 

includes executable code is identified and classified, and then a rule corresponding 

to the classification (or if none correspond, a default rule) automatically and 

transparently determines the software's ability to execute”), [0011] (“[a] software 

restriction policy comprising a set of rules is provided to correlate the classification 

information for any software to a security level that may restrict or prevent the 

software from running. A policy can be per machine and per user, and can be 
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automatically applied to network users via group policy technology.”), [0014] 

(“[t]he computation of the token or failing of the open may be automatic and 

transparent to the user, whereby security is implemented without requiring user 

forethought or action”). For the reasons above, a person having ordinary skill in the 

art would have recognized Lambert is directed at solving similar problems as the 

claimed invention of the ’137 Patent.  

3. Schmid  

92. Schmid is generally directed to an execution management utility to 

“prevent software from executing without the prior approval of system 

administrator.” Schmid at Abstract. Schmid describes, “most well-behaved 

Windows applications make system calls through the Win32 API, it is also possible 

to bypass this interface by making calls directly to kernel services.” Id. at 5:29-32. 

On the other hand, a malicious program “may attempt to bypass a wrapper 

implemented between Windows and the Win32 subsystem by making direct calls to 

operating system objects, rather than through the Win32 API.” Id. at 5:33-37.  

93. To solve this problem, Schmid describes a “kernel-level wrapping 

approach to executable control” where a device driver is “installed in an I/O 

subsystem, and may be used to intercept system service requests.” Id. at 5:38-48. 

The device driver is “dynamically loaded into a kernel, or may be loaded as part of 

a boot sequence” and “modifies an entry in a table consulted by a dispatcher to 
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handle an interrupt instruction.” Id. at 6:6-11. “In the preferred Windows NT 

embodiment, the modified entry may cause a dispatcher to call an inserted function 

rather than ZwCreateProcess, the NT function responsible for creating new user- and 

kernel-mode processes.” Id. at 6:11-15. Schmid describes “[a] kernel entity, known 

as a dispatcher, initially responds to an interrupt instruction, determines the nature 

of an interrupt, and calls a function to handle the request.” Id. at 5:62-64. “When a 

substitute function is called by a dispatcher, the function determines whether to 

allow or block process creation.” Id. at 6:22-24. 

94. As I discussed above, I have been informed that for a prior art reference 

to be proper for use in an obviousness analysis, the reference must be “analogous 

art” to the claimed invention. I have been informed that a prior art reference is 

analogous to the claimed invention if, for example, the reference is from the same 

field of endeavor as the claimed invention, and/or directed at solving similar 

problems. 

95. Schmid and the ‘137 Patent are related to systems and methods for 

analyzing and resolving potential security threats to a computing device. Compare 

Schmid at Abstract (“execution management utility designed to prevent software 

from executing without the prior approval of system administrative or other security 

staff”), 2:20-23 (“The present invention improves upon prior malicious software 

protection applications by not only resolving the problems discussed above, but also 
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by addressing emerging dangers and unknown attacks”), 2:31-33 (“For example, the 

present invention can assist corporations by enforcing policies regarding 

unauthorized, unlicensed, or pirated software”), 3:21-22 (“Using hashes for 

identification has the additional benefit of preventing modified applications from 

executing”), 2:50-54 (“improves upon existing executable control software, and 

provides administrators with a valuable defense against the introduction of hostile 

or unknown code”), Fig. 1 with ‘137 Patent at Abstract (“[m]anaging and controlling 

the execution of software programs with a computing device to protect the 

computing device from malicious activities”), 3:5-14 (“there is a need in the art for 

a security system which will provide early detection of security threats”), 6:21-24 

(“the command line interface 120 is to configure various security settings, such as 

how to respond to certain threat”), 7:15-21 (“the behavior monitor 128 can take 

direct action to address a security threat or instruct the protector application 115 to 

query the user for instructions on how to handle the threat”), 8:20-27 (“the 

configuration settings can include predetermined responses to particular threats and 

decision rules as to when the user should be queried about a security threat”). For 

the reasons above, a person having ordinary skill in the art would have recognized 

Schmid is in the same field of endeavor as the claimed invention of the ’137 Patent. 

96. Schmid is also directed at solving similar problems to those of the ’137 

Patent, such as detecting potential security threats to a computing device. Compare 
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Schmid at Abstract (discussing preventing software from executing without prior 

approval), 2:20-23 (discussing addressing emerging dangers and unknown attacks), 

2:26-28 (discussing a kernel intercepting process creation requests), 2:50-54 

(discussing providing administrators with defense against hostile or unknown code), 

with ‘137 Patent at 3:5-14 (“there is a need in the art for a security system which will 

provide early detection of security threats”), 3:25-35(“[i]mplementing a two-phased 

approach at the kernel level of the computing device’s operating system, the present 

invention provides fast and efficient security that minimizes interruptions for the 

user”), 4:55-60 (“[t]he two-step process provides an efficient and effective means 

for protecting a computing device or network while minimizing disruptions for the 

user”), 10:49-54 (“the present invention enables and supports security from 

malicious software programs for a computing device.”) For the reasons above, a 

person having ordinary skill in the art would have recognized Schmid is directed at 

solving similar problems as the claimed invention of the ’137 Patent. 

F. Ground 1: The Combination of Dan and Lambert Renders Claims 
6, 8, 9, 12, and 25 Obvious 

1. Claim 6 

(a) 6[Pre]. – A computer implemented method for 
implementing security for a computing device comprising 
the steps of: 
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97. Dan discloses a client system that includes a sandbox environment 

having three primary components, including the verifier, RCL manager, and RCL 

enforcer: 

 

Dan at Figure 1; see also, id. at 5 (“[T]he RCL may be the default RCL associated 

with the sandbox environment in the client system.”); Section III.E.1. 

98. Dan’s client system is clearly a computing device.1 For example, Dan 

teaches that the client system includes an “operating system kernel,” logical 

resources, such as “files [and] network ports,” and physical resources, such as “disk, 

physical memory, [and] CPU.” Dan at 5, 7; see also, id. at 1 (describing a client 

 
1 I have underlined and italicized claim language for clarity. 
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machine as having “system resources (i.e., logical resources such as files, network 

ports)” and “physical resources such as disk, physical memory, CPU, network 

bandwidth.”). As I discussed above, the operating system is the master set of 

programs that manage a computer, and the kernel is the set of programs in the 

operating system that implement the most primitive of that system’s functions. See, 

Section III.C.1. In fact, an operating system kernel makes no sense without a 

computing device, including a processor executing the operating system kernel, 

which would be stored in an associated storage. 

99. Likewise, the disk, memory, and CPU are all well-known components 

of computers. See, e.g., Dictionary at 79 (defining “central processing unit (CPU)” 

as “[t]he major component of a computer system with the circuitry to control the 

interpretation and execution of instructions.”), 179 (defining “disk” as “[a] magnetic 

device for storing information and programs accessible by a computer.”), 364 

(defining “memory” as “[s]torage facilities of the computer, capable of storing vast 

amounts of data.”). As such, a person having ordinary skill in the art would have 

understood that Dan’s client system is a computing device. 

100. The sandbox components on Dan’s client system perform a computer 

implemented method for implementing security for a computing device. As I 

discussed above in my summary of Dan, the client system “invokes the verifier to 

verify that the code and RCL are valid (not tampered with)” when the client receives 
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the code and its RCL. See, Section III.E.1; Dan at 5. “Once the code is verified, the 

RCL manager is responsible for determining which subset of parameters within the 

RCL are to be allowed.” Dan at 5-6. “The RCL enforcer is invoked when the code is 

executed,” and it “monitors accesses by the code to ensure that the permissions and 

resources consumptions limits are not violated.” Id. at 6. Indeed, a person having 

ordinary skill in the art would understand that monitoring permissions and resource 

consumption limits are examples of security tasks performed to detect malicious 

software (or malware). 

(b) 6(a) – interrupting the loading of a new program for 
operation with the computing device; 

101. Dan teaches a method for “Installation of Untrusted Applications” 

where “[t]he application and RCL are downloaded to the host (via network, diskette, 

CD-ROM, satellite, etc.).” Dan at 20. Dan’s application is new because it is newly 

downloaded to the host computer. Downloaded applications may also be new in the 

sense that they have not been executed by the client computing device before.  

102. A person having ordinary skill in the art would have understood that an 

application is a computer program that performs a specific task. See, e.g., Microsoft 

Computer Dictionary at 27 (defining “application” as “[a] program designed to assist 

in the performance of a specific task, such as word processing, accounting, or 

inventory management.”). Indeed, the terms “program” and “application” are often 

used interchangeably. Thus, a person having ordinary skill in the art would have 
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understood that Dan’s application is a program because an application is a type of 

computer program.  

103. For these reasons, a person having ordinary skill in the art would 

understand that Dan’s application is a new program. 

104. Dan is primarily focused on “unknown programs” that create “an 

atmosphere of untrust” and “exacerbate[] the need to secure information and 

physical resources from any alien code. Dan at Abstract; 20 (describing the 

“Installation of Untrusted Applications”). When the computer receives a new 

program, its resource capability list (RCL) and certificate, a verifier module 

“verif[ies] that the code and RCL are valid (not tampered with).” Id. at 5. Once the 

code is verified, the RCL manager determines “which subset of parameters within 

the RCL are to be allowed” and “stores the code and its modified RCL in a secure 

location.” Id. at 5-6. “The RCL enforcer is invoked when the code is executed,” and 

it “monitor[s] accesses by the code to ensure that the permissions and resource 

consumption limits are not violated.” Id. at 6. The RCL enforcer is “invoked for each 

system call made by an application.” Id. at 12. Dan also teaches allowing 

“downloading (or installing from CDROM) of any code without any certificate as in 

the conventional systems” and that in these cases, “[s]uch untrusted codes when 

executed via sandbox environment will be given minimum default resource 

capabilities.” Id. at 7.  
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105. However, a person having ordinary skill in the art would have 

understood that not all applications, including applications without certificates, are 

untrusted applications that deserve minimum resource capabilities. An application 

from a trusted developer, for example, could be considered trusted. Dan’s system 

relies on a third-party certification agency (or “certificate authority”) to issue 

certificates for the code and RCL. Dan at 6 (“A code production system 

communicates with a Certification Agency (CA), which is a trusted third party. The 

CA issues a certificate for the code and a certificate for the resource list of that 

code.”). However, not all trusted developers communicate with a certification 

agency to authenticate the code. For example, Dan teaches an exemplary 

environment for the sandbox system may be a “network computer environment … 

customized for a specific organization[.]” Id. at 2. In such an enterprise environment, 

the organization may obtain programs directly from a trusted developer and not 

through the third-party certification agency.  

106. It was well known that an enterprise organization may identify a 

collection of approved applications as trusted on behalf of all its employees. For 

example, Lambert teaches that “[c]omputer users, and particularly business users, 

typically rely on a set of programs that are known and trusted.” Lambert at [0003] 

(emphasis added). “However, in most enterprise environments, particularly in larger 

environments in which some flexibility is important with respect to what various 
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employees need to do with computers to perform their jobs, users are able to run 

unknown and/or untrusted code, that is, programs outside of the supported set.” 

Id. To address the presence of trusted and untrusted programs, Lambert teaches 

applying different “security levels for execution” including “normal (unrestricted), 

constrained (restricted) or disallowed (revoked).” Id. at [0013]. Lambert further 

teaches that “known good code…is allowed to execute” in either “unrestricted 

(normal) or restricted” modes while “known bad code…will not be allowed to 

execute at all.” Id. at [0056].  

107. Acknowledging the existence of “good” and “bad” programs needing 

varying levels of security, Lambert proposes “a method and system that determines 

access to resources based on an identification (classification) of software that may 

contain executable content.” Id. at [0052]. “To this end, various types of software 

and specific software files (or other suitable data structures) may be identified and 

classified, with rules set and maintained for the software classifications that 

automatically and transparently determine the ability of software to execute.” Id. 

“[W]hen software is to be loaded (e.g., its file opened and some or all thereof read 

into memory), one or more rules are located that correspond to the classification for 

that software, (or if none corresponds, the default rule), and a selected rules is used 

to determine whether the software can be loaded, and if so, to what extent any 

processes of the software will be restricted.” Id. (emphasis added); see also, id., at 
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[0014] (“In one implementation, prior to loading a file, the various functions (such 

as of an operating system) that enable software to be loaded or otherwise executed 

are arranged to automatically and transparently communicate with an enforcement 

mechanism that determines the rule to apply for each file, based on the 

identification/classification information of the file… Based on located rule, the 

enforcement mechanism either returns the normal access token, a ‘disallowed’ error 

that fails the request, (e.g., the function does not load the software), or computes and 

returns a restricted access token that restricts the software to an extent that 

corresponds to the security level determined by the rule.”) (emphasis added).  

108. This is also depicted in the flowchart of Figure 5A. “When the process 

508 wants to load and possibly execute the software file 510, it identifies itself and 

provides information 514 identifying the software file to an appropriate function 516 

(of a set) that can open, load and/or execute the file 510.” Id. at [0066] (emphasis 

added). “[I]nstead of simply loading the file and executing any executable code 

therein with the parent token’s rights and privileges, each of the functions 516 is 

arranged to first provide the software file information 514 to an enforcement 

mechanism (circled numeral two (2) in FIG. 5A).” Id. at [0067] (emphasis added). 

After the loading of the software file is interrupted by function 516 sending the 

software file information to the enforcement mechanism 518 in step 2, “the 

enforcement mechanism consults the effective policy 502 to determine which rule 
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applies for the file 510, and from the rule determines whether to open/execute the 

file, and if so, the extent of any restricted execution context for the file 510.” Id. In 

other words, the loading function 516 is invoked by the requesting process 508, and 

the loading process is interrupted by the loading function 516 sending the software 

file information to the enforcement mechanism 518 in step 2 of Figure 5A. Thus, 

Lambert teaches interrupting the loading of the software file so that it can be 

identified/classified, and an appropriate security policy may be applied: 

 

Id. at Fig. 5A (annotated). 
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109. In my opinion, a person having ordinary skill in the art would have 

understood the combination of Dan and Lambert renders obvious the step of 

interrupting the loading of a new program for operation with the computing device. 

As I discussed above, Dan teaches an RCL enforcer module that “monitors all 

system calls.” Dan at 12; see also Section III.E.1. Specifically, Dan teaches that “the 

operating system’s call interface is modified to call the CheckAccessRequest() 

upon entry to verify the parameters of the system call.” Id. at 14 (emphasis added). 

Dan expressly teaches intercepting an “open() system call” by modifying the 

operating system’s call interface to call the CheckAccessRequest() routine: 

 
Id. at Fig. 10 (excerpt).  
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110. This is very similar to Lambert’s teaching of the operating system 

function 516 passing information about the software file to the enforcement 

mechanism 518 rather than loading the software file. Lambert at [0066] (“When the 

process 508 wants to load and possibly execute the software file 510, it identifies 

itself and provides information 514 identifying the software file to an appropriate 

function 516 (of a set) that can open, load and/or execute the file 510. For example, 

this can be accomplished by placing an application programming interface (API) call 

to the operating system, wherein the file information 514, typically in the form a 

path and filename is passed, as a parameter.”), [0067] (“[I]nstead of simply loading 

the file and executing any executable code therein with the parent token's rights and 

privileges, each of the functions 516 is arranged to first provide the software file 

information 514 to an enforcement mechanism (circled numeral two (2) in FIG. 

5A).”), Fig. 5A. 

111. Based on the teachings of Lambert, it would have been obvious to 

modify Dan’s RCL enforcer to interrupt the loading of a new program for operation 

with the computing device. As noted above, Lambert teaches classifying a program 

as “bad” code that is not allowed to execute, “good” code that is allowed to execute 

without restriction, or “good” yet still untrusted code that is allowed to execute with 

restrictions. Lambert at [0042] (“A process 300 may be associated with the restricted 

token 210…such as when the process is untrusted[.]”) (emphasis added), [0056] 
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(“In the case of known bad code, the administrator may set the rule to specify that 

any file with that hash will not be allowed to execute at all… Alternatively, in the 

case of known good code that is allowed to execute, a hash rule can specify how it 

will be executed, e.g., unrestricted (normal) or restricted (and to what extent).”) 

(emphasis added).  

112. A person having ordinary skill in the art would have understood that 

configuring Dan’s RCL enforcer to interrupt the loading of a new application so that 

it can be identified and classified prior to execution would have had multiple 

benefits.  

113. First, this modification would have enabled Dan’s RCL enforcer to 

block known malware from executing. As I discussed above, Dan allows 

“downloading (or installing from CDROM) of any code without any certificate as in 

the conventional systems.” A user may accidentally (or intentionally) download 

known malware to the computer that does not have a certificate or RCL. Configuring 

Dan’s RCL enforcer to interrupt the loading of the new program would have enabled 

the RCL enforcer to identify the program as “bad” code prior to it executing and 

potentially harming the computing device.  

114. A person having ordinary skill in the art would have recognized making 

a security determination prior to loading the application would reduce the amount of 

potential damage that could be done by a malicious program compared to if the 
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malicious program was allowed to execute – even if the malicious program only had 

access to minimum resource capabilities. It was well understood (and common 

sense) that running malicious code was harmful to computer systems. See e.g., 

Lambert at [0004]. (“[S]ome of the untrusted code may be malicious code (e.g., a 

computer virus possibly in the form of a Trojan horse) that intentionally 

misrepresents itself to trick users into running it, typically inflicting damage, 

corrupting data or otherwise causing mischief to the computers on which the 

malicious code runs.”). Thus, configuring Dan’s RCL enforcer to interrupt the 

loading of a new application so that it may be identified as known as “bad” code, as 

taught by Lambert, would have allowed Dan’s sandbox to block the execution of 

known malware. 

115. Second, this modification would provide solutions for validating 

conventional programs that lack Dan’s certifications/RCLs. As I discussed above, a 

person having ordinary skill would have understood that a program may be obtained 

directly from a trusted developer instead of a third-party certification agency. 

Incorporating Lambert’s identification/classification process would have allowed 

Dan’s sandbox to select an appropriate security policy rather than unnecessarily 

restricting these trusted programs to one-size-fits-all “minimum default resource 

capabilities” because they do not have certificates/RCLs. Dan at 7 (“Finally, CV 

allows downloading (or installing from CDROM) of any code without any certificate 
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as in the conventional systems. Such untrusted codes when executed via the sandbox 

environment will be given minimum default resource capabilities.”). 

116. Third, configuring Dan’s RCL enforcer to interrupt the loading of a new 

application so that may be identified as either a trusted application that is allowed to 

run without restrictions or an untrusted application that is allowed to run with 

restrictions would have also been beneficial. As demonstrated by Lambert, it was 

well-known that computer users execute both trusted and untrusted programs. For 

example, a program obtained directly from a trusted developer may be an example 

of a known “good” application that is trusted to execute without restriction. On the 

other hand, a web browser is an example of a known “good” program that is 

nevertheless untrusted because it is vulnerable to malicious exploits. See e.g., De 

Paoli at 2 (“[T]he host computer is open to a variety of attacks, ranging from attacks 

that simply monitor the environment to export information, to attacks that change 

the configuration or behavior of the host (changing files, consuming resources), and 

finally to attacks that open a back door to let intruders get into the host. Attacks 

succeed either because the implementation of the browser is weak (from flaws in the 

specification and/or from poor implementation) or because the environment in which 

the browser is executed has flaws.”).  

117. Configuring Dan’s RCL enforcer to interrupt the loading of the new 

application to allow it to determine whether the new application is a trusted 
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application that does not need to be monitored by the RCL enforcer or an untrusted 

application that does need to be monitored by the RCL enforcer would have allowed 

Dan’s sandbox to utilize the computing device’s resources more efficiently. Indeed, 

Dan’s RCL enforcer is “invoked for each system call made by an application.” Dan 

at 12. It was understood that system call interception was costly and impacted the 

performance of kernel monitoring systems. See e.g., Bernaschi at 175 (“This reduces 

the cost of system call interception since the invocation of most system calls is not 

checked, and thus improves the performance of the present prototype.”). Not 

invoking the RCL enforcer for the system calls of a trusted application would have 

predictably increased the sandbox’s performance and would have reduced the 

computational costs associated with running the sandbox on the client system. In 

2002, processors were less powerful than they are today. See, e.g., Microprocessor 

Trend Data (depicting transistors, performance frequency, power, and logical core 

at 1970-2020). This means that in 2002, a person having ordinary skill in the art 

would have been motivated to make Dan’s sandbox as efficient as possible to ensure 

that it does not unnecessarily consume resources by monitoring programs that need 

not be monitored.  

118. For these reasons, a person having ordinary skill in the art would have 

been motivated to improve similar computer security methods in the same way by 

configuring Dan’s RCL enforcer to interrupt the loading of a new application on the 
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computing device so that it can be identified/classified prior to execution, as taught 

by Lambert. As discussed above, this would have predictably provided additional 

safeguards and performance improvements to Dan’s client sandbox. 

119. Configuring Dan’s RCL enforcer to interrupt the loading of the new 

application so that it can be classified prior to execution would not have changed the 

principle of operation of Dan’s client sandbox. Indeed, Dan’s sandbox would still 

monitor untrusted applications, as described by Dan. The only change would be that 

known malicious applications would be blocked from execution, and trusted 

applications would not be monitored. Given this and the predictability of computing 

programming techniques at the time of the ’137 Patent and Dan’s teachings 

regarding modifying the operating system’s call interface, there would have been a 

reasonable expectation of success configuring Dan’s RCL enforcer to interrupt the 

loading of a new program for operation with the computing device. 

(c) 6(b) – validating the new program; 

120. Regarding the validating step, the ’137 Patent discloses “the validation 

module can represent the MD5 software module commonly known to those in the 

art,” which “calculates a checksum for each allowed program and that checksum is 

stored for later comparison.”’137 Patent at 8:13-17.  

121. As I described above, it would have been obvious to a person having 

ordinary skill in the art to configure Dan’s RCL enforcer to interrupt the loading of 
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the new application (i.e., the new program) so that that application may be identified 

and classified, and an appropriate security policy may be selected as taught by 

Lambert. See Claim 6(a). Lambert’s identification/classification process is very 

similar to the ’137 Patent’s validating step. Specifically, Lambert teaches that “[t]o 

identify and classify software, (e.g., maintained in a file), various selectable 

classification criteria are made available to an administrator, including a unique 

hash value of the file’s content (e.g., via an MD5 image hash)…” Lambert at 

[0053] (emphasis added). Per Lambert, “one way that a software file can be 

identified (and thus matched to a corresponding rule) is by a hash of its contents, 

which is essentially a fingerprint that uniquely identifies a file regardless of whether 

the file is moved or renamed.” Id. at [0055] (emphasis added). “[B]efore opening a 

file for execution, a hash value is determined from that file’s contents, and the 

set of hash value information (e.g., in the policy object) searched to determine if a 

rule exists for that hash value. If so, that rule provides the security level for the 

software.” Id. (emphasis added). Thus, like the ’137 Patent, Lambert also teaches 

comparing the hash of the software file to the hashes of known programs. 

122. Per Lambert, “an administrator can set a rule for any file based on its 

unique hash value, with the rule specifying whether (and if so, how) a software file 

having that hash value will execute.” Id. at [0056]. “In the case of known bad code, 

the administrator may set the rule to specify that any file with that hash will not be 
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allowed to execute at all (i.e., ‘disallowed’ or ‘revoked’ status).” Id. “Since the rule 

along with the hash value is maintained or distributed to the machine, (e.g., via a 

policy object), whenever a request to open that file is received, a hash of the file 

matches the saved hash and rule, and that file will not be run.” Id. “Alternatively, in 

the case of known good code that is allowed to execute, a hash rule can specify how 

it will be executed, e.g., unrestricted (normal) or restricted (and to what extent).” Id. 

Thus, Lambert compares the software file’s hash to the hashes of known programs 

to validate whether it should be allowed to execute in an unrestricted manner, 

restricted manner, or not at all.  

123. Lambert’s validating step is also depicted in Figure 5A. Once the 

enforcement mechanism receives the software file’s information from the software 

loading function 516, it “may call (or include in its own code) a hash function 520 

or the like to obtain a hash value from the contents of the software file 510, as 

generally represented in FIG. 5A by the arrows labeled with circled numerals three 

(3) to six (6).” Id. at [0068]. “As described above, a suitable hash function 520 

provides a unique fingerprint of the software file 510, while the effective policy 502 

may have a specific rule for that hash.” Id. Arrows seven (7) and eight (8) 

“represent[] accessing the policy to get the rule or rules” by looking for a rule 

corresponding to “the hash value.” Id. Therefore, steps 3-8 of Figure 5A collectively 

qualify as validating the software within the meaning of the ’137 Patent: 
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Id. at Fig. 5A (annotated). 

124. For all the reasons discussed above, it would have been obvious to 

person having ordinary skill in the art to configure Dan’s sandbox to identify and 

classify applications as bad (i.e., no execution), good (unrestricted execution), or 

untrusted (restricted execution) as taught by Lambert. See Claim 6(a). Since 

Lambert’s identification/classification step qualifies as validating, Dan’s sandbox 

modified in view of Lambert also renders obvious validating the new program for 

the same reasons. Id.  

125. Moreover, it would have been obvious to a person having ordinary skill 

in the art to configure Dan’s RCL enforcer to validate the new application by 

comparing its hash value to a list of hashes for known applications so that the 
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sandbox can distinguish between trusted and untrusted applications, as taught by 

Lambert. A person having ordinary skill in the art would have understood that using 

a hash of the new application and comparing it to a list of hashes for known 

applications would have been a reliable way to validate the application. As noted by 

Lambert, the hash serves as “a fingerprint that uniquely identifies a file regardless 

of whether the file is moved or renamed.” Lambert at [0055]. For these reasons, a 

person having ordinary skill in the art would have been motivated to combine the 

prior art elements of Dan’s RCL enforcer and Lambert’s method of using hashes to 

uniquely identify and classify a software file according to known methods to yield 

the predictable result of allowing Dan’s sandbox to validate the new application by 

identifying it as bad (i.e., no execution), good (unrestricted execution), or untrusted 

(restricted execution). 

126. The ’137 Patent acknowledges that the MD5 software modules were 

“commonly known to those in the art.” ’137 Patent at 8:14-15. A person having 

ordinary skill in the art would have understood that an MD5 hash was a well-known 

type of cryptographic hash. See, e.g., Preneel at 20-21 (listing MD5 as a type of 

dedicated cryptographic hash function). Therefore, there would have been a 

reasonable expectation of success configuring Dan’s sandbox to validate the new 

application using “commonly known” MD5 hashes.  
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(d) 6(c) – if the new program is validated, permitting the new 
program to continue loading and to execute in connection 
with the computing device; 

127. I have been asked to interpret this limitation as “if the new program is 

validated, then it is not monitored while it loads and executes in connection with the 

computing device.” See Section III.D. 

128. As I described above, Lambert teaches comparing the hash of a 

software file to the hashes of known software files. See Claim 6(b). Lambert also 

teaches a case where the software file is determined to be “good code” that is allowed 

“unrestricted” execution based on this comparison. Lambert at [0056] (“[I]n the case 

of known good code that is allowed to execute, a hash rule can specify how it will 

be executed, e.g., unrestricted (normal)…”); see also, id. at [0008] (“Depending on 

what the rule specifies for the classification that is determined for any given software 

module (e.g., software file), the software may execute in a normal (unrestricted) 

execution environment (context)…”).  

129. Unrestricted execution is different from restricted execution in that 

restricted execution “reduces software’s access to resources, and/or removes 

privileges, relative to a user’s normal access token.” Id. at Abstract. When it is 

determined that software should be restricted, “the enforcement mechanism 518 can 

compute and associate a restricted token with the software file 510, whereby if 

creation of a process is requested for the software file, (it includes executable 

IPR2024-00027 
CrowdStrike Exhibit 1003 Page 82



IPR2024-00027 
U.S. Patent 7,673,137 

 83 

content), any process of the software file is restricted in its access rights and 

privileges according to the restricted token.” Id. at [0070]. When the user requests 

to load a software file, “the enforcement mechanism 518 completes the call and 

returns information back to the software function 516 that called it, the returned 

information essentially including an instruction on whether to open the file, and if 

so, the token to associate with the file.” Id. at [0071]. “If a token is returned, it may 

be the parent token (unchanged) if no restricted execution environment is required 

by the rule, or a restricted token that establishes a restricted execution 

environment/context for the processes of the software file 510.” Id. “If the computed 

token 526 is a restricted token, the process of the software file can now execute, but 

only in association with the restricted token, thus providing the rule-determined 

secure execution environment.” Id.  

130. As I discussed above, Lambert’s Figure 3 and the related disclosure 

describe how a restricted program is monitored based on its restricted token. See 

Section III.E.2. Specifically, every time a restricted program attempts to access an 

object (e.g., a file object), the access must be approved or denied based on the 

restrictions in the program’s restricted token. Id. 

131. In contrast, Lambert teaches that unrestricted code is not monitored or 

restricted. Lambert at [0008] (“[T]he software may execute in a normal 

(unrestricted) execution environment (context)…”), [0098] (“If not disallowed, step 
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904 tests whether the security level is unrestricted. If so, the enforcement mechanism 

effectively returns the parent access token (e.g., the token itself, a pointer to it, or 

permission to use the parent access token), possibly along with a return code having 

a value indicative of success.” In other words, Lambert teaches that monitoring is 

only required when a program has a restricted token. Thus, Lambert teaches 

determining that the software is validated for unrestricted execution, which results 

in it not being monitored while it loads and executes on the computing device.  

132. For the reasons discussed above, it would have been obvious to a person 

having ordinary skill in the art to configure Dan’s RCL enforcer to validate the new 

program by comparing its hash to the hashes of other known programs. See Claim 

6(b). For the same reasons, it would have been obvious to configure Dan’s RCL 

enforcer to determine that the program is validated if its hash matches the hash of a 

known trusted application. Id. As I discussed above, it would have been obvious to 

configure Dan’s sandbox to determine whether the new application is a trusted 

application that does not need to be monitored by the RCL enforcer to allow Dan’s 

sandbox to utilize the computing device’s resources more efficiently. See Claim 6(a). 

As I noted above, a person having ordinary skill in the art would have been motivated 

to make Dan’s sandbox as efficient as possible to ensure that it does not 

unnecessarily consume resources by monitoring programs that need not be 

monitored. Id. This was especially critical in 2002 because processor speeds much 
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slower than today. Id. In my opinion, a person having ordinary skill in the art would 

have understood that a trusted application would not pose a serious security risk to 

the client system. Therefore, monitoring a trusted application would be a waste of 

the computing device’s resources. Therefore, a person having ordinary skill in the 

art would have been motivated to improve similar computer-implemented security 

methods in the same way by configuring Dan’s RCL enforcer to not monitor a 

trusted application during loading and execution. 

133. Configuring Dan’s RCL enforcer to not monitor trusted programs 

would have represented a minor change to the sandbox software. Modifying Dan’s 

RCL enforcer to not monitor trusted applications would also not have changed the 

principle of operation because Dan would still monitor untrusted applications per 

Dan’s stated purpose. Dan at Abstract (“Sharing of unknown programs creates an 

atmosphere of untrust and hence exacerbates the need to secure information and 

physical resources from alien code. A sandbox approach to execution of such foreign 

code is proposed in this paper.”). Dan also proposes an embodiment where only 

programs with trusted certificates execute and they are not monitored, which would 

have further encouraged or suggested to a skilled artisan to not monitor when a 

certificateless program was identified for unrestricted execution using Lambert’s 

features. Id. at 2 (“allowing execution…without further monitoring”). Given these 

factors and the predicably of computer programming at the time of the ’137 Patent, 
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a person having ordinary skill in the art would have had a reasonable expectation of 

success configuring Dan’s RCL enforcer to not monitor a trusted application while 

it is loading and executing on the client system.  

(e) 6(d)(i) – if the new program is not validated, monitoring 
the new program while it loads and executes in connection 
with the computing device, 

134. Lambert also teaches comparing the hash of a software file to the hashes 

of known software files and determining that the software must be executed “in a 

restricted execution environment.” Lambert at [0008]; see also, id., at [0014] 

(“Based on located rule, the enforcement mechanism … computes and returns a 

restricted access token that restricts the software to an extent that corresponds to the 

security level determined by the rule. If allowed but restricted, the returned restricted 

token is associated with the code’s processes, constraining the code accordingly.”), 

[0054] (“By enabling the identification of software via these or other classification 

criteria, and then locating and enforcing an appropriate security rule established for 

the software based on its classification, the present invention automatically controls 

whether content is executable, and if so, the extent (if any) to which it is restricted.”). 

As discussed above, Lambert teaches that applications executing in a restricted 

execution environment are monitored. See Claim 6(c).  

135. Dan’s RCL enforcer monitors the new program while it loads and 

executes on the computing device. Specifically, the RCL enforcer “ensures that the 
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permissions and resource consumption limits specified in the RCL are not violated.” 

Dan at 9. “The module for enforcing system resource capabilities monitors two types 

of resources: physical and logical.” Id. Regarding the monitoring of physical 

resources, the “RCL enforcer protects physical resources such as memory and CPU 

usage, disk storage, and disk bandwidth utilization.” Id. “Access control information 

about physical and logical resources of the processing executing an alien application 

code is maintained in data structures called the Runtime Physical Resources Table 

(RPRT) and the Runtime Logical Resources Table (RLRT).” Id. “When an 

application is initially loaded for execution, the RPRT and RLRT data structures 

are initiated from the information specified in the RCL configuration file associated 

with this application.” Id. (emphasis added). “During process execution, the RCL 

enforcer references and updates the information stored in the RPRT data structure 

using the algorithm outlined in Figure 5 to allow or deny the request for accessing 

physical resources.” Id. (emphasis added).  

136. “Similar to the RPRT, access control information for the logical 

resources is maintained in a data structure called the Runtime Logical Resources 

Table (RLRT).” Id. at 12. “The logical resources constitute file, directories, 

communication ports and various other system service calls.” Id. “The RLRT data 

structure is also initialized when an application is loaded into memory.” Id. 

(emphasis added). “The RLRT contains a row for each system service access 
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capabilities.” Id. “Each row has a flag that indicates whether this service call is 

allowed always, never or needs to be verified[.]” Id. “The RCL enforcer monitors 

all systems calls, i.e., access requests to logical resources in the system.” Id. “This 

monitoring requires that the RCL enforcer be invoked for each system call made by 

an application.” Id. “The RCL enforcer then validates the parameters of the system 

call against those specified in the RLRT data structures and either allows or 

disallows the call from continuing.” Id. Thus, Dan teaches monitoring the new 

program while it loads and executes in connection with the computing device. 

137. When modifying Dan in view of Lambert, it would have been obvious 

to a person having ordinary skill in the art to configure Dan’s sandbox to perform 

monitoring of the new program while it loads and executes on the host computer 

when the program fails validation for unrestricted execution, including for programs 

that lack Dan’s certificate. A person having ordinary skill in the art would have 

understood this modification simply amounts to making the monitoring conditional 

on the validation outcome and to not perform monitoring on new programs that are 

determined to be trusted, as discussed with regard to Claim 6(c), while monitoring 

non-validated programs with an appropriately configured RCL similar to how 

Lambert customizes monitoring by restricted tokens. Lambert at [0037]. As 

explained above, Dan teaches monitoring untrusted new programs while they load 

and execute on the client device. It would have been obvious to configure the 
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sandbox to perform monitoring on new applications as described by Dan, based on 

the outcome of the validation. Thus, a person having ordinary skill in the art would 

have been motivated to combine prior art elements according to known methods to 

yield the predictable result Dan’s sandbox monitoring the untrusted application 

when it fails the validity check. Since the purpose of Dan’s sandbox is to monitor 

untrusted applications, and this is a highly predictable art, there would have been a 

reasonable expectation of success configuring Dan’s sandbox to monitor the new 

application when it fails the validity check. 

(f) 6(d)(ii) – wherein the step of monitoring the new program 
while it executes is performed at the operating system 
kernel of the computing device. 

138. Dan teaches that “[t]he RCL enforcer monitors all systems calls, i.e., 

access requests to logical resources in the system.” Dan at 12. As discussed above, 

Dan teaches three different approaches to monitoring system calls, including binary 

code modification, service library modification, and system call modification. Id at 

14; see also, Section III.E.1. In Dan’s preferred system call modification approach, 

“the operating system’s call interface is modified to call the 

CheckAccessRequest() upon entry to verify the parameters of the system call.” 

Dan at 14 (emphasis added). “Thus, regardless of how the applications are 

structured, the system call entry point in the operation systems will ensure 

consistent security checks for all applications that are executed on the machine.” Id. 
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(emphasis added). As shown in Figure 10, the system call modification technique 

performs monitoring at the operating system kernel of the client system: 

 
Id. at Fig. 10 (excerpt). 

139. A person having ordinary skill in the art would have understood the 

portion of Figure 10 reproduced above shows that when the operating system kernel 

system call function is invoked, the enforcer module’s CheckAccessRequest() 

routine determines whether the call is allowed. Id. at 13 (depicting pseudocode for 

the CheckAccessRequest() routine). Indeed, a person having ordinary skill in 

the art would have understood, that the new program is identified by the system call 

number using the call table, and is monitored by means of analyzing the passed 

parameters and the identity of the new program, after which a conditional action is 
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taken based on the determination (i.e., the system call is either allowed or 

disallowed). Id. Thus, Dan teaches that the step of monitoring the new program while 

it executes is performed at the operating system kernel of the computing device.  

140. A person having ordinary skill in the art would have found it obvious 

to implement Dan’s sandbox using the expressly suggested system call modification 

method. Dan expressly recognizes that using the system call modification method is 

preferred because it would have ensured consistent security checks for all untrusted 

applications that are executed on the client system. Dan at 14 (“Thus, regardless of 

how the applications are structured, the system call entry point in the operation 

systems will ensure consistent security checks for all applications that are executed 

on the machine.”); 15 (“We selected this approach to manage logical resources in 

the system primarily because of the consistency it offers for enforcing security.”). 

Given Dan’s express teaching, suggestion, and motivation, a person having ordinary 

skill in the art would have been motivated to implement Dan’s sandbox using the 

system call modification method.  

141. As discussed above, Dan teaches the system call modification method 

is the most consistent way to enforce security. Thus, a skilled artisan would have 

understood that there would have been a reasonable expectation of success 

configuring Dan’s sandbox to use the system call modification method since it was 

the most consistent way to enforce security. 
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2. Claim 8 - The method of claim 6, wherein the step of monitoring 
the new program comprises intercepting a signal from the 
computing device’s operating system. 

142. As I described above, Dan teaches monitoring the new application by 

intercepting a signal from the computing device’s operating system by modifying 

the operating system’s call interface to call the RCL enforcer module’s 

CheckAccessRequest() routine. See Claim 6(d)(ii). 

3. Claim 9 - The method of claim 6, wherein the step of validating 
the new program comprises determining whether the new 
program corresponds with an approved program. 

143. As I discussed above, it would have been obvious to a person having 

ordinary skill in the art to configure Dan to incorporate Lambert’s validating step to 

identify and classify the new program. See Claim 6(b). As part of this step, Lambert 

teaches comparing the hash of a software file to the hashes of other known software 

files to determine if the software file being loaded corresponds to an approved 

program that is allowed to execute in unrestricted mode. Id. Thus, a person having 

ordinary skill in the art would have understood the combination of Dan and Lambert 

also teaches wherein the step of validating the new program comprises determining 

whether the new program corresponds with an approved program for the same 

reasons as discussed with regard to Claim 6(b). Id. 

4. Claim 12 - The method of claim 6, wherein the step of monitoring 
the new program comprises controlling the files the new 
program attempts to access during execution of the new 
program. 
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144. Dan teaches that “[t]he RCL enforcer monitors all systems calls, i.e., 

access requests to logical resources in the system.” Dan at 12. Dan describes, 

“logical resources constitute file, directories, communication ports and various other 

system service calls.” Id. (emphasis added); see also, id. at 17 (“Following this 

syntax specification, a list of comma-separated entries are described which specify 

the application privileges for an open call to files in various directories. The 

example shows that the open call should be allowed in any mode for all files in the 

/tmp directory and not be allowed for any files in the /tmp/admin subdirectory.”) 

(emphasis added). After the RCL enforcer is invoked by a system call attempting to 

open a file, “The RCL enforcer then validates the parameters of the system call 

against those specified in the RLRT data structures and either allows or disallows 

the call from continuing.” Id. at 12. 

145. For this reason, a person having ordinary skill in the art would have 

understood that Dan teaches the step of monitoring the new program comprises 

controlling the files the new program attempts to access during execution of the new 

program. 

5. Claim 25 

(a) 25[Pre]. – A computer-implemented method for 
performing security for a computer device during a pre-
execution phrase comprising the steps of:2 

 
2 I have been informed that the preamble of claim 25 includes a typographical error and that the term 

“phrase” should be interpreted to mean “phase.” 
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146. As I discussed above in Claim 6, Dan teaches a computer-implemented 

method for performing security for a computer device. See Claim 6[Pre]. 

Additionally, the combination of Dan and Lambert teaches a computer-implemented 

method for performing security for a computer device during a pre-execution phase 

as described below. 

(b) 25(a) – identifying an allowed program that is permitted 
to execute with the computing device; 

147. As I discussed above, Dan primarily focuses on unknown/untrusted 

programs and automatically assumes that any program without a certificate/RCL 

should be given with minimum resource capabilities. See Claim 6(a). However, a 

person having ordinary skill in the art would have understood that not all 

applications without certificates are unknown and/or untrusted. Id. 

148. Lambert teaches a step where the system administrator identifies a 

software file as being allowed to execute on a computing device in either a restricted 

or unrestricted mode. “Via a user interface or the like operably connected to a 

suitable hash mechanism, an administrator can select any software file, obtain a hash 

value from its contents, and enter and associate a rule (that specifies a security level) 

with that hash value.” Id at [0055]. “Multiple files can have their corresponding hash 

values and rules maintained in a policy object, or otherwise made available to the 

system, whereby for any given instance of any file, the set of maintained hash values 

can be queried to determine whether a rule exists for it.” Id. “In this manner, an 
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administrator can set a rule for any file based on its unique hash value, with the rule 

specifying whether (and if so, how) a software file having that hash value will 

execute.” Id at [0056]. “In the case of known bad code, the administrator may set the 

rule to specify that any file with that hash will not be allowed to execute at all (i.e., 

‘disallowed’ or ‘revoked’ status).” Id. “[I]n in the case of known good code that is 

allowed to execute, a hash rule can specify how it will be executed, e.g., unrestricted 

(normal) or restricted (and to what extent).” Id. (emphasis added). Thus, Lambert’s 

teaching of an administrator identifying a “good” program that is allowed to execute 

in either restricted or unrestricted mode qualifies as identifying an allowed program 

that is permitted to execute with the computing device.  

149. Based on the teachings of Lambert, it would have been obvious to 

configure Dan’s system to include a user interface that allows the system 

administrator to identify an allowed program that is permitted to execute with the 

computing device. Specifically, it would have been obvious to a PHOSITA to 

configure Dan’s system to allow the system administrator to identify “good” 

programs that are allowed to execute in an unrestricted or less restricted manner even 

if they do not have certificates/RCLs. Indeed, configuring Dan’s system to include 

a user interface where an administrator can identify allowed applications would have 

enabled the administrator to define security policies for applications that do not have 

certificates/RCLs. It was a well-known practice for system administrators to 
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maintain lists or databases of hashes associated with known applications. See, e.g., 

Schmid 4:36-38 (“To make an administrator’s job easier, an AS may maintain a 

database of known application hashes.”). A skilled artisan would have understood 

that allowing a system administrator of Dan’s system to identify allowed programs 

in advance would have predictably made it easier to ascertain whether a given 

application should be allowed to be executed and, if so, what (if any) restrictions 

should apply in the absence of a certificate/RCL. Therefore, person having ordinary 

skill in the art would have been motivated to combine the prior art elements of Dan’s 

security method with Lambert’s step of allowing a system administrator to identify 

an allowed program that is permitted to execute with the computing device to yield 

the predictable result of a security system that applies appropriate security policies 

to applications that do not have certificates/RCLs. 

150. Dan teaches providing utilities for the system administrator, including 

an InstallCop utility that the system administrator uses to edit configuration files 

and manage the system-wide installation of software applications. Dan at 20 (“In 

case of system wide installation (by the super user)…”), (“[T]he InstallCop can 

allow the system administrator to edit the system default configuration file before 

the application is made available to users.”). A person having ordinary skill in the 

art would have understood that adding another utility for the system administrator to 

identify programs that are allowed to execute on the computing device would have 
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only required minor software changes. Lambert likewise describes administrators 

configuring hash-based rules by a user interface, further teaching, suggesting, and 

motivating a person having ordinary skill in the art. Lambert at Abstract (describing 

rules “distributable over a network”), [0010]-[0011], [0052]-[0056], [0078]. 

Moreover, allowing an administrator to identify applications that are allowed to 

execute in either unrestricted or restricted mode would not have changed the 

principle of operation of Dan’s sandbox since Dan’s sandbox would still execute 

untrusted code having associated restrictions. Given these factors, there would have 

been a reasonable expectation of success configuring Dan’s sandbox to include a 

user interface that allows a system administrator to identify an allowed program that 

is permitted to execute with the computing device. 

(c) 25(b) – receiving a signal that a new program is being 
loaded for execution with the computing device; 

151. For the reasons discussed above, Dan teaches a new program. See 

Claim 6(a). 

152. Lambert teaches receiving a signal that a software file is being loaded 

for execution with the computing device. For example, “in FIG. 5A, a process 508 

such as a process of a user or application requesting to open a software file 510 has 

an access token 5121 associated with it[.]” Lambert at [0066]. “When the process 

508 wants to load and possibly execute the software file 510, it identifies itself 

and provides information 514 identifying the software file to an appropriate function 
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516 (of a set) that can open, load and/or execute the file 510.” Id. (emphasis added). 

“For example, this can be accomplished by placing an application programming 

interface (API) call to the operating system, wherein the file information 514, 

typically in the form a path and filename is passed, as a parameter.” Id. “Note that 

in a typical implementation, the software opening function 516 comprises an 

operating system component, and thus has access to a copy 5122 of the parent access 

token.” Id. “Further note that such function calls are already the typical way in 

which files are loaded, and thus the process 508 (which may be of an existing 

application program or other type of component) need not be modified in any way.” 

Id. (emphasis added). “[I]nstead of simply loading the file and executing any 

executable code therein with the parent token’s rights and privileges, each of the 

functions 516 is arranged to first provide the software file information 514 to an 

enforcement mechanism (circled numeral two (2) in FIG. 5A).” Id at [0067]. 

(emphasis added). Thus, Lambert teaches that the enforcement mechanism 518 

receives a signal that a software file is being loaded for execution with the computer 

device from the software opening function 516 as shown in Figure 5A below: 

IPR2024-00027 
CrowdStrike Exhibit 1003 Page 98



IPR2024-00027 
U.S. Patent 7,673,137 

 99 

 
Lambert at Fig. 5A (annotated).  

153. In my opinion, a person having ordinary skill in the art would have 

understood the combination of Dan and Lambert renders obvious the step of 

receiving a signal that a new program is being loaded for execution with the 

computing device. As I discussed above, Dan teaches an RCL enforcer module that 

“monitors all system calls.” Dan at 12; see also Section III.E.1. Specifically, Dan 

teaches that “the operating system’s call interface is modified to call the 

CheckAccessRequest() upon entry to verify the parameters of the system call.” 

Id. at 14 (emphasis added). Indeed, Dan expressly teaches intercepting an “open() 

IPR2024-00027 
CrowdStrike Exhibit 1003 Page 99



IPR2024-00027 
U.S. Patent 7,673,137 

 100 

system call” by modifying the operating system’s call interface to call the 

CheckAccessRequest() routine: 

 
Id. at Fig. 10 (excerpt).  

154. This is very similar to Lambert’s teaching of the operating system 

function 516 passing information about the software file to the enforcement 

mechanism 518 rather than loading the software file. Lambert at [0066] (“When the 

process 508 wants to load and possibly execute the software file 510, it identifies 

itself and provides information 514 identifying the software file to an appropriate 

function 516 (of a set) that can open, load and/or execute the file 510. For example, 

this can be accomplished by placing an application programming interface (API) call 

to the operating system, wherein the file information 514, typically in the form a 

IPR2024-00027 
CrowdStrike Exhibit 1003 Page 100



IPR2024-00027 
U.S. Patent 7,673,137 

 101 

path and filename is passed, as a parameter.”), [0067] (“[I]nstead of simply loading 

the file and executing any executable code therein with the parent token's rights and 

privileges, each of the functions 516 is arranged to first provide the software file 

information 514 to an enforcement mechanism (circled numeral two (2) in FIG. 

5A).”), Fig. 5A. 

155. Based on the teachings of Lambert, it would have been obvious to a 

person having ordinary skill in the art to configure Dan’s RCL enforcer module to 

receive a signal that a new application is being loaded for execution with the 

computing device via the system call functions associated with loading and 

executing a new program. For the reasons described above, it would have been 

obvious to a person having ordinary skill in the art to configure Dan’s system to 

allow an administrator to identify applications that are allowed to execute on the 

computer and define their corresponding security policies to account for applications 

that do not have certificates/RCLs. See Claim 25(a). For the same reasons, it would 

have also been obvious to configure the RCL enforcer to receive a signal when the 

new application is being loaded so that the RCL enforcer may check to see if the 

application is an allowed application and what security policy should apply. Indeed, 

a person having ordinary skill in the art would have understood that configuring 

Dan’s RLC enforcer to receive a signal (e.g., via modifying the operating system’s 

call interface functions responsible for loading programs) would have predictably 
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allowed the sandbox to determine whether an application without a certificate is 

allowed to execute and if so, whether it may execute in a restricted or unrestricted 

manner, prior to loading it. Therefore, a skilled artisan would have been motivated 

to combine prior art elements according to known methods to yield the predictable 

result of allowing Dan’s sandbox to determine whether the new application needs to 

be monitored prior to it being loaded and executed on the computing device even if 

it does not have a certificate/RCL.  

156. Since Dan’s RCL enforcer module is already configured to monitor “all 

system calls,” there would have been a reasonable expectation of success 

configuring Dan’s RCL enforcer to receive a signal that a new application is being 

loaded for execution with the computing device from the operating system call 

functions associating with loading and executing a new program, as taught by 

Lambert. Dan at 12. 

(d) 25(c) – suspending the loading of the new program; 

157. Lambert teaches that the enforcement mechanism suspends the loading 

of the software file. Specifically, Lambert teaches that “when software is to be 

loaded (e.g., its file opened and some or all thereof read into memory), one or 

more rules are located that correspond to the classification for that software, (or if 

none corresponds, the default rule), and a selected rules is used to determine 

whether the software can be loaded, and if so, to what extent any processes of the 
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software will be restricted.” Lambert at [0052] (emphasis added); see also, id at 

[0014] (“In one implementation, prior to loading a file, the various functions (such 

as of an operating system) that enable software to be loaded or otherwise executed 

are arranged to automatically and transparently communicate with an enforcement 

mechanism that determines the rule to apply for each file, based on the 

identification/classification information of the file…Based on located rule, the 

enforcement mechanism either returns the normal access token, a ‘disallowed’ error 

that fails the request, (e.g., the function does not load the software), or computes and 

returns a restricted access token that restricts the software to an extent that 

corresponds to the security level determined by the rule.”) (emphasis added).  

158. Referring again to Figure 5A, once the enforcement mechanism 518 

receives the software file information 514 from the software loading/execution 

functions 516, “the enforcement mechanism consults the effective policy 502 to 

determine which rule applies for the file 510, and from the rule determines whether 

to open/execute the file, and if so, the extent of any restricted execution context for 

the file 510.” Id at [0067]. 
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Id. at Fig. 5A (annotated). 

159. Thus, Lambert teaches suspending the loading of the software file so 

that the enforcement mechanism 518 can determine whether the loading of the 

software is allowed by the rules.  

160. Based on the teachings of Lambert, it would have been obvious to a 

person having ordinary skill in the art to modify Dan’s RCL enforcer to suspend the 

loading of a new program to identify and classify it as either a “bad” program that 

should not be allowed to execute or a “good” program that is allowed to execute in 

either unrestricted or restricted mode. For the same reasons as discussed above, 

configuring Dan’s sandbox to be able to identify and classify a new program would 
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have allowed it to select the appropriate security policy even if it does not have a 

certificate/RCL. See Claim 25(b). Thus, a person having ordinary skill in the art 

would have been motivated to improve similar computer-implemented security 

methods in the same way by configuring Dan’s RLC enforcer to suspend the loading 

of the new application until the RLC enforcer identifies the application and the 

security rules that apply to it. 

161. As described above, Dan’s RCL enforcer module is already configured 

to monitor “all system calls.” Dan at 12. As shown in Dan’s Figure 10, the system 

call is not completed unless allowed by the CheckAccessRequest() routine, 

which shows that the modified approach would suspend the call. Dan at Fig. 10. 

Thus, a person having ordinary skill in the art would have had a reasonable 

expectation of success configuring Dan’s RCL enforcer to suspend the loading of 

the new program upon receipt of a signal from the operating system call interface to 

allow the RCL enforcer to determine the appropriate security policy for the 

application even if it does not have a certificate/RCL. 

(e) 25(d) – comparing the new program to the allowed 
program; and 

162. Lambert teaches that the enforcement mechanism compares the 

software file to the allowed program. The enforcement mechanism 518 “consults 

the effective policy 502 to determine which rule applies for the file 510, and from 

the rule determines whether to open/execute the file, and if so, the extent of any 
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restricted execution context for the file 510.” Lambert at [0067]. “More particularly, 

the enforcement mechanism 518 may call (or include in its own code) a hash 

function 520 or the like to obtain a hash value from the contents of the software file 

510, as generally represented in FIG. 5A by the arrows labeled with circled numerals 

three (3) to six (6).” Id. at [0068]; see also, id., at Fig. 5A. “[A] suitable hash function 

520 provides a unique fingerprint of the software file 510, while the effective policy 

502 may have a specific rule for that hash.” Id. For example, Lambert teaches that 

the hash is “a unique hash value of the file’s content (e.g., via an MD5 image hash).” 

Id. at [0053]. 

163. To determine if the software file’s hash matches the hash of a known 

software file, “the set of maintained hash values can be queried to determine whether 

a rule exists for it.” Id. at [0055]. “In other words, before opening a file for execution, 

a hash value is determined from that file’s contents, and the set of hash value 

information (e.g., in the policy object) [is] searched to determine if a rule exists for 

that hash value.” Id. The set of maintained hash values includes the hash value of 

the “known good code that is allowed to execute” (i.e., the allowed program) that 

was previously identified by the system administrator. See Claim 25(a). “Note that 

while FIG. 5A essentially represents accessing the policy to get the rule or rules via 

arrows labeled seven (7) and eight (8),…e.g., to look first for a rule for the hash 

value[.]” Lambert, [0068]. Thus, Lambert teaches comparing the hash value of the 
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software file to a set of maintained hash values, including the hash value of the 

allowed program.  

 
Id. at Fig. 5A (annotated). 

164. The combination of Dan and Lambert teaches comparing the new 

program to the allowed program. For the reasons discussed above, it would have 

been obvious to a person having ordinary skill in the art to configure Dan’s sandbox 

to be able to identify and classify a new program to allow the sandbox to select the 

appropriate security policy even if the program does not have a certificate/RCL. See 

Claim 25(b). Based on the teachings of Lambert, it would have been obvious to a 

person having ordinary skill in the art to configure Dan’s RCL enforcer to determine 

if the new application is an allowed application by comparing its hash value to a list 

of hashes for known applications. As recognized by Lambert, a hash “is essentially 
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a fingerprint that uniquely identifies a file regardless of whether the file is moved or 

renamed.” Lambert at [0055]. Thus, a person having ordinary skill in the art would 

have understood that comparing a hash of the new application to the hash of the 

allowed application would have been a reliable way to determine if the new 

application is the allowed application. For these reasons, a person having ordinary 

skill in the art would have been motivated to combine prior art elements of Dan’s 

RCL enforcer and Lambert’s method of comparing the hash of a software file to the 

hash of an allowed program according to known methods to yield the predictable 

result of allowing Dan’s RCL enforcer module to determine whether the new 

application is the allowed application.  

165. The ’137 Patent itself acknowledges that the MD5 software modules 

were “commonly known to those in the art.” ’137 Patent at 8:14-15. A person having 

ordinary skill in the art would have had a reasonable expectation of success 

configuring Dan’s RCL enforcer module to compute the hash of the new application 

using “commonly known” MD5 hash and compare it to the hash of the allowed 

program as taught by Lambert.  

(f) 25(e) – determining whether the new program is valid; 

166. Lambert describes determining whether the software file is valid based 

on comparing the software file’s hash value to the set of maintained hash values “to 

determine whether a rule exists for it.” Lambert at [0055]. “In other words, before 
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opening a file for execution, a hash value is determined from that file's contents, and 

the set of hash value information (e.g., in the policy object) searched to determine if 

a rule exists for that hash value. If so, that rule provides the security level for the 

software.” Id. “[I]n the case of known good code that is allowed to execute, a hash 

rule can specify how it will be executed[.]” Id. at [0056]. Per Lambert, “a suitable 

hash function 520 provides a unique fingerprint of the software file 510, while the 

effective policy 502 may have a specific rule for that hash.” Id. at [0068]. For 

example, the hash rule may determine that the application is trusted and may 

therefore executed in an unrestricted manner. Id. at [0008] (“Depending on what the 

rule specifies for the classification that is determined for any given software module 

(e.g., software file), the software may execute in a normal (unrestricted) execution 

environment (context)…”). Alternatively, the hash rule may determine that the 

application is untrusted and must be executed in a restricted manner. Id. (“Depending 

on what the rule specifies for the classification that is determined for any given 

software module (e.g., software file), the software may execute … in a restricted 

execution environment…”). If there are no rules associated with the hash value, 

configurable default rules apply. Id. at [0052] (“An administrator identifies/classifies 

the software and sets the rules, including a default rule that applies to any software 

file not classified under a specific rule.”). As shown below in Fig. 5A, the 
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enforcement mechanism 518 determines whether the software file is valid based on 

the hash rule returned from the effective policy 502: 

 
Id. at Fig. 5A (annotated). 

167. The combination of Dan and Lambert renders obvious determining 

whether the new program is valid. Based on the teachings of Lambert, it would have 

been obvious, and a person having ordinary skill in the art would have been 

motivated to configure Dan’s RCL enforcer to determine whether the new 

application (even in the absence of a certificate/RCL) is valid based on a rule 

associated with the new application’s hash value. Specifically, it would have been 

obvious to configure Dan’s RCL enforcer to determine if the new application is valid 

and does not need monitoring or if the new application is not valid and must operate 

in a restricted environment where its access to the computing device’s physical and 
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logical resources is monitored. A person having ordinary skill in the art would have 

understood that using a rule associated with the new application’s hash value to 

determine whether the new application is valid would have been an effective and 

reliable way to distinguish trusted applications that do not need to be monitored from 

untrusted applications that do need to be monitored. Therefore, a person having 

ordinary skill in the art would have been motivated to combine prior art elements of 

Dan’s RCL enforcer and Lambert’s method of determining of whether a software 

file is valid based on a rule associated with its hash value according to known 

methods to yield the predictable result of allowing Dan’s RCL enforcer module to 

determine whether the new program is trusted and does not need to be monitored 

during execution or whether the new program is untrusted and needs to be monitored 

during execution.  

168. A person having ordinary skill in the art would have understood that 

configuring Dan’s RCL enforcer to perform an initial check to determine whether 

the new application is valid would have represented a minor software change. Given 

the predictability of computer programming at the time of the ’137 Patent, a person 

having ordinary skill in the art would have had a reasonable expectation of success 

configuring Dan’s RCL enforcer to determine whether the new application is valid 

based on a rule associated with its hash value.  

(g) 25(f) – if the new program is valid, permitting the new 
program to execute on the computing device; and 
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169. See Claim 6(c). 

(h) 25(g)(i) – if the new program is not valid, monitoring the 
new program while allowing it to execute on the 
computing device,  

170. See Claim 6(d)(i).  

(i) 25(g)(ii) – wherein the step of monitoring the new 
program while allowing it to execute is performed at the 
operating system kernel of the computing device. 

171. See Claim 6(d)(ii). 

G. Ground 2: The Combination of Dan, Lambert, and Schmid 
Renders Claims 1 and 2 Obvious 

1. Claim 1 

(a) 1[Pre]. – A system for managing security of a computing 
device comprising: 

172. Lambert describes “[a] system…that automatically, transparently and 

securely controls software execution by identifying and classifying software, and 

locating a rule and associated security level for executing executable software.” 

Lambert at Abstract (emphasis added). Lambert’s system operates on a “computing 

system environment 100,” which includes “a general purpose computing device in 

the form of a computer 110.” Id. at [0026], [0029], Fig. 1. Lambert describes a 

system for managing security of a computing device.  

(b) 1(a) – a pre-execution module operable for receiving 
notice from the computing device’s operating system that 
a new program is being loaded onto the computing device; 
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173. Lambert’s system incorporates an enforcement mechanism 518 that 

receives notice from the computing device’s operating system that a software file 

510 is being loaded onto the computing device. Specifically, “in FIG. 5A, a process 

508 such as a process of a user or application requesting to open a software file 510 

has an access token 5121 associated with it[.]” Lambert at [0066]. “When the process 

508 wants to load and possibly execute the software file 510, it identifies itself and 

provides information 514 identifying the software file to an appropriate function 516 

(of a set) that can open, load and/or execute the file 510.” Id. (emphasis added). 

“For example, this can be accomplished by placing an application programming 

interface (API) call to the operating system, wherein the file information 514, 

typically in the form a path and filename is passed, as a parameter.” Id. (emphasis 

added). “Note that in a typical implementation, the software opening function 516 

comprises an operating system component, and thus has access to a copy 5122 of 

the parent access token.” Id. (emphasis added). “Further note that such function 

calls are already the typical way in which files are loaded, and thus the process 

508 (which may be of an existing application program or other type of component) 

need not be modified in any way.” Id. (emphasis added). “[I]nstead of simply loading 

the file and executing any executable code therein with the parent token’s rights and 

privileges, each of the functions 516 is arranged to first provide the software file 

information 514 to an enforcement mechanism (circled numeral two (2) in FIG. 
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5A).” Id. at [0067] (emphasis added). In summary, Lambert’s enforcement 

mechanism 518 is a pre-execution module operable for receiving notice (i.e., 

software file information 514) from the computing device’s operating system (i.e., 

software loading/executing functions 516) that a software file is being loaded onto 

the computing device: 

 
Id. at Fig. 5A. (annotated). 

174. Lambert teaches that the software file 510 is a program. As an example, 

Lambert teaches where the software file is an “e-mail program.” Id. at [0053]. 

However, Lambert does not distinguish between old and new programs and 

encompasses both. Dan teaches a method for “Installation of Untrusted 
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Applications” where “[t]he application and RCL are downloaded to the host (via 

network, diskette, CD-ROM, satellite, etc.).” Dan at 20. Dan’s application is new 

because it is newly downloaded to the host computer. Downloaded applications may 

also be new in the sense that they have not been executed by the client computing 

device before. For the reasons discussed above, Dan teaches a new program that is 

downloaded to a host computer “via network, diskette, CD-ROM, satellite, etc.” See 

Claim 6(a); Dan at 20. 

175. Based on the teachings of Dan, it would have been obvious to a person 

having ordinary skill in the art that Lambert’s software file 510 would correspond to 

a newly downloaded program. Lambert acknowledges that “with the rise in the usage 

of networks, email and the Internet for business computing, users find themselves 

exposed to a wide variety of executable programs including content that is not 

identifiable as being executable in advance.” Lambert at [0007]. A person having 

ordinary skill in the art would have understood that the computing device would 

receive software files via networks, email, and the Internet, and that, in this instance, 

the software file would represent a new program.  

176. Moreover, a person having ordinary skill in the art would have 

understood that Lambert’s enforcement mechanism is operable to receive notice 

when any software file – new or preexisting – is being loaded for execution on the 

computing device. For these reasons, a person having ordinary skill in the art would 
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have been motivated to combine prior art elements according to known methods to 

yield the predictable result of notifying Lambert’s enforcement mechanism when a 

new program is loading. There would have been a reasonable expectation of success 

since Lambert’s enforcement mechanism is notified when any software file (new or 

otherwise) is loading.  

(c) 1(b) – a validation module coupled to the pre-execution 
monitor operable for determining whether the program is 
valid; 

177. I have been asked to interpret the pre-execution monitor as the pre-

execution module. See Section Error! Reference source not found..  

178. Lambert teaches an effective policy 502 that is coupled to the 

enforcement mechanism 518 (i.e., the pre-execution module) that is operable for 

determining whether a software file is valid. Lambert at Fig. 5A. Specifically, 

Lambert teaches that after the enforcement mechanism 518 receives the notification 

from the software loading/executing functions 516, it “call[s] (or include in its own 

code) a hash function 520 or the like to obtain a hash value from the contents of the 

software file 510, as generally represented in FIG. 5A by the arrows labeled with 

circled numerals three (3) to six (6).” Id. at [0068]. “[A] suitable hash function 520 

provides a unique fingerprint of the software file 510, while the effective policy 502 

may have a specific rule for that hash.” Id. For example, Lambert teaches that the 
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hash is “a unique hash value of the file’s content (e.g., via an MD5 image hash).” Id. 

at [0053].  

179. To determine if the software file’s hash matches the hash of a known 

software file, “the set of maintained hash values can be queried to determine whether 

a rule exists for it.” Id. at [0055]. “In other words, before opening a file for execution, 

a hash value is determined from that file’s contents, and the set of hash value 

information (e.g., in the policy object) [is] searched to determine if a rule exists for 

that hash value.” Id. The effective policy 502 includes the set of hash value 

information for known software files and their associated rules. Specifically, “the 

effective policy 502 generally comprises the general (default) rule 504 and a set of 

specific rules 506 which set forth the exceptions to the default rule 502.” Id. at 

[0065]. “Note that while FIG. 5A essentially represents accessing the policy to get 

the rule or rules via arrows labeled seven (7) and eight (8),…e.g., to look first for a 

rule for the hash value[.]” Id. at [0068].  

180. The rules stored in the policy 502 dictate whether the software file is 

valid. Specifically, “Via a user interface or the like operably connected to a suitable 

hash mechanism, an administrator can select any software file, obtain a hash value 

from its contents, and enter and associate a rule (that specifies a security level) with 

that hash value.” Id. at [0055]. “Multiple files can have their corresponding hash 

values and rules maintained in a policy object…whereby for any given instance of 
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any file, the set of maintained hash values can be queried to determine whether a 

rule exists for it.” Id. “In this manner, an administrator can set a rule for any file 

based on its unique hash value, with the rule specifying whether (and if so, how) a 

software file having that hash value will execute.” Id. at [0056]. “In the case of 

known bad code, the administrator may set the rule to specify that any file with that 

hash will not be allowed to execute at all (i.e., ‘disallowed’ or ‘revoked’ status).” Id. 

“[I]n in the case of known good code that is allowed to execute, a hash rule can 

specify how it will be executed, e.g., unrestricted (normal) or restricted (and to what 

extent).” Id. 

181. Thus, Lambert’s effective policy 502 and hash mechanism 520 

collectively qualify as a validation module coupled to the pre-execution monitor 

operable for determining whether the program is valid: 
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Id. at Fig. 5A (annotated). 

(d) 1(c) – a detection module coupled to the pre-execution 
monitor operable for intercepting a trigger from the 
computing device’s operating system; 

182. I have been asked to interpret the pre-execution monitor as the pre-

execution module. See Section Error! Reference source not found..  

183. Lambert teaches an instance where the application is allowed to execute 

in a restricted environment. Lambert at [0008] (“Depending on what the rule 

specifies for the classification that is determined for any given software module (e.g., 

software file), the software may execute … in a restricted execution 
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environment…”). Per Lambert, a restricted execution environment “reduces 

software’s access to resources, and/or removes privileges, relative to a user’s normal 

access token.” Id. at Abstract. When it is determined that software should be 

restricted, “the enforcement mechanism 518 can compute and associate a restricted 

token with the software file 510, whereby if creation of a process is requested for the 

software file, (it includes executable content), any process of the software file is 

restricted in its access rights and privileges according to the restricted token.” Id. at 

[0070]. When the user requests to load a software file, “the enforcement mechanism 

518 completes the call and returns information back to the software function 516 

that called it, the returned information essentially including an instruction on 

whether to open the file, and if so, the token to associate with the file.” Id. at [0071]. 

“If the computed token 526 is a restricted token, the process of the software file can 

now execute, but only in association with the restricted token, thus providing the 

rule-determined secure execution environment.” Id.  

184. In Figure 3, an untrusted process 300 having an associated restricted 

token 210 attempts to access object 302. Id. at Fig. 3, [0042]. “When the process 300 

desires access to an object 302, the process 300 specifies the type of access it desires 

(e.g., obtain read/write access to a file object), and the operating system (e.g., kernel) 

level provides its associated token to an object manager 304.” Id. Thus, Lambert’s 
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system presumes that an untrusted process will notify the object manager 304 when 

attempting to access a file object 302. 

185.  

Id. at Fig. 3. 

186. As I discussed above, Lambert describes a two-phase system including 

a pre-execution phase, which is represented by Figure 5A and its corresponding 

disclosure, and an execution phase, which is represented by Figure 3 and its 

corresponding disclosure, which describes how the system operates during restricted 

program execution. See Section III.E.2. Thus, a person having ordinary skill in the 
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art would understand that the disclosures of Figures 3 and 5A are clearly related and 

do not represent different embodiments of Lambert. 

187. A person having ordinary skill in the art would have understood that an 

untrusted process may attempt to bypass the object manager and directly access the 

operating system kernel to access the file object 302. For example, Schmid 

recognizes that “While most well-behaved Windows applications make system calls 

through the Win32 API, it is also possible to bypass this interface by making calls 

directly to kernel services.” Schmid at 5:29-32. “System services are operations 

performed by an operating system kernel on behalf of applications or other kernel 

components.” Id. at 5:49-51. “For instance, manipulating CPU hardware, starting 

and stopping processes, and manipulating files are sensitive operations generally 

implemented by services at the kernel level.” Id. at 5:53-56. Given Lambert’s system 

is also implemented in a Windows environment, a person having ordinary skill in 

the art would have understood that an untrusted and potentially malicious software 

process may bypass Lambert’s object manager 304 and access the file object 302 

directly via the Windows operating system kernel. Lambert at [0037] (“One way that 

this can be accomplished with an operating system (e.g., Microsoft Corporation’s 

Windows® 2000)…”). 

188. To prevent an untrusted application from bypassing user mode 

protections, Schmid teaches a device driver that is used “[t]o implement a non-
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bypassable kernel wrapper” that “intercept[s] system service requests.” Schmid at 

5:40-48. Schmid’s device driver intercepts triggers from the computer’s operating 

system. Specifically, Schmid teaches that in a Windows environment, “user 

applications invoke system services by executing an interrupt instruction.” Id. at 

5:57-59. “A kernel entity, known as a dispatcher, initially responds to an interrupt 

instruction, determines the nature of an interrupt, and calls a function to handle the 

request.” Id. at 5:62-64. “Two tables in kernel memory describe locations and 

parameter requirements of all functions available to a dispatcher,” including a table 

that “specifies handlers for user requests.” Id. at 5:63-65. Schmid teaches 

“constructing a device driver that may be dynamically loaded into a kernel, or may 

be loaded as part of a boot sequence.” Id. at 6:6-9. “When a device driver loads, it 

modifies an entry in a table consulted by a dispatcher to handle an interrupt 

instruction.” Id. at 6:9-11. “[T]he modified entry may cause a dispatcher to call an 

inserted function” instead of the intended operating system function. Id. at 6:11-15. 

Schmid further teaches “that the driver modifies only tables relevant to requests from 

user applications.” Id. at 6:15-16. Thus, a person having ordinary skill in the art 

would understand that Schmid’s device driver intercepts a trigger from the operating 

system’s dispatcher by modifying entries in the table consulted by the dispatcher to 

handle an interrupt instruction. As such, Schmid’s device driver qualifies as a 
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detection module operable for intercepting a trigger from the computing device’s 

operating system.  

189. Lambert only provides a functional description of the object manager 

304 and does not provide details as to how it is to be implemented. For example, 

Lambert does not describe whether the object manager is implemented in user mode 

or kernel mode or how the object manager is notified when the untrusted program 

attempts to access an object 302. Based on the teachings of Schmid, it would have 

been obvious, and a person having ordinary skill in the art would have been 

motivated to implement Lambert’s object manager using Schmid’s device driver 

(i.e., a detection module). Specifically, it would have been obvious to configure 

Lambert’s system to implement the object manager by loading a device driver that 

modifies entries in a table consulted by the operating system’s dispatcher and inserts 

corresponding functions that access the untrusted process’s restricted token and the 

object 302’s security descriptor. Lambert at [0042]-[0043]. A person having 

ordinary skill in the art would have understood that this would have ensured that 

Lambert’s object manager is notified when the untrusted process attempts to access 

an object 302 by making calls either via the Win32 API or via the operating system 

kernel. Since the object manager accesses the untrusted process’s restricted token 

and the restricted token is generated by the enforcement mechanism (i.e., the pre-

execution module), the object manager is coupled to the enforcement mechanism. 
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Thus, the combination of Lambert and Schmid teaches a detection module coupled 

to the pre-execution monitor operable for intercepting a trigger from the computing 

device’s operating system as illustrated in the following annotated figure: 

 
Lambert at Fig. 3A (annotated). 

190. Given the above-described advantages of implementing Lambert’s 

object manager such that it cannot be bypassed by a malicious program, a person 

having ordinary skill in the art would have been motivated to implement Lambert’s 

object manager using Schmid’s device driver to improve similar computer security 
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systems in the same way. Indeed, this modification would have ensured that 

Lambert’s object manager would be aware when an untrusted program is attempting 

to access a physical or logical object that it may be restricted from accessing via its 

restricted token. Thus, this modification would have predictably enhanced the 

robustness of Lambert’s computer security system by ensuring that a malicious 

program is not able to bypass its protections by making calls directly to the operating 

system kernel.  

191. Writing a device driver, such as described by Schmid, was a well-

known and predictable way to inject custom code into the kernel space of a Windows 

computing device. See Section III.C.1. Likewise, the operation of the Windows 

operating system, including the operation of the dispatcher, was well documented 

and understood by a person having ordinary skill in the art. For these reasons, there 

would have been a reasonable expectation of success implementing Lambert’s object 

manager using Schmid’s device driver.  

(e) 1(d) – and an execution module coupled to the detection 
module and operable for monitoring, at the operating 
system kernel of the computing device, the program in 
response to the trigger intercepted by the detection 
module. 

192. Lambert teaches a security mechanism 308 that receives the untrusted 

process’s restricted token 210 and object 302’s security descriptor 306 from the 

object manager 304 (i.e., the detection module). Lambert at [0043] (“The object 302 
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has a security descriptor 310 associated therewith, and the object manager 304 

provides the security descriptor 306 and the restricted token 210 to a security 

mechanism 308.”). “The security mechanism 308 compares the security IDs in the 

restricted token 210 along with the type of action or actions requested by the process 

300 against the entries in the DACL [discretionary access control list] 312,” where 

the DACL includes “access control entries, and for each entry, one or more access 

rights (allowed or denied actions) corresponding to that entry.” Id. at [0043]. “If a 

match is found with an allowed user or group, and the type of access desired is 

allowable for the user or group, a handle to the object 302 is returned to the process 

300, otherwise access is denied.” Id. Again, Lambert provides a functional 

description of the security mechanism but does not provide implementation details, 

such as whether the security mechanism is implemented in user mode or kernel 

mode. 

193. Dan teaches a similar monitoring system, including an RCL enforcer 

module that “ensures that the permissions and resource consumption limits specified 

in the RCL are not violated.” Dan at 9. To accomplish this, Dan teaches that the 

“RCL enforcer monitors all systems calls, i.e., access to requests to logical resources 

in the system.” Id. at 12. “This monitoring requires the RCL enforcer to be invoked 

for each system call made by an application.” Id. “The RCL enforcer then validates 

the parameters of the system call against those specified in the RLRT data structures 
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and either allows or disallows the call from continuing.” Id. Unlike Lambert, Dan 

does provide implementation details for the RCL enforcer. Specifically, Dan teaches 

a system call modification approach where “the operating system’s call interfaces is 

modified to call the CheckAccessRequest() upon entry to verify the parameters 

of the system call.” Id. at 14. As shown in the figure below, this monitoring occurs 

on the operating system kernel: 

 
Id. at 15. Per Dan, this approach is preferred “because of the consistency it offers for 

enforcing security” and it “will ensure consistent security checks for all applications 

that are executed on the machine.” Id. at 14-15. 

194. As described above, the combination of Lambert and Schmid teaches 

that the object manager 304 is implemented via a device driver loaded into the 

operating system kernel. See Claim 1(c). Since the security mechanism works in 

tandem with the object manager to monitor the untrusted process’s behavior, it 
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would also been obvious to a person having ordinary skill in the art to also implement 

the security mechanism at the computing device’s operating system kernel level as 

taught by Dan. Implementing the security mechanism in the kernel would have 

allowed it to monitor the operating system calls intercepted by the object manager 

and ensure that the untrusted process is in compliance with its associated restricted 

token. Thus, the combination of Lambert, Schmid, and Dan teaches an execution 

module coupled to the detection module and operable for monitoring, at the 

operating system kernel of the computing device, the program in response to the 

trigger intercepted by the detection module as illustrated in the following annotated 

figure: 

 
Lambert at Fig. 3 (annotated). 
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195. I have been asked to interpret this limitation as means-plus-function 

where the function is “monitoring, at the operating system kernel of the computing 

device, the program in response to the trigger intercepted by the detection module” 

and the corresponding structure is “if the program was not validated, then monitor 

the nonvalidated program in response to triggers while the program is executing.” 

See Section Error! Reference source not found. For the reasons discussed above, 

the Lambert-Schmid-Dan combination teaches a security mechanism 308 that 

monitors an untrusted (i.e., not validated) program in response to triggers intercepted 

by the object manager while the untrusted program is executing. Additionally, this 

structure performs the function of “monitoring, at the operating system kernel of the 

computing device, the program in response to the trigger intercepted by the detection 

module” for the same reasons.  

196. A person having ordinary skill in the art would have understood that 

implementing Lambert’s security mechanism on the kernel level, as taught by Dan, 

would have allowed the object manager, which is also operating in the computing 

device’s kernel space, to efficiently communicate with the security mechanism 

without requiring communication between kernel mode and user mode. Moreover, 

a person having ordinary skill in the art would have understood that maintaining the 

security mechanism in the kernel mode as opposed to the user mode would have 

decreased the probability of a malicious program or user attempting to disable or 
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tamper with the security mechanism. As taught by Dan, a person of ordinary skill 

would have further recognized that implementing Lambert’s security mechanism in 

the kernel would have offered increased consistency for enforcing security. For these 

reasons, a person having ordinary skill in the art would have been motivated to 

combine prior art elements according to known methods and implement Lambert’s 

security mechanism in the operating system kernel so that it can monitor the program 

in response to triggers intercepted by the object manager. Due to the increased 

security, there would have been a reasonable expectation of success implementing 

Lambert’s security mechanism in the operating system kernel.  

2. Claim 2 - The system of claim 1, wherein the pre-execution 
module is further operable for suspending loading of the 
program onto the computing device. 

197. As I discussed above in Claim 25(c), Lambert’s enforcement 

mechanism 518 (i.e., the pre-execution module) is suspends the loading of the 

program onto the computing device. See Claim 25(c). 

IV. CONCLUSION 

198. I declare that all statements made herein of my knowledge are true, and 

that all statements made on information and belief are believed to be true, and that 

these statements were made with the knowledge that willful false statements and the 

like so made are punishable by fine or imprisonment, or both, under Section 1001 of 

Title 18 of the United States Code. 
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1 At a Glance

• Focus. Identification of security problems, trends and solution along four

axes – computational, structural, physical and social; quantitative and

qualitative fraud analysis; development of disruptive security technologies.

• Education. PhD (Computer Science/Cryptography, University of Cali-
fornia at San Diego, 1997); MSc (Computer Science, University of Cali-
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tion; Member of technical advisory board, 2012-2013); MobiSocial (Social
networking, Member of technical advisory board, 2013); Cequence Security
(Anti-fraud, Member of technical advisory board, 2013–current)
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J.P. Morgan Chase (2006-2007); PayPal (2007-2011); Boku (2009-2010);
Western Union (2009-2010).

1

APPENDIX A IPR2024-00027 
CrowdStrike Exhibit 1003 Page 133



• Intellectual Property, Testifying Expert Witness. Inventor of 100+
patents; expert witness in 25+ patent litigation cases (McDermott, Will
& Emery; Bereskin & Parr; WilmerHale; Hunton & Williams; Quinn
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the Increasing Problem of Electronic Identity Theft (Wiley, 2006); Crime-

ware: Understanding New Attacks and Defenses (Symantec Press, 2008);
Towards Trustworthy Elections: New Directions in Electronic Voting (Springer
Verlag, 2010); Mobile Authentication: Problems and Solutions )Springer
Verlag, 2012); The Death of the Internet (Wiley, 2012); Understanding

Social Engineering (Springer Verlag, 2016); Security, Privacy and User

Interaction (Springer Verlag, 2020); 100+ peer-reviewed publications

2 At a Glance
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and described its use for mining of crypto payments. I later developed energy-
e�cient alternatives to this paradigm, and showed how to enable mining on
mobile devices, which is not possible for Bitcoin. I am the founder of the aca-
demic discipline of phishing and have developed techniques to predict fraud
trends years before they emerge, enabling countermeasures to be developed be-
fore they are needed. I developed the notion of implicit authentication, which
is now ubiquitous; I also founded a company that developed the first retroac-
tive virus detection technology, with guarantees of detection; the company was
acquired by Qualcomm in 2013. I have worked as chief scientist and similar
positions in startups as well as industry behemoths, such as PayPal. I have
several hundred patents to my name and am a prominent security researcher
with hundreds of peer reviewed publications and an array of textbooks. My
1997 PhD thesis, from University of California at San Diego, was on distributed
electronic payment systems with revocable privacy.

3 Work History (Highlights)

1. Member of Technical Sta↵, Bell Labs (1997-2001). Markus was
part of the security research group at Bell Labs. He formalized the notion
of proof of work, later an integral part of BitCoin.

2. Principal Scientist, RSA Labs (2001-2005). Markus posited that
phishing would become a mainstream problem, and developed ethical tech-
niques for identifying likely trends based on human subject experiments.

3. Associate Professor, Indiana University (2005-2008). Markus was
hired to lead the newly formed security group at Indiana University, and
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created a research group comprising approximately 10 professors and 30
students, studying social engineering and fraud.

4. Principal Scientist, Xerox PARC (2008-2010). Markus was hired to
lead the research e↵orts of the Xerox PARC security group, and developed
the notion of implicit authentication, a technology that is now ubiquitous.

5. Principal Scientist, PayPal (2010-2013). Markus did research on
security and user interfaces, and developed techniques to reduce the losses
associated with liar buyer fraud.

6. Senior Director, Qualcomm (2013-2016). Qualcomm acquires FatSkunk,
a company founded by Markus. At FatSkunk, Markus developed retroac-

tive malware detection with provable security guarantees. A simplified
version of this is now deployed with almost all Qualcomm chipsets.

7. Chief Scientist, Agari (2016-2018). Markus developed a technique to
acquire fraudster intelligence by compromising scammer email accounts –
while staying within the law – resulting in the extradition of several African
scam lords to the U.S.

8. Chief of Security and Data Analytics, Amber Solutions (2018-
2020). Markus developed usable configuration methods supporting im-
proved security and privacy for IoT installations.

9. Chief Scientist, ByteDance (2020-2021). Markus oversaw the estab-
lishment of a research group and a research agenda at ByteDance, and
contributed to their intellectual property and product security.

10. Chief Scientist, Artema LABS (2021-). Managing the research,
product strategy, and patent strategy for Artema LABS, a Los Angeles
based startup in the Crypto/NFT sector.

4 Publication List

Books (1-8); book chapters, journals, conference publications and other scientific
publications (9-147), issued /published U.S. patents (148-234). For an updated
list, and for international patents, please see www.markus-jakobsson.com/publications
and appropriate patent search engines.
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