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I. INTRODUCTION 

1. My name is Dr. Markus Jakobsson, and I have been retained by counsel 

for Petitioner CrowdStrike, Inc. (“CrowdStrike” or “Petitioner”) as an expert witness 

to provide assistance regarding U.S. Patent No. 9,923,918 (“the ’918 Patent”).  

Specifically, I have been asked to consider the patentability of claims 1, 7, 9, and 17 

of the ’918 Patent (“Challenged Claims”) in view of prior art, anticipation and 

obviousness considerations, and the understanding of a person of ordinary skill in 

the art at the time of the invention (“POSITA”) as it relates to the ’918 Patent. 

2. I am being compensated for my time at my standard consulting rate. I 

am also being reimbursed for expenses that I incur during the course of this work. 

My compensation is not contingent upon the results of my study, the substance of 

my opinions, or the outcome of any proceeding involving the Challenged Claims. I 

have no financial interest in the outcome of this matter or on the pending litigation 

between Petitioner and Patent Owner.  

3. My analysis here is based on my years of education, research and 

experience, as well as my investigation and study of relevant materials, including 

those cited herein.  

4. I may rely upon these materials, my knowledge and experience, and/or 

additional materials to rebut arguments raised by the Patent Owner. Further, I may 
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also consider additional documents and information in forming any necessary 

opinions, including documents that may not yet have been provided to me.  

5. My analysis of the materials produced in this proceeding is ongoing and 

I will continue to review any new material as it is provided. This declaration 

represents only those opinions I have formed to date. I reserve the right to revise, 

supplement, and/or amend my opinions stated herein based on new information and 

on my continuing analysis of the materials already provided. 

II. BACKGROUND AND QUALIFICATIONS 

6. I have summarized in this section my educational background, career 

history, and other qualifications relevant to this matter. I have also included a current 

version of my curriculum vitae, which is attached as Appendix A. 

7. I received a Master of Science degree in Computer Engineering from 

the Lund Institute of Technology in Sweden in 1993, a Master of Science degree in 

Computer Science from the University of California at San Diego in 1994, and a 

Ph.D. in Computer Science from the University of California at San Diego in 1997, 

specializing in Cryptography. During and after my Ph.D. studies, I was also a 

researcher at the San Diego Supercomputer Center and General Atomics, where I 

did research on authentication, privacy, and security. Much of my work was on 

distributed protocols to enable security and privacy, and my Ph.D. thesis described 

a distributed electronic payment system. Whereas the term “cloud computing” had 
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not been popularized at this point, many of the principles I studied later became 

critical aspects of cloud computing and virtualization. 

8. Since earning my doctorate degree over twenty-six years ago, I have 

been an employee, entrepreneur, and consultant in the computer systems, security, 

and cloud computing industry. I have worked extensively with technologies related 

to computer security, mobile security, malware detection, quantitative and 

qualitative fraud analysis, and disruptive security. I have worked as an engineer or 

technical advisor at a number of leading companies in the computer industry, 

including PayPal, Qualcomm, Bell Labs, and LifeLock. I have also taught and 

performed research at several prestigious universities, including New York 

University (NYU) and Indiana University (IU). Further, I have been materially 

involved in designing, developing, testing, and assessing technologies for computer 

and network security, digital rights management, trust establishment, randomness, 

cryptography, socio-technical fraud, malware detection, detection of malicious 

emails, user interfaces, authentication, and fraud detection for over twenty years. 

9. From 1997 to 2001, I was a Member of Technical Staff at Bell Labs, 

where I did research on authentication, privacy, multi-party computation, contract 

exchange, digital commerce including crypto payments, and fraud detection and 

prevention. Example publications of mine from this time period include “Secure 

distributed computation in cryptographic applications” (U.S. Patent No. 6,950,937, 
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2001 priority date) and “Secure server-aided signature generation” (International 

Workshop on Public Key Cryptography PKC 2001: Public Key Cryptography 383- 

401), both of which relate to virtualization. At the end of my tenure at Bell Labs, I 

had started to research identity theft, years before the banking industry became 

aware of the existence of phishing attacks. 

10. From 2001 to 2004, I was a Principal Research Scientist at RSA Labs, 

where I worked on predicting future fraud scenarios in commerce and authentication 

and developed solutions to those problems. Much of my work related to the 

development of anti-fraud mechanisms, addressing authentication abuse and identity 

theft. During that time, I predicted the rise of what later became known as phishing. 

I also laid the groundwork for what I termed “proof of work,” and described how 

this could be applied in the context of distributed computations such as mining of 

crypto payments; this work later came to influence the development of BitCoin. I 

was also an Adjunct Associate Professor in the Computer Science department at 

New York University from 2002 to 2004, where I taught cryptographic protocols, 

with an emphasis on authentication. 

11. From 2004 to 2016, I held a faculty position at Indiana University at 

Bloomington, first as an Associate Professor of Computer Science, Associate 

Professor of Informatics, Associate Professor of Cognitive Science, and Associate 

Director of the Center for Applied Cybersecurity Research (CACR) from 2004 to 
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2008; and then as an Adjunct Associate Professor from 2008 to 2016. I was the most 

senior security researcher at Indiana University, where I built a research group 

focused on online fraud and countermeasures, resulting in over 50 publications and 

two books. One of these books, “Crimeware: Understanding New Attacks and 

Defenses” (Wiley, 2008), described man-in-the-middle attacks, online abuse in 

general, and countermeasures to attacks and abuses of these types. 

12. While a professor at Indiana University, I was also employed by Xerox 

PARC, PayPal, and Qualcomm to provide thought leadership to their security 

groups. I was a Principal Scientist at Xerox PARC from 2008 to 2010, a Director 

and Principal Scientist of Consumer Security at PayPal from 2010 to 2013, a Senior 

Director at Qualcomm from 2013 to 2015, Chief Scientist at Agari from 2016 to 

2018, and Chief of Security and Data Analytics at Amber Solutions from 2018 to 

2020. 

13. Agari is a cybersecurity company that develops and commercializes 

technology to protect enterprises, their partners and customers from advanced email 

phishing attacks. At Agari, my research studied and addressed trends in online fraud, 

especially as related to email, including problems such as Business Email 

Compromise, Ransomware, and other abuses based on social engineering and 

identity deception. My work primarily involved identifying trends in fraud and 

computing before they affected the market, and developing and testing 
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countermeasures, including technological countermeasures, user interaction and 

education. Example publications include “Detecting computer security risk based on 

previously observed communications” (U.S. Patent No. 10,715,543 B2, 2016 

priority date) and “Using message context to evaluate security of requested data” 

(U.S. Patent No. 10,805,314 B2, 2017 priority date). 

14. In 2020, after leaving Agari, I was the Chief of Security and Data 

Analytics at Amber Solutions, an IoT startup in the San Francisco Bay Area. Amber 

Solutions is a cybersecurity company that develops home and office automation 

technologies. At Amber Solutions, my research addressed privacy, user interfaces 

and authentication techniques in the context of ubiquitous and wearable computing. 

My work often related to authentication and cloud computing, as exemplified in 

“Configuration and management of smart nodes with limited user interfaces” (U.S. 

Patent No. 10,887,447). 

15. I left Amber Solutions to take the role of Chief Scientist at ByteDance 

in 2019, where I guided the security research both for ByteDance and TikTok until 

I left to co-found Artema Labs, where I am the Chief Scientist. My work at 

ByteDance involved identifying new threats, developing new solutions, and guiding 

research in areas relating to cryptography and Internet security. 

16. I am also the Chief Technology Officer at ZapFraud, a cybersecurity 

company that develops techniques to detect deceptive emails, such as Business 
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Email Compromise (“BEC”) emails. At ZapFraud, my research studies and 

addresses computer abuse, including social engineering, malware and privacy 

intrusions, and has also involved studying security aspects related to cloud 

computing. My work primarily involves identifying risks, developing protocols and 

user experiences, and evaluating the security of proposed approaches. Using virtual 

machines is an important tool for security researchers, as it allows them to study the 

impact of a given executable, website, or other context on a computational 

environment. My students, direct reports and I have often relied on this approach in 

the context of interacting with online criminals, their websites and emails they send, 

as virtual machines enable us to identify their motives and report them to the 

authorities without making us easy for them to track or identify. Doing this is 

important to identify new and trending attacks. 

17. I also work as an independent security researcher and consultant in the 

fields of computer/mobile security, fraud detection/prevention, digital rights 

management, malware, phishing, crimeware, mobile malware, and cryptographic 

protocols. In addition, I am a visiting research fellow of the Anti-Phishing Working 

Group, an international consortium focused on unifying the global response to 

cybercrime in the public and private sectors. 

18. I have also served on the advisory board of several companies, 

including Metaforic, a company that developed technology for watermarking 
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software and provided security software with a built-in framework that resists 

attacks from malware, bots, hackers and other attempts. Metaforic was acquired by 

Inside Secure in 2014. 

19. I have founded or co-founded several successful computer security 

companies. In 2005 I co-founded RavenWhite Security, a provider of authentication 

solutions, and I am currently its Chief Technical Officer. RavenWhite owns 

intellectual property related to authentication, such as “Performing authentication” 

(U.S. Patent No. 10,079,823 2007 priority date). In 2007 I co-founded Extricatus, 

one of the first companies to address consumer security education. In 2009 I founded 

FatSkunk, a provider of mobile malware detection software; I served as Chief 

Technical Officer of FatSkunk from 2009 to 2013, when FatSkunk was acquired by 

Qualcomm and I became a Qualcomm employee. FatSkunk developed anti-virus 

technology. In 2013 I founded ZapFraud—the same company described above, 

where I currently serve as Chief Technical Officer. In 2014 I co-founded 

RightQuestion, a security consulting company. 

20. I have additionally served as a member of the fraud advisory board at 

LifeLock (an identity theft protection company); a member of the technical advisory 

board at CellFony (a mobile security company); a member of the technical advisory 

board at PopGiro (a user reputation company); a member of the technical advisory 

board at MobiSocial dba Omlet (a social networking company); and a member of 
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the technical advisory board at Stealth Security (an anti-fraud company). I have 

provided anti-fraud consulting to KommuneData (a Danish government entity), J.P. 

Morgan Chase, PayPal, Boku, and Western Union. 

21. I have authored seven books and over 100 peer-reviewed publications, 

and have been a named inventor on over 200 patents and patent applications. A large 

number of these relate to Internet security, authentication, malware, spoofing and 

related topics. 

22. Examples of textbooks I have authored or co-authored on the topic of 

Internet security include: 

 “Crimeware: Understanding New Attacks and Defenses” (Symantec Press, 

2008) 

 “Phishing and Countermeasures: Understanding the Increasing Problem of 

Electronic Identity Theft” (Wiley, 2006); 

 “The Death of the Internet” (Wiley, 2012); 

 “Understanding Social Engineering Based Scams” (Springer 2016); and 

 “Towards Trustworthy Elections: New Directions in Electronic Voting” 

(Springer, 2010) 

23. I have authored numerous publications regarding Internet security, 

including Internet security as it pertains to web browsers. Relevant examples 

include: 
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 “Web Camouflage: Protecting Your Clients from Browser-Sniffing Attacks,” 

5 IEEE Security & Privacy (Nov. 2007) 

 “Invasive Browser Sniffing and Countermeasures,” Conference: 15th 

International Conference on World Wide Web (May 2006) 

 “Remote Harm-Diagnostics”, (PDF) Privacy-preserving history mining for 

web browsers (researchgate.net) 

 “Privacy-Preserving History Mining for Web Browsers”, (PDF) Privacy 

preserving history mining for web browsers (researchgate.net) 

 “Server-Side Detection of Malware Infection”, NSPW Proceedings on New 

Security Paradigms Workshop (2009), Server-side detection of malware 

infection | Proceedings of the 2009 workshop on New Security Paradigms 

Workshop (acm.org) 

24. Related patent publications include U.S. Patent Nos. 10,498,735, 

9,203,835, 8,578,174. These patents were assigned to PayPal, Inc. and Palo Alto 

Research Center Incorporated arising out of my employment. 

25. In sum, I have extensive experience both as a developer and a 

researcher relating to system monitoring, software security, attack detection, and 

network security. 

 



Declaration of Dr. Markus Jakobsson 
U.S. Patent No. 9,923,918 

16 
 

III. LEVEL OF ORDINARY SKILL IN THE ART 

26. In my opinion, a person of ordinary skill in the art (“POSITA”) relating 

to, and at the time of, the ’918 Patent’s Critical Date (i.e., December 21, 2005) would 

have possessed a bachelor’s degree in computer science, computer engineering, or 

an equivalent, as well as two years of industry experience and would have had a 

working knowledge of endpoint monitoring systems and software security analysis.  

Additional education in a relevant field, or relevant industry experience may 

compensate for a deficit in one of the other aspects of the requirements stated above. 

27. Based on my knowledge, skill, and experience, I have a good 

understanding of the capabilities of the POSITA.  Indeed, I have taught, participated 

in organizations with, hired, and worked closely with many such persons over the 

course of my career.  For example, from my industry experience, I am familiar with 

what an engineer would have known and found predictable in the art.  From teaching 

and supervising post-graduate students, I also have an understanding of the 

knowledge that a person with this academic experience possesses.  Furthermore, I 

possess those capabilities myself.  

IV. MATERIALS CONSIDERED AND RELIED UPON 

28. In reaching the conclusions described in this declaration, I have relied 

on the documents and materials cited herein as well as those identified in this 

declaration, including the ’918 Patent, the prosecution history of the ’918 Patent, and 
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prior art references cited herein.  These materials comprise patents, related 

documents, and printed publications.  Each of these materials is a type of document 

that experts in my field would have reasonably relied upon when forming their 

opinions.  

29. I have also relied on my education, training, research, knowledge, and 

personal and professional experience in the relevant technologies and systems that 

were already in use prior to and within the timeframe of the earliest asserted priority 

date of the claimed subject matter in the ’918 Patent, which I have been informed by 

counsel is December 21, 2005. 

 EX1001: U.S. Patent No. 9,923,918 (“the ’918 Patent) 

 EX1002: Excerpts from the Prosecution History of the ’918 Patent (“the 

Prosecution History”) 

 EX1004: U.S. Patent Appl. Pub. No. 2006/0203815 to Alain Couillard 

(“Couillard”) 

 EX1005: U.S. Patent No. 5,987,611 to Gregor Freund et al. (“Freund”) 

 EX1006: U.S. Patent Appl. Pub. No. 2004/0103220 to Bill Bostick et al. 

 EX1007: U.S. Patent No. 7,415,100 to Robert S. Cooper et al. 

 EX1008: U.S. Patent No. 9,298,474 to Frederic Bauchot et al. 

 

V. LEGAL STANDARDS 

30. I am a technical expert and do not offer any legal opinions. However, 

counsel has informed me as to certain legal principles regarding patentability and 
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related matters under United States patent law, which I have applied in performing 

my analysis and arriving at my technical opinions in this matter. 

31. I have been informed that claim terms are to be given the meaning they 

would have to a person having ordinary skill in the art at the time of the invention, 

taking into consideration the patent, its file history, and, secondarily, any applicable 

extrinsic evidence (e.g., dictionary definitions). 

32. I have also been informed that the implicit or inherent disclosures of a 

prior art reference may anticipate the claimed invention. Specifically, if a person 

having ordinary skill in the art at the time of the invention would have known that 

the claimed subject matter is necessarily present in a prior art reference, then the 

prior art reference may “anticipate” the claim. Therefore, a claim is “anticipated” by 

the prior art if each and every limitation of the claim is found, either expressly or 

inherently, in a single item of prior art. 

33. I have also been informed that a person cannot obtain a patent on an 

invention if the differences between the invention and the prior art are such that the 

subject matter as a whole would have been obvious at the time the invention was 

made to a person having ordinary skill in the art. I have been informed that a 

conclusion of obviousness may be founded upon more than a single item of prior art. 

I have been further informed that obviousness is determined by evaluating the 

following factors: (1) the scope and content of the prior art, (2) the differences 
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between the prior art and the claim at issue, (3) the level of ordinary skill in the 

pertinent art, and (4) secondary considerations of non-obviousness. In addition, the 

obviousness inquiry should not be done in hindsight. Instead, the obviousness 

inquiry should be done through the eyes of a person having ordinary skill in the 

relevant art at the time the patent was filed. 

34. In considering whether certain prior art renders a particular patent claim 

obvious, counsel has informed me that I can consider the scope and content of the 

prior art, including the fact that one of skill in the art would regularly look to the 

disclosures in patents, trade publications, journal articles, industry standards, 

product literature and documentation, texts describing competitive technologies, 

requests for comment published by standard setting organizations, and materials 

from industry conferences, as examples. I have been informed that for a prior art 

reference to be proper for use in an obviousness analysis, the reference must be 

“analogous art” to the claimed invention. I have been informed that a reference is 

analogous art to the claimed invention if: (1) the reference is from the same field of 

endeavor as the claimed invention (even if it addresses a different problem); or (2) 

the reference is reasonably pertinent to the problem faced by the inventor (even if it 

is not in the same field of endeavor as the claimed invention). In order for a reference 

to be “reasonably pertinent” to the problem, it must logically have commended itself 

to an inventor's attention in considering his problem. In determining whether a 
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reference is reasonably pertinent, one should consider the problem faced by the 

inventor, as reflected either explicitly or implicitly, in the specification. I believe that 

all of the references that my opinions in this IPR are based upon are well within the 

range of references a person having ordinary skill in the art would consult to address 

the type of problems described in the Challenged Claims. 

35. I have been informed that, in order to establish that a claimed invention 

was obvious based on a combination of prior art elements, a clear articulation of the 

reason(s) why a claimed invention would have been obvious must be provided. 

Specifically, I am informed that a combination of multiple items of prior art renders 

a patent claim obvious when there was an apparent reason for one of ordinary skill 

in the art, at the time of the invention, to combine the prior art, which can include, 

but is not limited to, any of the following rationales: (A) combining prior art methods 

according to known methods to yield predictable results; (B) substituting one known 

element for another to obtain predictable results; (C) using a known technique to 

improve a similar device in the same way; (D) applying a known technique to a 

known device ready for improvement to yield predictable results; (E) trying a finite 

number of identified, predictable potential solutions, with a reasonable expectation 

of success; (F) identifying that known work in one field of endeavor may prompt 

variations of it for use in either the same field or a different one based on design 

incentives or other market forces if the variations are predictable to one of ordinary 
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skill in the art; or (G) identifying an explicit teaching, suggestion, or motivation in 

the prior art that would have led one of ordinary skill to modify the prior art reference 

or to combine the prior art references to arrive at the claimed invention. 

36. I am informed that the existence of an explicit teaching, suggestion, or 

motivation to combine known elements of the prior art is a sufficient, but not a 

necessary, condition to a finding of obviousness. This so-called “teaching 

suggestion-motivation” test is not the exclusive test and is not to be applied rigidly 

in an obviousness analysis. In determining whether the subject matter of a patent 

claim is obvious, neither the particular motivation nor the avowed purpose of the 

patentee controls. Instead, the important consideration is the objective reach of the 

claim. In other words, if the claim extends to what is obvious, then the claim is 

invalid. I am further informed that the obviousness analysis often necessitates 

consideration of the interrelated teachings of multiple patents, the effects of demands 

known to the technological community or present in the marketplace, and the 

background knowledge possessed by a person having ordinary skill in the art. All of 

these issues may be considered to determine whether there was an apparent reason 

to combine the known elements in the fashion claimed by the patent. 

37. I also am informed that in conducting an obviousness analysis, a precise 

teaching directed to the specific subject matter of the challenged claim need not be 

sought out because it is appropriate to take account of the inferences and creative 
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steps that a person of ordinary skill in the art would employ. The prior art considered 

can be directed to any need or problem known in the field of endeavor at the time of 

invention and can provide a reason for combining the elements of the prior art in the 

manner claimed. In other words, the prior art need not be directed towards solving 

the same specific problem as the problem addressed by the patent. Further, the 

individual prior art references themselves need not all be directed towards solving 

the same problem. I am informed that common sense is important and should be 

considered. Common sense teaches that familiar items may have obvious uses 

beyond their primary purposes. 

38. I also am informed that the fact that a particular combination of prior 

art elements was “obvious to try” may indicate that the combination was obvious 

even if no one attempted the combination. If the combination was obvious to try 

(regardless of whether it was actually tried) or leads to anticipated success, then it is 

likely the result of ordinary skill and common sense rather than innovation. I am 

further informed that in many fields it may be that there is little discussion of obvious 

techniques or combinations, and it often may be the case that market demand, rather 

than scientific literature or knowledge, will drive the design of an invention. I am 

informed that an invention that is a combination of prior art must do more than yield 

predictable results to be non-obvious. 
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39. I am informed that for a patent claim to be obvious, the claim must be 

obvious to a person of ordinary skill in the art at the time of the invention. I am 

informed that the factors to consider in determining the level of ordinary skill in the 

art include (1) the educational level and experience of people working in the field at 

the time the invention was made, (2) the types of problems faced in the art and the 

solutions found to those problems, and (3) the sophistication of the technology in the 

field. 

40. I am informed that it is improper to combine references where the 

references teach away from their combination. I am informed that a reference may 

be said to teach away when a person of ordinary skill in the relevant art, upon reading 

the reference, would be discouraged from following the path set out in the reference, 

or would be led in a direction divergent from the path that was taken by the patent 

applicant. In general, a reference will teach away if it suggests that the line of 

development flowing from the reference’s disclosure is unlikely to be productive of 

the result sought by the patentee. I am informed that a reference teaches away, for 

example, if (1) the combination would produce a seemingly inoperative device, or 

(2) the references leave the impression that the product would not have the property 

sought by the patentee. I also am informed, however, that a reference does not teach 

away if it merely expresses a general preference for an alternative invention but does 
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not criticize, discredit, or otherwise discourage investigation into the invention 

claimed. 

41. I am informed that the final determination of obviousness must also 

consider “secondary considerations” if presented. In most instances, the patentee 

raises these secondary considerations of non-obviousness. In that context, the 

patentee argues an invention would not have been obvious in view of these 

considerations, which include: (a) commercial success of a product due to the merits 

of the claimed invention; (b) a long-felt, but unsatisfied need for the invention; (c) 

failure of others to find the solution provided by the claimed invention; (d) deliberate 

copying of the invention by others; (e) unexpected results achieved by the invention; 

(f) praise of the invention by others skilled in the art; (g) lack of independent 

simultaneous invention within a comparatively short space of time; (h) teaching 

away from the invention in the prior art. 

42. I am further informed that secondary considerations evidence is only 

relevant if the offering party establishes a connection, or nexus, between the 

evidence and the claimed invention. The nexus cannot be based on prior art features. 

The establishment of a nexus is a question of fact. While I understand that the Patent 

Owner here has not offered any secondary considerations at this time, I will 

supplement my opinions if the Patent Owner raises secondary considerations during 

this proceeding. 
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VI. OVERVIEW OF THE ’918 PATENT 

A. Brief Description of the ’918 Patent 

43. The ’918 Patent describes “methods and systems for flexibly 

monitoring, evaluating, and initiating actions to enforce security compliance 

policies.”  EX1001, 6:44-46.  FIG. 2 of the ’918 Patent (reproduced below) 

illustrates process 200 for “controlling the access of endpoint system 104 to host 

system 102.”   EX1001, 9:8-25. 
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44. Initially, “conditions” are identified for the system to monitor.  

EX1001, 9:39-44.  The ’918 Patent describes these “conditions” broadly, noting that 

“there are many different data sources and data elements that can be examined to 

assess the state of the endpoint, form compliance assessments, and ultimately make 

policy-based access control decisions regarding local and remote computing 

resources.”  Id.  The ’918 Patent includes a long list of “illustrative conditions,” 

which include, for example, “Installed service packs,” “Running applications,” 

“Antivirus scanning state (e.g. active, idle),” and “Date of last software update.”  See 

EX1001, 10:31-14:57. 

45. “Subsequent to identifying the various conditions to be monitored 

within endpoint system 104 (step 202), the various agents 104E and agent managers 

104D and agent monitor(s) 104C are identified and configured for monitoring those 

various conditions (step 204).”  EX1001, 14:58-62.  “Agents can be free standing 

external software applications, system services provided by the operating system or 

dedicated, special-purpose monitoring processes that are part of the monitored 

system itself.”  EX1001, 15:6-9.  In one example, “an agent manager 104D may be 

configured to query a vendor specific API exposed by a third party antivirus agent, 

may be configured to query an operating system service periodically to determine if 

the endpoint has an active network interface and if so, the IP address of that interface, 

etc.”  EX1001, 14:62-67. 
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46. Next, “there are . . . established rules and policies for controlling the 

access to local resources on the endpoint system 104 or remote host system 102 (step 

206).”  EX1001, 15:35-41.  “The policies established to control access to host system 

102 and/or access to local host resources 102G . . . , can specify a number of 

behavioral options for endpoint system 104.”  EX1001, 15:42-45.  “[C]onfiguration 

policies include both the configurable behaviors of the compliance analysis engine 

and the security policies of the systems,” including, for example, “[s]ampling 

interval,” an “[e]numerated list of compliance thresholds for different endpoint data 

elements,” “[p]assword expiration age or date,” and “[r]equired operating system 

patches to run a specific application.”  See EX1001, 15:50-21:8. 

47. Next, “the various condition data described above is collected by the 

agent managers through the agents (step 208) and then analyzed (step 210).”  

EX1001, 24:44-46.  “The analysis engine analytical model compares current 

condition information 104F, policies regarding those conditions 106B and makes 

action decisions resulting from those conditions and policies, using one or more 

analytical models.”  EX1001, 26:42-46.  The analysis engine 106C “initiates actions 

to permit, deny or control access to local and/or remote computing resources based 

on additional policies that identified permitted and/or denied actions when a 

noncompliance condition exists.”  EX1001, 26:46-50. 
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48. “[W]hen policy violations are detected it may be desired to take one or 

more discrete actions to either bring the endpoint into compliance, prevent harm 

from coming to the local and/or remote computers, restrict user actions, or perform 

any number of different actions (step 212).”  EX1001, 51:32-37.  “Policy actions 

may be endpoint actions allowed to take place because the endpoint system 104 is 

in compliance with security policies, actions to take to partially or wholly restrict 

access to endpoint resources because the endpoint system 104 is not in compliance 

with security policies, or a combination thereof.”  EX1001, 51:58-63.  Examples of 

endpoint policy actions include “[i]nitiate password reset,” “[d]elete a malicious 

file,” and/or “[p]ermit or deny network access to an enumerated list of IP addresses 

or IP network numbers.”  See EX1001, 52:18-54:10, 54:25-55:3.  This “process of 

managing the endpoint and host operations repeats as frequently as necessary (step 

214).”  EX1001, 51:43-45. 

B. File History of the ’918 Patent 

49. The ’918 Patent issued from U.S. Patent App. No. 15/470,509 (the ’509 

application).  The claims of the ’509 application were rejected for obviousness-type 

double patenting with respect to previously issued U.S. Patent Nos. 8,955,038 and 

9,608,997.  See EX1002, 114.  To overcome the double patenting rejection, the 

Applicant filed a terminal disclaimer.  See EX1002, 106. 
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50. In allowing the claims, the Examiner indicated that the “user interface,” 

“data store,” “one or more software services,” and “one or more hardware processors” 

limitations of the independent claims were taught by at least U.S. Publication No. 

2005/0086511 (“Balacheff”).  See EX1002, 69.  However, the Examiner did not 

believe that the prior art of which he was aware taught or suggested the combination 

of the remaining “receive,” “determine,” and “authorize” limitations of the 

independent claims.  See id.  However, the Examiner did not consider the Couillard 

reference relied upon in this petition, which alone and/or in combination with Freund 

teaches and suggests these limitations. 

C. Interpretation of the ’918 Patent Claims at Issue 

51. I understand that the terms that appear in the claims of the ’918 Patent 

should be interpreted according to their ordinary and customary meaning in light of 

the specification (EX1001) and prosecution file history (EX1002).  In determining 

the ordinary and customary meaning, I understand that the words of a claim are first 

given the plain meaning that those words would have had to one of ordinary skill at 

the time of the alleged invention.  I also understand that the structure of the claims, 

the specification and file history also may be used to better construe a claim insofar 

as the plain meaning of the claims cannot be understood.  Moreover, I understand 

that even treatises and dictionaries may be used, albeit under limited circumstances, 
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to determine the meaning attributed by one of ordinary skill to a claim term at the 

time of filing.   

52. I understand that in parallel litigation, certain parties have offered 

constructions of certain claim terms: 

Claim Term Plaintiff’s Construction Opposing Construction 

“compliance state of the 

endpoint” 

Plain meaning Level of compliance by 

the endpoint with 

compliance policy 

thresholds 

“compliance policies” Plain meaning The items on an endpoint 

to monitor, the analysis 

methods to use, and the 

permitted thresholds for 

the monitored items 

 

53. For the purposes of my analysis, I have been instructed to apply the 

plain and ordinary meaning to the claim terms at issue herein unless noted otherwise.  

For the above terms, based on the prior art’s description of the claimed elements 

being similar to that of the ’918 Patent specification and meeting any of the proposed 

or otherwise reasonable constructions, I understand that no formal claim 
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constructions are necessary at this stage in this proceeding because claim terms only 

need to be construed to the extent necessary to resolve a controversy. 

54. I also understand that the words of the claims should be interpreted as 

they would have been interpreted by one of ordinary skill at the time the invention 

was made (not today).  For purposes of my analysis here, I have used the December 

21, 2005 purported priority date of the ’918 Patent as the date of invention (i.e., the 

Critical Date).  Without exception, however, my analysis of the proper meaning of 

the recited claim elements in this declaration would be correct if the date of invention 

was earlier or later than 2005. 

VII. OVERVIEW OF THE CITED REFERENCES 

55. The general descriptions that I have provided for the following 

references and obvious modifications thereof are incorporated into each subsection 

and mapping of the claims that includes citations to these references. 

A. Couillard (EX1004) 

56. Couillard “relates to verification of compliance of a device connecting 

to a corporate network (for example a Local Area Network (LAN)) . . . and 

connection of the device according to a result of the compliance verification.”  

EX1004, [0002].  The system described by Couillard “protects existing corporate 

networks by only giving access to compliant workstations and by keeping vulnerable 
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systems out.”  EX1004, [0015].  “Non-compliant desktops and laptops can be 

automatically warned and/or quarantined until remediation.”  Id. 

57. Couillard’s system comprises “‘Compliancy Appliance Server’ (CAS) 

deployed centrally within the corporate network along with a lightweight 

Compliancy Security Agent (CSA) software installed on the workstations.”  

EX1004, [0040].  “The CAS operates as soon as a workstation plugs itself into any 

network port and a boot up of the device is detected 85.”  EX1004, [0045].  “At this 

point, the CAS transparently isolates 87, 88 the workstation within a ‘Compliancy 

VLAN’ (external to corporate resources) and performs 89, 90, 91, 92 a compliancy 

scan within a few milliseconds.”  Id.  “Based on the result of this scan 93, the 

workstation is then redirected either to its adequate ‘Production VLAN’ (if deemed 

compliant) 95 or, alternatively, it may be redirected to either a ‘Restricted VLAN’ 

with access to limited resources and where repairs and patch uploads may take place, 

or a ‘Quarantine VLAN’ to quarantine the workstation 94.”  Id.  As part of the 

process of sending the device to a different VLAN, the “CAS instructs CSA to close 

the SSL connection and to make an IP address release and wait a number of 

second[s] then start an IP address renew.”  Id.  “All of these actions are performed 

based on the compliancy scanning results and depend on the security policies 

programmed in the CAS by the corporate network administrators and security 

analysts.”  Id. 
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58. Couillard’s system allows an organization to define a set of Corporate 

Compliancy Rules (CCR), which are “compliancy process[es] through which is 

checked a state of the device.”  See EX1004, [0048], [0064].  “The state can be the 

presence or absence of any information on the device.”  EX1004, [0064].  For 

example, the CCRs may include “information concerning all the OS patches, the 

Antivirus, the spyware, the versions of any piece of software, etc.”  EX1004, [0064].  

The “CSA verifies the compliance of each rule in the set of rules transmitted by the 

CAS.”  See generally EX1004, [0129]-[0156].  “[A]s soon as a required rule is not 

complied with by a device, the device is deemed non-compliant.”  EX1004, [0061].  

“Corrections are made to the device and the process is repeated until the device is 

deemed compliant.”  Id.  “The corrections (remediation) can be made manually or 

automatically depending on the network settings.”  Id. 

59. Couillard describes the CSA as “lightweight . . . software installed on 

the workstations.”  EX1004, [0040].  FIG. 3 illustrates the CSA as including various 

functional components, such as a compliance verifier 72 that “obtain[s] the 

compliance verification results.”  EX1004, [0043].  However, beyond these and 

similarly high-level functional descriptions, Couillard does not dictate or otherwise 

limit the exact form that the CSA takes, such as the implementation details of the 

compliance verifier 72 or how it “obtain[s] the compliance verification results.”  See 
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id.  Thus, a POSITA would have naturally turned to other prior art and their own 

knowledge to provide these implementation details. 

B. Freund (EX1005) 

60. Freund relates to “system and methods for regulating access and 

maintaining security of individual computer systems and local area networks 

(LANs) connected to larger open networks (Wide Area Networks or WANs), 

including the Internet..”  EX1005, 1:25-30.  Like Couillard, Freund recognizes the 

security risks from more corporate computers and networks being connected to the 

Internet, including “attacks by perpetrators (hackers) capable of damaging the local 

computer systems, misuse these systems, or steal proprietary data and programs.”  

See EX1005, 1:58-2:14. 

61. To account for these security risks, Freund describes system and 

methods providing network administrators, workgroup supervisor[s], and individual 

PC users with the ability to monitor and regulate the kinds of exchanges permissible 

between one’s local computing environment and external network or WANs, 

including the Internet.”  EX1005, 3:41-46.  More specifically, the system “provides 

a client-side filter that is controlled by the centralized authority as long as the 

centralized authority has a way of enforcing non-compliance, for example, by 

blocking access to an open network, such as a WAN or the Internet.”  EX1005, 3:55-

59. 
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62. Like Couillard, Freund’s system includes two main structural 

components: “a client-based filter application (installed at each client), and a central 

supervisor application that maintains the access rules for the client based filter and 

verifies the existence and proper operation of the client-based filter application.”  

EX1005, FIG. 3A, 12:45-65, 14:52-15:11; EX1004, FIG. 3, [0040].  “The client-

based filter application, which in a preferred embodiment performs all of the 

monitoring, logging, and filtering work, is responsible for intercepting process 

loading and unloading,” as well as “keeping a list of currently active processes; . . . 

[and] intercepting and interpreting all TCP/IP communication and build[ing] a 

comprehensive representation of these TCP/IP activities.”  EX1005, 13:23-33.  The 

supervisor application, which is typically installed on a server computer that can be 

reached via a network by all monitored workstations, “monitors whether a client has 

the filter application loaded and provides the filter application with the rules for the 

specific user or workstation.”  EX1005, 13:66-14:5. 

63. In its “Overview” section, Freund also describes an “access 

management application [that] is employed by the LAN administrator, workgroup 

administrator, and/or LAN user to maintain a database of the access rules for the 

workstations being administrated.”  EX1005, 12:66-13:22.  However, Freund does 

not again refer to the access management application.  While Freund does not 

explicitly describe where the access management application would be 
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executed/hosted, a POSITA would have understood or at least found it obvious that 

in at least some of the embodiments disclosed in Freund, the access management 

application would be executed/hosted on the same server as the centralized 

supervisor application.  For example, Freund describes that the supervisor 

application “specifies rules which govern Internet access by the client computers 

including the particular client computer” and “provides the filter application with 

the rules for the specific user or workstation.”  EX1005, 5:38-41, 13:66-14:5.  Thus, 

even though Freund does not explicitly describe that the access management 

application and centralized supervisor application are executed/hosted on the same 

server, a POSITA would have understood or at least found it obvious that it would 

be particularly efficient to host the component that “specifies” and “provides” the 

rules (i.e., the centralized supervisor application) on the same server or server system 

that “maintain a database of the access rules” (i.e., the access management 

application).  See generally EX1005, 12:45-14:12. 

64. To perform the “monitoring, logging, and filtering work,” the client-

based filter application includes a data acquisition module 440, which is illustrated 

and described with respect to FIGS. 4 and 5.  See EX1005, 15:12-16:29, 20:50-

21:46.  The data acquisition module 440, which is preferably implemented as a 

Windows VxD driver, includes several “hooks” that allow the data acquisition 

module 440 to hook into various operating system components.  EX1005, 20:50-63.  
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For example, data acquisition module 440 includes a “File Hook 503” that “includes 

functionality allowing the driver 440 to hook into the file subsystem provided by the 

underlying operating system.”  EX1005, 20:54-57.  Similarly, “Process Hook 505” 

is a subcomponent that “hooks into the underlying operating system, [and] tracks all 

currently-executing applications or processes.”  EX1005, 20:57-60.  Each of these 

hooks “are capable of executing at ring 0--that is, execution at the highest privileged 

level of the operating system.”  EX1005, 20:60-63. 

C. An Obvious Combination of Couillard and Freund 

65. Both Couillard and Freund are analogous art in the same field of art as 

the ’918 Patent, which is at least as broad as controlling endpoint access to 

computing resources based on the evaluation and enforcement of a set of rules.  See 

EX1001, Abstract; EX1004, Abstract; EX1005, Abstract.  Given these similarities 

and based on at least the above noted teachings and their own knowledge, a POSITA 

would have found it obvious to look to the teachings of Freund when implementing 

certain features of Couillard’s system. 

66. In a first example, a POSITA would have recognized that Freund 

provides teachings of at least one obvious way to implement Couillard’s CSA to 

“obtain the compliance verification results.”  EX1004, [0043].  As described above, 

Freund teaches that client-based filter application includes a data acquisition module 

440 that includes several “hooks” that allow the data acquisition module 440 to hook 



Declaration of Dr. Markus Jakobsson 
U.S. Patent No. 9,923,918 

38 
 

into various operating system components and facilitate the “monitoring, logging, 

and filtering work” performed by the client-based filter application.  See EX1005, 

15:12-16:29, 20:50-21:46.  “By intercepting process loading and unloading and 

keeping a list of currently active processes, each client process can be checked for 

various characteristics, including checking executable names, version numbers, 

executable file checksums, version header details, configuration settings, and the 

like.”  EX1005, 13:34-39.  Similarly, “[b]y intercepting certain file activity and 

assigning them to the originating process, the system can track files being created 

and changed by any process in order to match TCP/IP activities with corresponding 

file activities.”  EX1005, 13:57-60. 

67. Like Freund’s client-based filter application, Couillard describes that 

its CSA determines the state for the device with respect to rules transmitted by the 

CAS, where the rules may include the presence, absence, or status of various 

information of the mobile device, including “any set up and configuration” data.  

EX1004, [0129]-[0156].  While Couillard does not dictate or otherwise limit how 

the CSA collects this compliancy information, a POSITA would have found it 

obvious to look to Freund (e.g., the various hooks utilized by Freund’s client-based 

filter application) to provide at least one obvious implementation of an element of 

the CSA for collecting at least a portion of the compliancy information.  As 

explained by Freund, hooking into operating system components (e.g., the Winsock 
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communication driver and/or file subsystem) was at least one known way to detect 

security features or attributes (e.g., checking configuration settings for currently 

active applications) used to evaluate compliance with security policies.  See 

EX1005, 13:23-65, 15:12-16:7, 20:50-63.  A POSITA would have been motivated 

to utilize Freund’s teachings, for example, because Freund teaches that these hooks 

execute “at ring 0,” which offers them the highest privilege level and therefore 

access to the greatest amount of relevant and secure information.  See EX1005, 

20:60-63.  Further, a POSITA would have recognized that Couillard and Freund 

monitor overlapping conditions (e.g., both monitor the list of running processes), 

and therefore would have naturally turned to Freund for implementation details on 

how to monitor these conditions.  See EX1004, [0144]-[0155]; EX1005, 13:23-65, 

20:50-63. 

68. A POSITA would have had a reasonable expectation of success in 

implementing this Couillard-Freund combination, because both systems are 

similarly structured (i.e., a central server maintaining and evaluating rules based on 

conditions that are monitored by software installed on endpoint/client devices), and 

the implementation details provided by Freund are intended for use in a similar 

operating system structure as described in Couillard (e.g., both Couillard and Freund 

describe the use of Microsoft Windows operating system on the endpoint/client 

devices).  See EX1004, [0040], [0142]; EX1005, 5:36-41, 7:13-30.  Furthermore, 
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this was a highly predictable art using well known techniques.  Thus, it would have 

been well within the skill of a POSITA to implement the Couillard-Freund 

combination. 

VIII. OVERVIEW OF UNPATENTABILITY GROUNDS 

Ground Claim(s) Prior Art Basis 
1 1, 7, 9, and 17 §103 – Couillard and Freund 

 

IX. GROUND 1:  COUILLARD AND FREUND RENDER OBVIOUS 
CLAIMS 1, 7, 9, AND 17 

A. Claim 1 

69. Claim 1 of the ’918 Patent recites: 
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70. As I explain in more detail below through my feature-by-feature 

analysis, Couillard and Freund disclose or render obvious claim 1. 

1. [1pre] A method for controlling the operation of an endpoint, 
comprising: 

71. To the extent the preamble is deemed to be limiting, the Couillard-

Freund combination renders it obvious.  Couillard describes a system with two 

primary elements: a “Compliancy Appliance Server (CAS) deployed centrally 

within the corporate network along with a lightweight Compliancy Security Agent 
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(CSA) software installed on the workstations.”  EX1004, [0040].  The CAS and 

CSAs work together to perform compliancy scans when a workstation attempts to 

log onto a corporate network.  See EX1004, [0045]-[0046].  As soon as a workstation 

plugs itself into a managed network, the CAS and CSA set up an SSL session during 

which the CAS transparently isolates the workstation within a “Compliancy VLAN” 

external to corporate resources and performs a compliancy scan.  EX1004, [0045]-

[0046].  Only after the workstation is determined to be complaint with the security 

policies programmed in the CAS by the corporate network administrators and 

security analysts will it be permitted to access the corporate resources.  EX1004, 

[0045]-[0046].  In this regard, “the CAS . . . provides corporate IT personnel the 

ability to monitor and control the entire corporate fleet of devices (laptop, desktop, 

PDA, etc.) used by users accessing the network.”  EX1004, [0051]1.  A POSITA 

would have understood that Couillard’s workstations/devices that include a 

Compliancy Security Agent (CSA) are “endpoints,” as that term is used in the ’918 

Patent.  EX1001, 7:61-8:1 (“endpoint system 104 comprises any processing system 

capable of interconnecting with host system 102, for example: a laptop computer, 

personal computer, server system, enterprise system, personal digital assistant, 

cellular telephone, smart telephone or other personal device, or any other processing 

                                                 
 
1 Emphasis added throughout unless otherwise noted. 
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system capable of remotely accessing host system 102 for the purpose of accessing 

the resources available there on.”). 

2. [1a] providing a user interface, at a computing system that is 
remote from the endpoint, configured to allow configuration 
of a plurality of policies; 

72. Couillard teaches that the actions of the system “are performed based 

on the compliancy scanning results and depend on the security policies programmed 

in the CAS by the corporate network administrators and security analysts,” and 

uses for example a “Microsoft-based Management Console (MMC) . . . use[d] on a 

daily basis to monitor, manage and query desktops, laptops, servers, networks and 

other LAN resources.”  EX1004, [0045].  Thus, the security policies are programmed 

into the Compliancy Appliance Server (CAS) side 76. 

73. With respect to FIG. 2, Couillard teaches that its “invention is 

composed of a OSI Layer-2 Network Appliance, the ‘Compliancy Appliance Server’ 

(CAS) deployed centrally within the corporate network along with a lightweight 

Compliancy Security Agent (CSA) software installed on the workstations.”  

EX1004, [0040].  The CSAs on the workstations communicate with the central CAS 

via TCP/IP connection.  See EX1004, [0041].  Couillard further teaches that the 

“term ‘corporate network’ is intended to cover a Local Area Network (LAN), a 

Metropolitan Area Network (MAN) and a Wide Area Network (WAN).”  EX1004, 

[0018].  Accordingly, at least where the corporate network encompasses a MAN or 
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WAN—networks in which components are often separated into remote geographic 

locations—a POSITA would have understood or at least found it obvious that the 

Compliancy Appliance Server (CAS) side 76 into which the security policies are 

programmed is remote from at least some of the workstations/client devices that 

include the Compliancy Security Agents (CSAs).  See EX1004, FIG. 3, [0018]; see 

also [0051] (explaining that “the entire corporate fleet of devices” includes mobile 

devices such as laptops and PDAs that would have been able to connect wirelessly 

via WAN). 

74. Couillard teaches that the “system is preferably accessible within an 

administrator management interface, such as the Microsoft-based Management 

Console (MMC), which network and system administrators are already familiar with 

and use on a daily basis to monitor, manage and query desktops, laptops, servers, 

networks and other LAN resources.”  EX1004, [0053].  The proposed UI is custom, 

for example “preferably implemented in small software items called “snap-in”” built 

over MMC.”  EX1004, [0053].  As noted above, Couillard teaches that “the security 

policies [are] programmed in the CAS,” so a POSITA would have understood or at 

least found it obvious that the CAS would include the administrator management 

interface through which at least some of those policies (e.g., rules) are programmed.  

EX1004, [0045].  Furthermore, it was well known in the art to specify security 

policies through a central server. 
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75. For example, as I described in my overview of Freund (Section VII.B), 

Freund describes an “access management application [that] is employed by the LAN 

administrator, workgroup administrator, and/or LAN user to maintain a database of 

the access rules for the workstations being administrated.”  EX1005, 12:66-13:22.  

And with respect to FIGS. 7A-K, Freund “illustrate[s] a preferred user interface or 

‘wizard’ dialogs for configuring rules.”  EX1005, 24:16-17.  Freund does not 

explicitly describe where the access management application and/or rule wizard 

interface would be executed/hosted.2  However, Freund describes that the supervisor 

application—which is hosted on the server accessed by the client workstations—

“specifies rules which govern Internet access by the client computers including the 

particular client computer” and “provides the filter application with the rules for the 

specific user or workstation.”  EX1005, 5:38-41, 13:66-14:5.  Thus, even though 

Freund does not explicitly state that the access management application and 

centralized supervisor application are executed/hosted on the same server, a 

POSITA would have understood or at least found it obvious that it would be practical 

                                                 
 
2 This contrasts with the separate user interface illustrated in FIGS. 6A-E, which 

Freund describes specifically as provided by the client-side monitoring component, 

and would therefore be executed on the client workstations on which the client-

side monitoring component is installed.  EX1005, 12:54-61, 22:44-47. 
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and efficient to host the component that “specifies” and “provides” the rules (i.e., 

the centralized supervisor application) on the same server or server system that 

“maintain[s] a database of the access rules” (i.e., the access management 

application).  See generally EX1005, 12:45-14:12. 

76. Because Freund does not separately specify a server or other device for 

the access management application and/or rule wizard interface in the Internet-based 

(client/server) system 300 illustrated in FIG. 3A, there are only a finite and limited 

number of provided devices on which to execute/host the access management 

application and/or rule wizard interface.  See EX1005, 14:52-15:11.  A POSITA thus 

would have found at least the server 321, which also executes/hosts the supervisor 

component 323, to have been a logical host for the access management application 

and/or rule wizard interface for at least the reasons noted above.  When applied in 

the context of Couillard’s system, a POSITA would have understood Freund’s 

similar teachings to describe or at least suggest that Couillard’s administrator 

management interface through which the system’s security policies are configured 

would be executed/hosted at the central server that also stores those same rules.  

Alternatively and furthermore, a POSITA would also have found it obvious, based 

on the aforementioned teachings of Couillard in view of Freund, that one way to 

configure policies would be utilizing a server-based user interface such as that 
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depicted by Freund, for a centrally located user interface to manage policies system-

wide. 

77. Thus, the Couillard-Freund combination teaches or at least renders 

obvious “providing a user interface, at a computing system that is remote from the 

endpoint, configured to allow configuration of a plurality of policies,” as recited in 

1[a]. 

3. [1b] maintaining the plurality of policies in a data store on the 
computing system; 

78. Couillard describes a “Block and Scan” method that “consists in 

‘Blocking’ any workstation from entering the corporate network, that is blocking it 

before it obtains an IP address, and ‘Scanning’ it to make sure it is compliant with 

corporate policies (operating systems, hot fixes, security patches, antivirus 

software, etc.).”  EX1004, [0014].  As I described with respect to 1[a], Couillard 

teaches that the actions of the system “are performed based on the compliancy 

scanning results and depend on the security policies programmed in the CAS by the 

corporate network administrators and security analysts.”  EX1004, [0045].  Thus, 

these policies define “what is allowed, what is tolerated and what is blocked, in terms 

of antivirus software, operating systems, and associated security patches and 

signature files,” etc.  EX1004, [0014], [0048]. 

79. Couillard describes that these security policies can comprise Corporate 

Compliancy Rules (CCRs).  EX1004, [0064].  For example, Couillard describes that 
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the CCRs are each “a compliancy process through which is checked a state of the 

device.”  EX1004, [0064].  Consistent with Couillard’s description of the security 

policies, Couillard describes that the CCRs may, for example, “include[] information 

concerning all the OS patches, the Antivirus, the spyware, the versions of any piece 

of software, etc.”  EX1004, [0064].  “The state can be the presence or absence of 

any information on the device.”  EX1004, [0064].  The CCRs may include both 

detection rules (a “rule which is able to identify different characteristics of the 

device”) and compliancy rules (a rule that “can be the presence or the absence or the 

status of” various conditions of the device).  See EX1004, [0129]-[0156].  “For 

example, in the case a Norton Antivirus software was detected in the detection rule, 

a version and signature file may be checked in the compliance rule to ensure that the 

proper virus definitions are used by the device.”  EX1004, [0156].  Thus, a “plurality 

of policies,” as recited in 1[b], is shown by at least any of the following: (1) detection 

rules, (2) compliancy rules, or (3) sets of rules applicable to different communities.  

EX1004, [0099], [0110]-[0111], [0127-128], [0142]-[0143], [0198] (discussing sets 

of rules). 

80. The plurality of policies are maintained in a data store on the computing 

system.  Couillard teaches that the Compliancy Appliance Server (CAS) side 76 is 

preferably designed as a “UNIX-O/S based appliance (OpenBSD ver, 3.5) for the 

Network Kernel built on carrier-grade Intel servers with redundant components 
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(power Supplies, fans, hardware-based RAID storage, network interface cards).”  

EX1004, [0055]-[0056].  As shown in FIG. 3, Couillard teaches that the CAS 

includes compliance rules 79 (i.e., CCRs), and later describes that, once the CCRs 

have been defined by the administrator, they “are stored in the Compliancy 

Appliance Server (CAS).”  EX1004, [0065]-[0066]; see also [0130], [0142] (CAS 

sends detection and compliancy rules to CSA).  The CCRs “can be any electronic 

format of data sitting on a Computer hard disk device or in a memory of a Computer 

device.”  EX1004, [0064]. 

4. [1c] identifying, from the plurality of policies, a plurality of 
operating conditions on the endpoint to evaluate; 

81. Couillard describes that every time a device attempts to sign into the 

corporate network via the CAS, the CAS asks the CSA on the device to submit a 

Signed Community File (SCF).  EX1004, [0098].  “The SCF is a signed file allowing 

the CAS to determine which community the device is identified to and therefore 

which set of compliancy rules [i.e., CCRs] applies.”  EX1004, [0099].  An 

administrator can “define as many communities as the corporation needs,” and “[i]t 

is possible to define an unlimited number of communities.”  EX1004, [0100].  For 

example, for the “Partner” community, “the devices are allowed to enter on the 

corporate network frequently but are not allowed to access sensitive resources,” so 

a “single <<presence of>> Antivirus software [rule] may be sufficient.”  EX1004, 

[0108].  On the other hand, for the regular staff community, “the set of compliancy 
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rules for this community will be much more thorough than that of visitors, 

consultants or partners because the staff will have access to most of the corporate 

network resources and confidential corporate information like client files.”  EX1004, 

[0110]. 

82. Couillard describes that the first set of rules applicable for the submitted 

SCF that are sent to the CSA of the device requesting access to the corporate network 

are “detection rules.”  See EX1004, [0129]-[0130].  As described above, the 

“detection rule is a rule which is able to identify different characteristics of the 

device such as” the presence or the absence of “[a]ny Operating System (O/S) type 

and version,” “[a]ny Antivirus Software installed,” or “[a]ny running process on the 

device.”  EX1004, [0130]-[0132].  “The detection rules are used to tell the CAS on 

what type of device the compliance verification will be performed.”  EX1004, 

[0142].  “CSA sends the results of detection rules and CAS analyses the detection 

rule results, and determine[s] and sends to the CSA the proper set of 

<<compliancy>> rules to check on the device.”  EX1004, [0142].  Couillard 

identifies various operating conditions (in addition to user identifiers) that can be 

evaluated with compliancy rules, with results sent from the CSA to CAS for analysis.  

EX1004, [0143]-[0158]. 
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83. The following diagram illustrates the sets of policies stored in the CAS 

and how each is selected for a given device requesting access to the corporate 

network: 

 

Thus, (1) the CSA of a device requesting access sends its Signed Community File 

(SCF) to the CAS (see EX1004, [0098]-[0112], [0197]); (2) the CAS selects a set of 

detection rules applicable for the submitted SCF and sends them to the CSA of the 

requesting device (see EX1004, [0129]-[0141], [0197]); (3) CSA sends the results 

of detection rules and CAS analyses the detection rule results (see EX1004, [0142], 

[0197]); (4) the CAS determines and sends to the CSA the proper set of compliancy 

rules to evaluate on the requesting device (see EX1004, [0142]-[0156], [0198]); and 
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(5) the CSA checks the compliancy rules and sends results to the CAS for 

determination of compliance (EX1004, [0157]-[0158]). 

84. A POSITA would have understood or at least found it obvious that the 

detection rules and/or compliancy rules include a plurality of operating conditions 

on the endpoint (e.g., installed antivirus software, running processes, registry key 

data and state, firewall activation, signature files, etc.) to monitor on the device.  See 

EX1004, [0130]-[0146]; see also EX1004, [0051] (“the CAS also provides corporate 

IT personnel the ability to monitor and control the entire corporate fleet of 

devices….”).  Couillard further discloses that “as soon as a required rule is not 

complied with by a device, the device is deemed non-compliant,” with an option to 

notify end-users “when their workstations are ‘no longer’ compliant,” and that the 

“process is repeated until the device is deemed compliant,” such as through 

correcting the non-compliant state (e.g., missing running process or antivirus 

software).  EX1004, [0050]-[0051], [0061]. 

85. Thus, when the CAS identifies the set of detection rules applicable for 

the SCF submitted by the CSA of a device requesting access and/or the applicable 

compliancy rules, a POSITA would have understood or at least found it obvious that 

the CAS is “identifying, from the plurality of policies [i.e., all detection rules and/or 

compliancy rules for all communities], a plurality of operating conditions on the 

endpoint to evaluate [i.e., the operating conditions specified in the detection rules 
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and/or compliancy rules applicable for the community to which the SCF of the 

requesting device is associated],” as recited in 1[c].  See EX1004, [0142]-[0156]. 

5. [1d] configuring one or more software services provided by an 
operating system on the endpoint to monitor the plurality of 
operating conditions; 

86. Couillard generally teaches that the “CSA verifies the compliance of 

each rule in the set of rules transmitted by the CAS.”  EX1004, [0143].  FIG. 3 

illustrates the CSA as including various components, such as a compliance verifier 

72 that “obtain[s] the compliance verification results.”  EX1004, [0043].  However, 

as I described in my overview of Couillard and the obvious combination of Couillard 

and Freund (Sections VII.A and VII.C), Couillard does not dictate or otherwise limit 

the form that the CSA takes, such as the implementation details of the compliance 

verifier 72 or how it “obtain[s] the compliance verification results.”  See id. 

87. Thus, for at least the reasons described above in my overview of the 

obvious combination of Couillard and Freund (Section VII.C), a POSITA would 

have found it obvious to look to Freund (e.g., the implementation of Freund’s 

monitor and data acquisition module 440 and associated hooks) to provide at least 

one obvious implementation of an element of the CSA for collecting data about the 

operating conditions specified in the CCRs (and/or compliancy rules and/or 

detection rules).  Like Couillard, Freund’s system includes two main components: 

“a client-based filter application (installed at each client), and a central supervisor 
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application that maintains the access rules for the client based filter and verifies the 

existence and proper operation of the client-based filter application.”  EX1005, FIG. 

3A, 12:45-65, 14:52-15:11; EX1004, FIG. 3, [0040].  “The client-based filter 

application, which in a preferred embodiment performs all of the monitoring, 

logging, and filtering work, is responsible for intercepting process loading and 

unloading,” as well as “keeping a list of currently active processes; . . . [and] 

intercepting and interpreting all TCP/IP communication and build[ing] a 

comprehensive representation of these TCP/IP activities.”  EX1005, 13:23-33. 

88. In order to perform the “monitoring, logging, and filtering work,” 

Freund’s client-based filter application includes a data acquisition module 440, 

which is illustrated and described with respect to FIGS. 4 and 5.  See EX1005, 15:12-

16:29, 20:50-21:46.  The data acquisition module 440, which is preferably 

implemented as a Windows VxD driver, includes several “hooks” that allow the data 

acquisition module 440 to hook into various operating system components.  

EX1005, 20:50-63.  For example, data acquisition module 440 includes a “File Hook 

503” that “includes functionality allowing the driver 440 to hook into the file 

subsystem provided by the underlying operating system.”  EX1005, 20:54-57.  

Similarly, “Process Hook 505” is a subcomponent that “hooks into the underlying 

operating system, [and] tracks all currently-executing applications or processes.”  

EX1005, 20:57-60.  Each of these hooks “are capable of executing at ring 0--that is, 
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execution at the highest privileged level of the operating system.”  EX1005, 20:60-

63. 

89. A POSITA would have known that: 

In the Microsoft Windows operating system, a hook is a mechanism by 

which a function can intercept events (messages, mouse actions, 

keystrokes) before they reach an application. The function can act on 

events and can, in some cases, modify or discard these events. 

Functions that receive events are called filter functions and are 

classified according to the type of event they intercept.  . . . For 

Windows, the filter function must be installed—that is, attached—to 

a Windows hook (for example, to a keyboard hook) to be called. 

Attaching one or more filter functions to a hook is known as setting 

a hook.  . . . The Win32® (a trademark of Microsoft Corporation) 

Application Programming Interface (API) provides a set of functions 

to access and modify: the z-order list; the windows position and styles; 

and the hook operating system mechanism.  . . . In the Microsoft 

Windows Operating System environment, a Hook Filter is a dynamic 

library registered at the system level. To set such filter, it is necessary 

to initialise and configure the Hook mechanism using the 

SetWindowsHook Win32® API (Application Programming Interface). 

EX1008, 4:52-4:5, 6:5-12.  Thus, a POSITA would have known or at least found it 

obvious that the hooks provided by the Win32 API that comes installed with 

Microsoft Windows operating system are “software services provided by an 

operating system on the endpoint.”  Further, a POSITA would have understood or at 
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least found it obvious that to utilize these hooks “it is necessary to initialise and 

configure the Hook mechanism using the SetWindowsHook Win32® API,” and 

thus the process of setting a hook requires configuring a software service provided 

by an operating system on the endpoint.  EX1008, 6:5-12. 

90. Based on these teachings and for the reasons outlined above in my 

overview of the obvious combination of Couillard and Freund (Section VII.C), a 

POSITA would have found it obvious to implement at least one element of 

Couillard’s CSA (e.g., the compliance verifier 72 or a portion thereof) to collect at 

least a portion of the data about the operating conditions specified in the CCRs 

(and/or detection rules and/or compliancy rules) in association with step 126 and/or 

127 of Couillard’s FIG. 6 by setting one or more hooks into the operating system of 

the device on which the CSA is installed.  Having set these hooks, the CSA would 

have been able to “intercept[] process loading and unloading and keep[] a list of 

currently active processes,” which would have allowed the CSA to “check[] for 

various characteristics, including checking executable names, version numbers, 

executable file checksums, version header details, configuration settings, and the 

like,” as taught by Freund.  EX1006, 13:34-39.  Couillard’s CSA would have used 

these various characteristics with respect to the CCRs (and/or detection rules and/or 

compliancy rules) being evaluated by the CSA and CAS for compliancy, and for the 

operating conditions specified in Couillard.  See EX1004, [0129]-[0156] (describing 
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step 126 of verifying compliance of a device); see also EX1004, [0051] (“the CAS 

also provides corporate IT personnel the ability to monitor and control the entire 

corporate fleet of devices….”). 

91. Under this obvious implementation of the combined teachings of 

Couillard and Freund, Couillard’s CSA would “configur[e] one or more software 

services provided by an operating system on the endpoint to monitor the plurality of 

operating conditions,” as recited in 1[d]. 

6. [1e] receiving, across a network, at the computing system, 
status information about the plurality of operating conditions 
on the endpoint, gathered by the one or more software 
services on the endpoint, and user information that identifies 
a user of the endpoint; 

92. Couillard teaches that, after the CSA verifies compliance for the device 

for each rule applicable for the submitted SCF in step 126 of FIG. 6, the “CSA 

transmits a message to CAS containing the result of compliance verification for each 

rule.”  EX1004, FIG. 6, [0157]-[0158].  The “CSA, after checking all the compliancy 

rules status, transmits to CAS the results of each rule.”  EX1004, [0158].  The results 

sent to the CAS show the claimed status information about the plurality of operating 

conditions. 

93. Couillard teaches that the CAS receives status information about 

operating conditions specified in each of the detection and compliancy rules.  As 

described with respect to 1[b], the CCRs include both the detection rules (a “rule 



Declaration of Dr. Markus Jakobsson 
U.S. Patent No. 9,923,918 

58 
 

which is able to identify different characteristics of the device”) and the compliancy 

rules (a rule that “can be the presence or the absence or the status of” various 

conditions of the device).  See EX1004, [0129]-[0156].  As shown in FIG. 6 and 

explained with respect to steps 125 and 126, Couillard teaches that the proper set of 

compliancy rules to evaluate on the device is determined from the detection rules.  

See EX1004, [0142].  Thus, as described with respect to 1[c], the CSA first sends 

status information associated with the detection rules to the CAS to get the proper 

set of compliancy rules.  See EX1004, [0142].  Thereafter, the “CSA verifies the 

compliance of each rule in the set of rules transmitted by the CAS,” and “transmits 

a message to CAS containing the result of compliance verification for each rule [i.e., 

status information about the operating conditions specified in the compliancy 

rules].”  See EX1004, [0143]-[0158]. 

94. Here, the “computing system” recited in 1[e] includes at least the 

Compliancy Appliance Server (CAS) side 76, the “endpoint” recited in 1[e] is the 

device requesting access to the corporate network, and the “one or more software 

services” that gather the “status information about the plurality of operating 

conditions” recited in 1[e] are the hooks that are configured by the Compliancy 

Security Agent (CSA) side 70, as described with respect to 1[d].  The 

communications between the CAS and the CSA happen over a Secure Sockets Layer 

(SSL) connection via the CSA’s network (e.g., TCP/IP connection 53), and therefore 
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happen “across a network,” as recited in 1[e].  See EX1004, FIG. 2, [0041], [0071]-

[0072], [0096]-[0097]. 

95. Moreover, Couillard teaches that the CAS (i.e., the “computing 

system”) receives “user information that identifies a user of the endpoint,” as recited 

in 1[e].  Specifically, Couillard describes that the detection rules and compliancy 

rules can include information about “[a]ny device or user identifier.”  EX1004, 

[0141], [0154].  In at least those implementation where one of the detection rules or 

compliancy rules includes information about a “user identifier,” the CAS would 

receive “user information that identifies a user of the endpoint” as part of the 

message containing “the results of detection rules” or “containing the result of 

compliance verification for each [compliancy] rule” described with respect to step 

127.  See EX1004, [0142], [0143] (“CSA verifies the compliance of each rule in the 

set of rules transmitted by the CAS”), [0157] (“CSA transmits a message to CAS 

containing the result of compliance verification for each rule”).  Furthermore, a 

POSITA would have been motivated to utilize the “user identifier” for various 

reasons, including that it is one of a limited number of options.  It also supports 

customizing access to specific users or groups of users, which was well-known and 

beneficial (e.g., different authorization might be appropriate for sales, engineers, 

executives, third parties, visitors, specific individuals, etc.). 
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96. Additionally, the Signed Community File (SCF) sent by the CSA to the 

CAS is also “user information that identifies a user of the endpoint,” as recited in 

1[e].  As described with respect to 1[c], supra, the CAS utilizes the SCF to determine 

the applicable CCRs (and/or detection and/or compliancy rules) to send back to the 

CSA.  See EX1004, [0127]-[0128].  While Couillard describes that the CAS uses the 

SCF “to determine which community the device is identified to,” the communities 

are each described with respect to the role of the user of the device (e.g., “visitor,” 

“partner,” “consultant,” “regular staff,” etc.).  See EX1004, [0099]-[0112].  Further, 

Couillard elsewhere describes that the SCF identifies the user’s community.  See 

EX1004, [0189] (“The reason for a non accurate integrity of the SCF is typically a 

user's attempt to change his community signed file to lower or try to avoid the 

compliancy check.”).  Thus, a POSITA would have understood or at least found it 

obvious from these teachings that SCF sent by the CSA to the CAS is also “user 

information that identifies a user of the endpoint,” as recited in 1[e]. 

7. [1f] determining, by the computing system, a compliance state 
of the endpoint based on the user information and status 
information, and a plurality of compliance policies in the data 
store; 

97. Couillard describes that the “CSA, after checking all the compliancy 

rules status, transmits to CAS the results of each rule.”  EX1004, [0157]-[0158].  

Then, Couillard describes that, in step 128, the “CAS analyses [the results from the 

CSA] and decides if the device is compliant or not with the rules.”  EX1004, [0159]-
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[0164].  “The CAS decision about the compliancy is to check if all required rules are 

respected.”  EX1004, [0163].  “A required rule is a rule where a non compliancy will 

block the device from logging onto the network.”  EX1004, [0162]. 

98. Couillard provides an example: 

[A] compliant device could be defined by a network administrator as a 

device having its O/S up to date with the latest Security OS patches 

from the manufacturer plus an Antivirus Software version up to date 

and up and running with the last signature file from the Antivirus 

manufacturer. In this example, the CAS would have four required rules. 

One rule for the O/S patches, one rule for the Antivirus Software 

version, one rule to confirm if the Antivirus is running of the device 

and the last one to check if the Antivirus has the latest virus signature 

file from the Antivirus manufacturer.  A compliant device will have a 

successful compliancy verification if all four compliancy rules are 

respected. The CAS analyses all the rules and make the compliancy 

decision. 

EX1004, [0163]-[0164]. 

99. In this example, the CAS “determin[es] . . .  a compliance state of the 

endpoint based on . . . the status information, and a plurality of compliance policies 

[e.g., the four required rules] in the data store,” as recited in 1[f].  The “compliance 

state of the endpoint” would be the determination by the CAS of whether “the device 

is compliant or not with the compliancy rules” (e.g., “O/S up to date with the latest 

Security OS patches from the manufacturer”) and whether each rule is an 
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“informative,” “advisable,” or “mandatory” rule.  See EX1004, [0159]-[0163].  The 

“status information” is the message transmitted from the CSA to the CAS containing 

the results of the compliance verification for each rule.  See EX1004, [0157]-[0158].  

And the “plurality of compliance policies in the data store” are the proper set of 

compliancy rules checked by the CSA, which as noted in 1[b] are stored in the data 

store.  See EX1004, [0142]-[0158]. 

100. The compliance state of the endpoint is “based on” the status 

information received with respect to each of the detection and compliancy rules.  As 

described with respect to 1[b], the CCRs include both the detection rules (a “rule 

which is able to identify different characteristics of the device”) and the compliancy 

rules (a rule that “can be the presence or the absence or the status of” various 

conditions of the device).  See EX1004, [0129]-[0156].  As shown in FIG. 6 and 

explained with respect to steps 125 and 126, Couillard teaches that the proper set of 

compliancy rules to evaluate on the device is determined from the detection rules.  

See EX1004, [0142].  Thus, as described with respect to 1[c], the CSA first sends 

status information associated with the detection rules to the CAS to get the proper 

set of compliancy rules.  See EX1004, [0142].  Thereafter, the “CSA verifies the 

compliance of each rule in the set of rules transmitted by the CAS,” and “transmits 

a message to CAS containing the result of compliance verification for each rule [i.e., 

the compliancy rules associated with the detection rules],” which the CAS “analyses 
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and decides if the device is compliant or not with the rules.”  See EX1004, [0143]-

[0159], [0163]-[0164].  Because the status information associated with the 

compliancy rules is sent by the CSA after and as a result of the initial status 

information associated with the detection rules, the compliance state of the endpoint 

is “based on” the status information received by the CAS from the CSA with respect 

to each of the detection and compliancy rules.  See generally EX1004, [0127]-

[0159], [0163]-[0164]. 

101. As described with respect to 1[e], supra, Couillard describes that the 

compliancy rules can include information about “[a]ny device or user identifier.”  

EX1004, [0154].  Because Couillard describes this “user identifier” as part of the 

compliancy rules, it would necessarily be a part of the message transmitted to the by 

the CSA to the CAS “containing the result of compliance verification for each rule,” 

and would form part of the basis upon which the “CAS analyses and decides if the 

device is compliant or not with the rules.”  See EX1004, [0157]-[0159].  From these 

teachings, a POSITA would have understood or at least found it obvious that, in 

those implementations in which the CCRs include the status of a “user identifier,” 

the CAS “determining . . . a compliance state of the endpoint” would be based on 

the “user identifier.” 

102. As further noted for 1[e], supra, the SCF of Couillard also constitutes 

the claimed “the user information” sent from the CSA to CAS. As described for 1[d], 
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the SCF determines the detection rules that are applied, which determines which 

compliancy rules apply.  Hence, the applicable set of rules depends on the SCF, and 

the SCF is thus also “user information” that the claimed compliance state is “based 

on.” 

103. Couillard describes that “[c]ompliancy rules can be the presence or the 

absence or the status of,” for example, “[a]ny Operating System (O/S) type and 

version,” configuration data, antivirus version, and/or “[a]ny software status (i.e. 

Antivirus is up and running, personal firewall is activated, etc.).”  See EX1004, 

[0144]-[0155].  Accordingly, these compliancy rules include the items on an 

endpoint to monitor, the analysis methods to use, and the permitted thresholds for 

the monitored items.  See EX1004, [0144]-[0155]. 

8. 1[g] authorizing access by the endpoint to a computing 
resource on the network, authorization being determined by 
the remote computing system in response to the compliance 
state; and 

104. As I described with respect to 1[f], Couillard’s “CAS analyses and 

decides if the device is compliant or not with the rules.”  EX1004, [0159]-[0164].  

Couillard describes that the “CAS can manage many different types of rules.”  

EX1004, [0161].  One type of rule is a “required rule,” which “is a rule where a non 

compliancy will block the device from logging onto the network.”  EX1004, [0162].  

If the CAS determines that a device is not in compliance with a “required rule,” the 

“device is then put in quarantine until the time a remediation is applied.”  EX1004, 
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[0162].  On the other hand, if the CAS determines that a device is compliant with all 

of the applicable rules, the CAS assigns the device to the “production VLAN,” where 

it gains access to the corporate network and associated resources.  See EX1004, 

[0044]-[0045], [0165]-[0167]. 

105. To put a device into any of the production, quarantine, or restricted 

VLANs, the CAS “sends a <<change VLAN>> request to CAS SNMP server with 

the device MAC address and device production VLAN assignment.”  EX1004, 

[0166], [0192].  As part of the process of sending the device to a different VLAN, 

the “CAS instructs CSA to close the SSL connection and to make an IP address 

release and wait a number of second[s] then start an IP address renew.”  See EX1004, 

[0175].  Thus, by transferring a compliant device to the production VLAN, the CAS 

is “authorizing access by the endpoint to a computing resource on the network, 

authorization being determined by the remote computing system [i.e., at least 

Couillard’s CAS] in response to the compliance state,” as recited in 1[g]. 

106. Beyond moving the device to a particular VLAN, another action that 

the CAS remotely initiates based on the compliance state of the device is to initiate 

remediation.  See EX1004, [0061], [0161]-[0162].  Specifically, Couillard teaches 

that “[t]he only way to make [a non-compliant] device compliant again is by having 

the device go through the same compliancy verification process” after “[c]orrections 

are made to the device.”  See EX1004, [0061].  “The corrections (remediation) can 
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be made manually or automatically depending on the network settings.”  EX1004, 

[0061].  The CAS can also provide a notification of non-compliance.  EX1004, 

[0050]. 

107. In one example, Couillard describes that the “device can also be fixed 

with a CAS automated integrated patch management tool.”  EX1004, [0162].  In 

other words, the CAS automatically fixes the device via the integrated patch 

management tool.  A POSITA would have understood or at least found it obvious 

that the automatic remediation provided by Couillard’s CAS includes “authorizing 

access by the endpoint to a computing resource on the network [i.e., the patch that 

remediates the compliancy issue], authorization being determined by the remote 

computing system [i.e., at least the CAS] in response to the compliance state [i.e., in 

response to a determination that the device is non-complaint],” as recited in 1[g]. 

9. 1[h] continuing to monitor the compliance state by the 
endpoint and restricting access to the computing resource if 
the compliance state changes. 

108. A POSITA would have understood or at least found it obvious that the 

detection rules and/or compliancy rules include a plurality of operating conditions 

on the endpoint (e.g., installed antivirus software, running processes, registry key 

data and state, firewall activation, signature files, etc.) to evaluate on the device.  See 

EX1004, [0130]-[0146].  Couillard further discloses that “as soon as a required rule 

is not complied with by a device, the device is deemed non-compliant,” with an 
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option to notify end-users “when their workstations are ‘no longer’ compliant . . . 

while allowing them to access network resources during a predetermined ‘grace 

period,’” and that the “process is repeated until the device is deemed compliant,” 

such as through correcting the non-compliant state (e.g., missing running process or 

antivirus software).  EX1004, [0050]-[0051], [0061].  Thus, Couillard teaches 

“continuing to monitor the compliance state by the endpoint and restricting access 

to the computing resource if the compliance state changes.” 

109. Moreover, it would have been alternatively obvious to a POSITA to 

configure the CSA to continuously monitor operating conditions specified in the 

detection rules and associated compliancy rules and restrict access if the compliance 

state changes, after an initial verification, because a POSITA would have known that 

the state of a device is often continuously changing during its operation and that such 

changes may render the device non-compliant or alter the relevant compliancy rules.  

See, e.g., EX1004, [0050] (describing the ability of the CAS to notify end-users 

when their workstations are no longer compliant); EX1005, 4:5-28 (describing 

ongoing rules that need to be continuously monitored, such as the “total time a user 

can be connected,” and that some rules may be enforced at certain times of day); 

EX1005, 5:53-6:20 (similar, also describing monitor that blocks improper attempts 

to access internet).  For example, a user might improperly close or uninstall required 

software, move files to unauthorized locations, download prohibited files or delete 
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required files, alter registry entries, roll back a required patch, or change 

configuration data.  EX1004 [0130]-[0156].  Moreover, as I described above in 

greater detail with respect to 1[g], Couillard describes that non-compliant devices 

are given an opportunity to remediate issues and recheck their verification state, 

which would lead to multiple, successive checks of the operating conditions 

identified in the detection rules and associated compliancy rules.  See EX1004, 

[0061], [01609]-[0163], [0190]-[0195].  Thus, a POSITA would have been 

motivated to implement Couillard’s CAS and CSA to “continu[e] to monitor the 

compliance state by the endpoint and restricting access to the computing resource if 

the compliance state changes,” because it would have ensured ongoing security of 

the corporate network. 

B. Claim 7 

110. Claim 7 of the ’918 Patent recites: 

 

111. As I described above with respect to 1[f], Couillard describes that, in 

step 128, the “CAS analyses and decides if the device is compliant or not with the 

rules.”  EX1004, [0159]-[0164].  “The CAS decision about the compliancy is to 

check if all required rules are respected.”  EX1004, [0163].  “A required rule is a 
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rule where a non compliancy will block the device from logging onto the network.”  

EX1004, [0162]. 

112. Couillard provides an example: 

[A] compliant device could be defined by a network administrator as a 

device having its O/S up to date with the latest Security OS patches 

from the manufacturer plus an Antivirus Software version up to date 

and up and running with the last signature file from the Antivirus 

manufacturer. In this example, the CAS would have four required rules. 

One rule for the O/S patches, one rule for the Antivirus Software 

version, one rule to confirm if the Antivirus is running of the device 

and the last one to check if the Antivirus has the latest virus signature 

file from the Antivirus manufacturer.  A compliant device will have a 

successful compliancy verification if all four compliancy rules are 

respected. The CAS analyses all the rules and make the compliancy 

decision. 

EX1004, [0163]-[0164].  In this example, a POSITA would have understood or at 

least found it obvious that at least the rules for “confirm[ing] if the Antivirus is 

running of the device,” OS and antivirus version, and “check[ing] if the Antivirus 

has the latest virus signature file from the Antivirus manufacturer” are “software 

conditions,” as recited in [7], because they are conditions of software.  Furthermore, 

software conditions for detection rules and/or compliancy rules include at least 

presence, absence, or status of:  antivirus software installed, registry key data and 

state, spyware, file format or program size/date stamp/folder location, running 
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processes, set up and configuration data, and software status (e.g., is antivirus or 

firewall running).  EX1004, [0130]-[0156]. 

C. Claim 9 

113. Claim 9 of the ’918 Patent recites: 

 

114. As I explain in more detail below through my feature-by-feature 

analysis, Couillard and Freund disclose or render obvious claim 9. 
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1. 9[pre] A non-transitory computer readable medium 
containing computer instructions for controlling the 
operation of an endpoint, comprising: 

115. Limitation 9[pre] is substantively similar to limitation 1[pre] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[pre].  

Furthermore, Couillard teaches that “the CAS is preferably designed” as a “UNIX-

O/S based appliance (OpenBSD ver, 3.5) for the Network Kernel built on carrier-

grade Intel servers with redundant components (power Supplies, fans, hardware-

based RAID storage, network interface cards).”  EX1004, [0055]-[0056].  A 

POSITA would have understood or at least found it obvious that a CAS implemented 

in this fashion would have included a “non-transitory computer readable medium 

containing computer instructions” for performing the functions of the CAS, because 

Intel servers running UNIX-O/S were known to employ Intel processors executing 

computer instructions stored on a computer readable medium (e.g., in the RAID 

storage).  It is apparent, or at least obvious, that the remaining elements would have 

been implemented via instructions in “non-transitory computer readable medium.” 
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2. 9[a] providing a user interface, at a computing system that is 
remote from the endpoint, configured to allow configuration 
of a plurality of policies; 

116. Limitation 9[a] is substantively similar to limitation 1[a] and is 

therefore taught by or at least render obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[a]. 

3. 9[b] maintaining the plurality of policies in a data store on the 
computing system; 

117. Limitation 9[b] is substantively similar to limitation 1[b] and is 

therefore taught by or at least render obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[b]. 

4. 9[c] identifying, from the plurality of policies, a plurality of 
operating conditions on the endpoint to evaluate; 

118. Limitation 9[c] is substantively similar to limitation 1[c] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[c]. 

5. 9[d] configuring one or more software services provided by an 
operating system on the endpoint to monitor the plurality of 
operating conditions; 

119. Limitation 9[d] is substantively similar to limitation 1[d] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[d]. 
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6. 9[e] receiving, across a network, at the computing system, 
status information about the plurality of operating conditions 
on the endpoint, gathered by the one or more software 
services on the endpoint, and user information that identifies 
a user of the endpoint; 

120. Limitation 9[e] is substantively similar to limitation 1[e] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[e]. 

7. 9[f] determining, by the computing system, a compliance state 
of the endpoint based on the user information and status 
information, and a plurality of compliance policies in the data 
store; 

121. Limitation 11[f] is substantively similar to limitation 1[f] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[f]. 

8. 9[g] authorizing access by the endpoint to a computing 
resource on the network, authorization being determined by 
the remote computing system in response to the compliance 
state; and 

122. Limitation 9[g] is substantively similar to limitation 1[g] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[g]. 
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9. 9[h] continuing to monitor the compliance state by the 
endpoint and restricting access to the computing resource if 
the compliance state changes. 

123. Limitation 9[h] is substantively similar to limitation 1[h] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[h]. 

D. Claim 17 

124. Claim 17 of the ’918 Patent recites: 
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125. As I explain in more detail below through my feature-by-feature 

analysis, Couillard and Freund disclose or render obvious claim 17. 

1. 17[pre] A system for controlling the operation of an endpoint, 
comprising: 

126. Limitation 17[pre] is substantively similar to limitation 1[pre] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[pre].  

Furthermore, Couillard teaches that its invention provides “a system for verifying 

compliance of a device wanting to access a corporate network and OSI layer 2 

connecting of the device using the compliance verification.”  EX1004, [0017].  The 

system taught by Couillard that provides the functionality described with respect to 

claim 1 is illustrated in at least FIGS. 2 and 3.  EX1004, [0021]-[0022], [0040]-

[0044]. 

2. 17[a] a user interface, provided by a computing system remote 
from the end point, configured to allow configuration of a 
plurality of policies; 

127. Limitation 17[a] is substantively similar to limitation 1[a] and is 

therefore taught by or at least render obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[a]. 
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3. 17[b] a data store, at the computing system, that contains the 
plurality of policies; 

128. Limitation 17[b] is substantively similar to limitation 1[b] and is 

therefore taught by or at least render obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[b]. 

4. 17[c] one or more software services provided by an operating 
system on the endpoint configured to evaluate a plurality of 
operating conditions identified in the plurality of policies; and 

129. Limitation 17[c] is substantively similar to limitation 1[d] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[d]. 

5. 17[d] one or more hardware processors at the computing 
system configured to: 

130. Couillard teaches that the Compliancy Appliance Server (CAS) side 76 

is preferably designed as a “UNIX-O/S based appliance (OpenBSD ver, 3.5) for the 

Network Kernel built on carrier-grade Intel servers with redundant components 

(power Supplies, fans, hardware-based RAID storage, network interface cards).”  

EX1004, [0055]-[0056].  As described with respect to 11[pre], Intel servers running 

UNIX-O/S were known to employ Intel processors executing computer instructions 

stored on a computer readable medium (e.g., in the RAID storage).  Thus, a POSITA 

would have known or at least found it obvious that Couillard’s CAS included “one 

or more hardware processors at the computing system configured to” perform the 

various functions described with respect to the CAS and elements 17[d.i]-[d.iii], and 
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indeed a PHOSITA would have known that such computer functions were ordinarily 

carried out by hardware processor configured to implement them. 

6. 17[d.i] receive, across a network, at the computing system, 
status information about the plurality of operating conditions 
on the endpoint, gathered by the one or more software 
services on the endpoint, and user information that identifies 
a user of the endpoint, 

131. Limitation 17[d.i] is substantively similar to limitation 1[e] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[e]. 

7. 21[d.ii] determine, by the computing system, a compliance 
state of the endpoint based on the user information and status 
information, and a plurality of compliance policies in the data 
store, and 

132. Limitation 17[d.ii] is substantively similar to limitation 1[f] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[f]. 

8. 17[d.iii] authorize access by the endpoint to a computing 
resource on the network, authorization being determined by 
the remote computing system in response to the compliance 
state. 

133. Limitation 17[d.iii] is substantively similar to limitation 1[g] and is 

therefore taught by or at least rendered obvious by the combination of Couillard and 

Freund for at least the same reasons described above with respect to 1[g]. 
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X. ADDITIONAL REMARKS 

I currently hold the opinions expressed in this declaration.  But my analysis 

may continue, and I may acquire additional information and/or attain supplemental 

insights that may result in added observations. 

I hereby declare that all statements made are of my own knowledge are true 

and that all statements made on information and belief are believed to be true.  I 

further declare that these statements were made with the knowledge that willful false 

statements and the like so made are punishable by fine or imprisonment, or both, 

under Section 1001 of the Title 18 of the United States Code and that such willful 

false statements may jeopardize the validity of this proceeding. 

 

Dated:       By:        
       Dr. Markus Jakobsson 
 
 

Markus Jakobsson
October 24, 2023
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CV and Research Statement

Markus Jakobsson
www.linkedin.com/in/markusjakobsson

www.markus-jakobsson.com

1 At a Glance

• Focus. Identification of security problems, trends and solution along four
axes – computational, structural, physical and social; quantitative and
qualitative fraud analysis; development of disruptive security technologies.

• Education. PhD (Computer Science/Cryptography, University of Cali-
fornia at San Diego, 1997); MSc (Computer Science, University of Cali-
fornia at San Diego, 1994); MSc (Computer Engineering, Lund Institute
of Technology, Sweden, 1993).

• Large research labs. San Diego Supercomputer Center (Researcher,
1996-1997); Bell Labs (Member of Technical Staff, 1997-2001); RSA Labs
(Principal Research Scientist, 2001-2004); Xerox PARC (Principal Scien-
tist, 2008-2010); PayPal (Principal Scientist of Consumer Security, Di-
rector, 2010-2013); Qualcomm (Senior Director, 2013-2015); Agari (Chief
Scientist, 2016–2018); Amber Solutions Inc (Chief of Security and Data
Analytics, 2018 – 2019); ByteDance (Principal Scientist, 2020-2021)

• Academia. New York University (Adjunct Associate Professor, 2002-
2004); Indiana University (Associate Professor & Associate Director, 2004-
2008; Adjunct Associate Professor, 2008-2016).

• Entrepreneurial activity. ZapFraud (Anti-scam technology; CTO and
founder, 2012-current); RavenWhite Security (Authentication solutions;
CTO and founder, 2005-); RightQuestion (Consulting; Founder, 2007-
current); FatSkunk (Malware detection; CTO and founder, 2009-2013 –
FatSkunk was acquired by Qualcomm); LifeLock (Id theft protection;
Member of fraud advisory board, 2009-2013); CellFony (Mobile security;
Member of technical advisory board, 2009-2013); PopGiro (User Reputa-
tion; Member of technical advisory board, 2012-2013); MobiSocial (Social
networking, Member of technical advisory board, 2013); Cequence Security
(Anti-fraud, Member of technical advisory board, 2013–current)

• Anti-fraud consulting. KommuneData [Danish govt. entity] (1996);
J.P. Morgan Chase (2006-2007); PayPal (2007-2011); Boku (2009-2010);
Western Union (2009-2010).
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• Intellectual Property, Testifying Expert Witness. Inventor of 100+
patents; expert witness in 25+ patent litigation cases (McDermott, Will
& Emery; Bereskin & Parr; WilmerHale; Hunton & Williams; Quinn
Emanuel Urquhart & Sullivan; Freed & Weiss; Berry & Domer; Fish &
Richardson; DLA Piper; Cipher Law Group; Keker & Van Nest). Details
and references upon request.

• Publications. Books: Phishing and Countermeasures: Understanding
the Increasing Problem of Electronic Identity Theft (Wiley, 2006); Crime-
ware: Understanding New Attacks and Defenses (Symantec Press, 2008);
Towards Trustworthy Elections: New Directions in Electronic Voting (Springer
Verlag, 2010); Mobile Authentication: Problems and Solutions )Springer
Verlag, 2012); The Death of the Internet (Wiley, 2012); Understanding
Social Engineering (Springer Verlag, 2016); Security, Privacy and User
Interaction (Springer Verlag, 2020); 100+ peer-reviewed publications

2 At a Glance
Ten years before Bitcoin was created, I formalized the notion of Proof of Work
and described its use for mining of crypto payments. I later developed energy-
efficient alternatives to this paradigm, and showed how to enable mining on
mobile devices, which is not possible for Bitcoin. I am the founder of the aca-
demic discipline of phishing and have developed techniques to predict fraud
trends years before they emerge, enabling countermeasures to be developed be-
fore they are needed. I developed the notion of implicit authentication, which
is now ubiquitous; I also founded a company that developed the first retroac-
tive virus detection technology, with guarantees of detection; the company was
acquired by Qualcomm in 2013. I have worked as chief scientist and similar
positions in startups as well as industry behemoths, such as PayPal. I have
several hundred patents to my name and am a prominent security researcher
with hundreds of peer reviewed publications and an array of textbooks. My
1997 PhD thesis, from University of California at San Diego, was on distributed
electronic payment systems with revocable privacy.

3 Work History (Highlights)

1. Member of Technical Staff, Bell Labs (1997-2001). Markus was
part of the security research group at Bell Labs. He formalized the notion
of proof of work, later an integral part of BitCoin.

2. Principal Scientist, RSA Labs (2001-2005). Markus posited that
phishing would become a mainstream problem, and developed ethical tech-
niques for identifying likely trends based on human subject experiments.

3. Associate Professor, Indiana University (2005-2008). Markus was
hired to lead the newly formed security group at Indiana University, and
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created a research group comprising approximately 10 professors and 30
students, studying social engineering and fraud.

4. Principal Scientist, Xerox PARC (2008-2010). Markus was hired to
lead the research efforts of the Xerox PARC security group, and developed
the notion of implicit authentication, a technology that is now ubiquitous.

5. Principal Scientist, PayPal (2010-2013). Markus did research on
security and user interfaces, and developed techniques to reduce the losses
associated with liar buyer fraud.

6. Senior Director, Qualcomm (2013-2016). Qualcomm acquires FatSkunk,
a company founded by Markus. At FatSkunk, Markus developed retroac-
tive malware detection with provable security guarantees. A simplified
version of this is now deployed with almost all Qualcomm chipsets.

7. Chief Scientist, Agari (2016-2018). Markus developed a technique to
acquire fraudster intelligence by compromising scammer email accounts –
while staying within the law – resulting in the extradition of several African
scam lords to the U.S.

8. Chief of Security and Data Analytics, Amber Solutions (2018-
2020). Markus developed usable configuration methods supporting im-
proved security and privacy for IoT installations.

9. Chief Scientist, ByteDance (2020-2021). Markus oversaw the estab-
lishment of a research group and a research agenda at ByteDance, and
contributed to their intellectual property and product security.

10. Chief Scientist, Artema LABS (2021-). Managing the research,
product strategy, and patent strategy for Artema LABS, a Los Angeles
based startup in the Crypto/NFT sector.

4 Publication List

Books (1-8); book chapters, journals, conference publications and other scientific
publications (9-147), issued /published U.S. patents (148-234). For an updated
list, and for international patents, please see www.markus-jakobsson.com/publications
and appropriate patent search engines.
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