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ERROR DETECTION AND FAULT 
SOLATION FOR LOCKSTEP PROCESSOR 

SYSTEMS 

This invention was made with Government support 
under Contract F29601-89-C-0089, awarded by the U.S. Air 
Force. The Government has certain rights in this invention. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

This invention relates to So-called lockStep processor 
Systems. That is, Systems with at least two processors 
(commonly designated as master and Slave) processing 
independently, but in lockStep, the same task with their 
independently generated results compared in order to detect 
an error originating in one processor. More particularly, the 
invention relates to an improved lockStep processor System 
that provides partial fault isolation in addition to error 
detection. 

2. Description of the Prior Art 
In general, prior art lockStep processor Systems are 

designed to detect a failure, and do not typically include 
hardware and/or Software to isolate the Source of the error or 
the processor (master or slave) where the error occurred. 
More specifically, in lockStep processors, typically the 

outputs are tied together. One of the processors is declared 
as the master and is allowed to drive the outputs, while the 
other processor is the Slave and is only allowed to receive on 
its outputs. The Slave processor compares the master's 
outputs with its internal outputs to ensure that they are the 
Same. If on a line-by-line basis the outputs do not match, the 
whole system is stopped due to an error. The problem with 
this method is the lack of ability to isolate the failure to 
either the master or the Slave processor, Since typically code 
checking is not used on these lines and a consequential lack 
of ability to recover from a failure by operating in a 
degraded mode but without stopping the processor. 
A classical lockStep technique, implemented with respect 

to the central output bus, is shown in FIG. 1. Classical 
lockStep techniques are only concerned about control lines 
during cycles they are transmitting data. A bit-by-bit com 
pare is performed between the data that is internally gener 
ated by one processor (Slave processor) and data that has 
been placed on the external lines by the other processor 
(master processor). This comparison is valid only during 
cycles where data is being Sent from the master processor. 
The comparison logic is activated in the slave processor and 
upon detecting any difference between the processor gener 
ated outputs on corresponding lines, the slave processor 
Stops the System and waits for Some higher level to initiate 
isolation and recovery actions. 

In lockStep processors, the I/O bus is typically compared 
only during the cycles that the processor is transmitting data 
to an I/O device. When the processors are receiving data 
from an I/O device, the lockStep processors rely on internal 
data checking to find errors or rely on the processors 
eventually getting out of Sync as a result of the errors. Once 
out of Sync, the processors are stopped since there is no 
method in the prior art lockStep processor System to deter 
mine which processor is at fault. One object of this invention 
is to determine whether the master or Slave processor has 
failed, to recover from the failure by decoding error 
detection, and, in addition, to provide lockStep coverage 
when receiving data from an I/O device. 

In the prior art, detection of errors on input lines to 
lockStep processors, after their Synchronization, has essen 
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2 
tially been ignored. An assumption has been that both 
processors saw the same error and would respond in the 
Same manner. If only one processor Saw an error, the 
processors would no longer be Synchronized. This lack of 
Synchronization would eventually be detected at an output; 
but the only recovery action would be to reset the system. 
Another object of this invention is to detect error inputs to 
dual lockStep processors, isolate error inputs to a single 
processor before it corrupts the System, and disable the 
processor with error inputs. 

Lines to a processor that are only inputs typically use 
either interrupt/error buSSes or control busses. In general 
Such buSSes are protected from errors by at least one of the 
following four methods: parity checking, code checking, 
duplication, or protocol checking. A typical input bus of this 
type, with its corresponding checking, is shown in FIG. 1. 

In the classical dual lockStep processor configuration, one 
processor is the master, and it communicates with memory 
and I/O devices, while the other processor is the slave and 
it compares the outputs from the master to its internally 
generated Signals to ensure that the master processor is 
Synchronized with the Slave. If the processors are not 
Synchronized, the System is stopped. 
Due to the large width of the memory address bus, a 

popular method of detecting any address failure is to per 
form lockStep comparison on the processor chips. The 
master processor and Slave processor Share the memory 
address lines. The master processor is allowed to drive the 
address and the Slave processor compares what the master 
has driven to what the Slave has generated internally on a 
bit-by-bit basis. If an error is detected, the System is stopped 
Since comparison checks indicate only that there was a 
failure but not who failed. With this prior art method there 
is no isolation and the System cannot automatically change 
to a degraded mode of operation. A significant delay is 
incurred to attempt to isolate the error in prior art lockStep 
processor Systems. In addition, the current method can only 
isolate the failure if the failure is detectable by the diagnostic 
routines, i.e. the error is not transient. 

In prior art lockStep processor Systems, the memory data 
buS is compared only during the cycles that the processor is 
Writing memory. When the processor is reading memory, the 
lockStep processors rely on internal checking of the data to 
find errors or rely on the processors eventually getting out of 
Sync. Once out of Sync, the processors will be Stopped since 
there is no method to determine who is at fault. An object of 
this invention is to determine whether the master or slave 
processor has failed, to recover from the failure by degrad 
ing error detection, and to provide error coverage during 
Subsequent memory reads. 

SUMMARY OF THE INVENTION 

The previously Stated Specific objects of the invention can 
be Summarized as the provision of a lockStep processor 
System which has error isolation built into the System and 
provides, in a large number of instances of detected error, 
high Speed recovery with only Small changes to current 
lockStep processor Systems. 

Briefly, this invention contemplates the provision of a 
lockStep processor System which adds error detection, 
isolation, and recovery logic to one or more lockStep pro 
ceSSor System functions, namely, control outputs, processor 
inputs, I/O busses, memory address busses, and memory 
data busses. 

For the control outputs, both lockStep processors and a 
receiver function are used to detect an error, isolate the 
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failure causing the error, and recover from the failure. Both 
processors and the receiver function use a common clocking 
Source. Both processors generate parity over their respective 
control lines in Sending control commands to the receiving 
function. The receiving function receives the control lines 
from each processor independently, checks the lines, per 
forms a bit compare to detect and isolate any error, and 
transmits good control outputs for later use. AS part of the 
process of isolating a Source of an error as occurring in the 
master or slave processor, the receiving function also deter 
mines if the System can recover from the error and, if 
recoverable, the receiving function notifies the processors to 
disable the lockStep function and disable the failing proces 
SO. 

The processor inputs are checked using checking logic 
and communication Signals between the processors. Each 
processor notifies the other processor if it has detected an 
error, isolates the failure, and initiates recovery actions. To 
ensure that the processors are Synchronized from a cycle 
perspective, a common clock Source is used to drive both 
processors. 

I/O buSSes are large and typically include Some form of 
redundancy checking, Such as parity. Both processors have 
the Same I/OS, allowing communication between the pro 
ceSSors concerning any detected errors. This allows both 
processors to be identical and allows either to be declared 
the master and the other processor declared the slave. When 
transmitting data to an I/O device, error detection and fault 
isolation from a lockStep error is the responsibility of the 
Slave processor, while recovery is primarily performed by 
the Slave processor with help from the master processor. 
When receiving data from an I/O device, detection, 
isolation, and recovery is jointly performed by both the 
master and Slave processors. 
Due to the large width of the memory address bus, a 

commonly used method to detect any address failure is to 
perform a lockStep comparison on the processor chips. 
Faults are isolated by adding parity generation to the 
memory address lines, and checking functions to memory 
function in addition to the lockStep processors. The memory 
data bus uses a Suitable error correcting code for the memory 
buSSes in the lockStep processor System. Checking, fault 
isolation, and fault recovery occur on the processors them 
Selves, for memory write operations, error detection and 
fault isolation is the responsibility of the Slave processor and 
recovery is primarily performed by the slave processor. For 
memory read operations, detection, isolation, and recovery 
is jointly performed by the master and Slave processor. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The foregoing and other objects, aspects and advantages 
will be better understood from the following detailed 
description of a preferred embodiment of the invention with 
reference to the drawings, in which: 

FIG. 1 is a simplified block diagram of a classical 
implementation of a lockStep processor System. 

FIG. 2 is a block diagram of a lockStep processor System 
with fault isolation in the control output busses. 

FIG. 3 is a block diagram of the receiver function shown 
in FIG. 2. 

FIG. 4 is a block diagram of a lockStep processor System 
with fault isolation in the control input busses. 

FIG. 5 is a block diagram of a lockStep processor System 
with fault isolation in the control I/O busses. 

FIG. 6 is a block diagram of detection, isolation, and 
recovery logic for a processor shown in FIG. 5. 
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4 
FIG. 7 is a block diagram of a lockStep processor System 

with fault isolation in the control memory function address 
buSSes. 

FIG. 8 is a block diagram of detection, isolation, and 
recovery logic for a processor shown in FIG. 7. 

FIG. 9 is a block diagram of a lockStep processor System 
with fault isolation in the control memory data busses. 

FIG. 10 is a block diagram of detection, isolation, and 
recovery logic for a processor shown in FIG. 9. 

DETAILED DESCRIPTION OF A PREFERRED 
EMBODIMENT OF THE INVENTION 

Referring now to FIG. 2, in accordance with the teachings 
of this invention, a receiver function 10 serves to detect and 
isolate faults in the control outputs of lockStep processors 1 
and 2. A common clock Source (not shown) is coupled to the 
processors 1 and 2 and to the receiver function 10. Each of 
the lockStep processors generates a parity bit for its control 
output, which parity bit is transmitted to the receiving 
function along with its control output. Referring now to FIG. 
3, the receiver function 10 receives each control output and 
its parity Signal independently. Parity logic 20 detects any 
parity error in the control output of processor 1 and parity 
logic 22 detects any parity error in the control output of 
processor 2. The outputs of parity logic 20 and 22 are 
coupled as inputs to error detection and isolation logic 24, 
whose outputs include a control output Select Signal coupled 
to Selector 26, a processor 1 disable output, a processor 2 
disable output, and a lockStep disable output. In addition to 
the parity check logic, the receiver function 10 includes bit 
compare logic 28 which performs a bit-by-bit comparison of 
control outputs of lockStep processors 1 and 2 The output of 
the bit compare logic 28 is coupled as another input to the 
error detection and isolation logic 24. 

For each control output line Set, parity generation is added 
to the processor chip. In the Simplest case, a parity generator 
is fed by the control signals. But a preferable method is to 
predict parity of the control lines from the same signals used 
to generate the control Signals. 

In operation, the isolation function determines what 
recovery action must be invoked. If an error is found in 
parity checking a particular processor's lines, and no bit 
compare error is found, either the processor's parity gen 
eration logic or its checking logic has failed; therefore, the 
lockStep feature and that processor are disabled and the other 
processor is made active, if it is not already the active 
processor. If an error is found in parity checking a proces 
Sor's lines and a bit compare error is detected, either the 
processor's control generation logic or the receiving func 
tion receivers have failed; therefore, recovery is performed 
as in the previous case. If no parity checks are detected but 
a bit compare error is detected, the processors are out of Sync 
and the System must be stopped. If parity checks are detected 
on both processor's lines, the System is stopped due to a 
major failure in either both processors or the receiving 
function. 

Referring now to FIG. 4, it shows the checking, isolation, 
notification, and recovery logic for a typical Set of input 
buSSes to the lockStep processors, which in this exemplary 
embodiment, includes parity check bits. An input bus 32 
(including parity) is driven to each processor 1 and 2 
Simultaneously to ensure that the processors are Synchro 
nized. Using the same net to drive the inputs, the processors 
1 and 2 See the exact same Signal in the same clock cycle. 
Since either processor can be master or Slave, the same logic 
is used for both. In addition to parity checking logic (i.e. 
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parity check logic 34 for processor 1 and parity check logic 
36 for processor 2) this embodiment of the invention also 
includes protocol check logic 38 for processor 1 and proto 
col check logic 40 for processor 2. The outputs of parity 
check logic 34 and protocol check logic 38 for processor 1 
are coupled to isolation and recovery logic 42 for processor 
1. Similarly, the outputs of parity check logic 36 and 
protocol check logic 40 for processor 2 are coupled to 
isolation and recovery logic 44 for processor 2. In addition, 
any error Signal from processor 1 error detection logic is 
coupled to isolation and recovery logic 44 Simultaneously as 
it is coupled to isolation and recovery logic 42. Similarly, an 
error Signal from processor 2 error detection logic is coupled 
to isolation and recovery logic 42 Simultaneously as it is 
coupled to isolation and recovery logic 44. 

If either processor has detected an error on its inputs, both 
processors analyze the error to isolate the failure and to 
determine what corrective action is to be taken. The isolation 
method will be explained from the point of view of proces 
Sor 1. If processor 1 detects an error, and processor 2 does 
not detect an error, it is assumed that processor 1 has an 
internal problem. If processor 1 does not detect a failure, and 
processor 2 notifies processor 1 that it has detected an error, 
it is assumed that processor 2 has an internal problem. If 
both processors detect an error, it is assumed that either the 
driving function has failed or that there is a failure on the 
processor System board. Similarly, the same isolation deci 
Sions are made when we look at processor 2. 

Having isolated the failure, the System determines auto 
matically what recovery action should be initiated. If the 
failure is determined to be in the driving function, or on the 
board, the master processor initiates a normal recovery 
technique for that error or Stops the System Since no recovery 
is possible. Looking at the recovery actions for a particular 
processor requires knowing which processor is master and 
which processor is slave. If the Slave processor has deter 
mined that it has failed, the Slave processor degrades the 
System fault detection by Simply disabling itself and dis 
abling the lockStep feature on both processors. If the master 
processor has determined that the Slave has failed, the master 
processor degrades the System fault detection by disabling 
the lockStep feature on both processors and notifying the 
Slave processor to disable itself. If the master processor 
detects that it is in error, the master processor degrades the 
System fault detection by disabling the lockStep feature on 
both processors, disabling itself, and then notifying the Slave 
processor to become the active processor. If the Slave 
processor detects that the master processor has failed, the 
Slave processor degrades the System fault detection by 
disabling the lockStep feature on both processors, disabling 
the master processor, and then allowing itself to become the 
active processor. The corrective action to each potential 
error condition is shown in Table 1. 

TABLE 1. 

Input Error Scenarios 

Master Slave Action Explanation 

No Error No Error None 
No Error Error Degrade Fault Detection Slave Processor 

Has Failed 
Error No Error Degrade Fault Detection, Master Processor 

Slave Made Active Has Failed 
Error Error Stop the System Error External to the 

Processors 

With the exception of Stopping the System, the recovery 
actions are invisible to the System. For errors that cause the 
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6 
System to be Stopped, a checkStop signal is raised as Soon as 
possible to ensure that no errors are propagated to the rest of 
the System. Any areas that the error may have propagated 
will require resetting to a known condition. If the Slave 
processor is in error, the master processor ignores all lines 
from the slave processor Starting with the cycle after the 
failure is detected. The Slave processor is then Stopped as 
quickly as possible. If the master processor has failed, the 
degradation of fault tolerance and making the Slave proces 
Sor active processor is performed on a cycle boundary and 
is completed before the corrupted data can affect the outputs 
of the master processor. Referring now to FIG. 5, processors 
1 and 2 each have the same inputs and the Same outputs over 
I/O bus 50. This allows communications between the pro 
ceSSorS concerning any errorS detected; either processor can 
be designated master and the other designated slave. Since 
I/O buSSes are large and typically are covered by Some form 
of redundancy checking Such as parity, all checking, fault 
isolation, and fault recovery will occur on the processors 
themselves. When transmitting data to an I/O device, error 
detection and fault isolation from a lockstep error will be the 
responsibility of the slave processor, while recovery will be 
primarily performed by the slave processor with help from 
the master processor. When receiving data from an I/O 
device, detection, isolation, and recovery will be jointly 
performed by both the master and the Slave processor. 
To simplify discussion of the detection, isolation, and 

recovery actions, the internal design of a single processor is 
shown in FIG. 6. As shown in FIG. 6, the I/O transmit and 
receive paths are normally Separate until the paths physically 
reach the transceiver; thus, simplifying the logic for Send 
and receive fault detection and isolation. On the master 
processor, the transceiver direction is controlled directly by 
the processor I/O controller; thus acting as it would in a 
non-lockStep mode. On the Slave processor, the transceiver 
direction will be controlled by both the processor I/O 
controller as well as the lockstep control logic. When 
receiving data from an I/O device, both the master and Slave 
processors are in a receive mode to assure that the data is 
received during the Same processor cycle. Since only the 
master is allowed to physically Send data to an I/O device, 
the Slave processor remains in receive mode during I/O 
writes to allow the Slave processor to monitor the data being 
driven from the master processor. 

Since the detection, isolation and recovery activities are 
independent for Send and receive operations, the two will be 
described Separately. When receiving, the data is read by 
both processors during the valid cycle. Each processor will 
perform a coding check to detect if any errors have occurred. 
After performing the check each processor will notify the 
other processor of the Status of its receive function. If neither 
processor detects an error, processing will continue as 
normal. If both detect an error the system will stop since the 
error will be either an I/O device failure or a processor 
System board failure. If a processor detects an error when the 
other processor detected no error, the detecting processor 
will be assumed to have failed, will be stopped, and lockStep 
disabled. If the slave detects the error, the other processor 
continues as normal; if the master detects the error, the Slave 
processor will be made the active processor and operation 
will continue in a degraded error detection mode. The error 
recovery Scenarios for I/O receive operations are shown in 
Table 2. 
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TABLE 2 

Error Scenarios for I/O Receive Operations 

Master Slave 
Code Check Code Check Action Explanation 

No Error No Error None 
No Error Error Degrade Fault Tolerance, Failure in 

Disable Slave Slave Processor 
Processor 

Error No Error Degrade Fault Tolerance, Failure in 
Switch Masters Master Processor 

Error Error Stop System Major I/O Device 
or Board Failure 

When initiating the above actions, care was taken to 
ensure that the changes are invisible to the System. If the 
Slave is determined to have failed, the master ignores all 
lines from the slave the cycle after the failure is detected. If 
the master is determined to have failed when receiving data, 
the degradation of the fault tolerance and the changing the 
Slave processor to the active processor occurs on a cycle 
boundary and is completed before the corrupted data can 
affect any output lines. The Stopping of the System due to a 
major failure occurs as quickly as possible to prevent the 
error from being propagated in the System. 

During an I/O Send operation, only the Slave processor is 
involved with lockStep error detection, isolation and recov 
ery. During the Send, the Slave processor's transceivers are 
placed in receive mode and the data is Sampled only when 
it is valid on the bus. A coding check is performed on the 
data Sampled from the bus to detect the presence of Single 
errors. A coding check is also performed on the data gen 
erated by the Slave processor. This check is performed 
during the same cycle as the cycle in which data from the 
master processor is checked. In addition, a bit-by-bit com 
pare between the internally generated data and the external 
data is performed to aid in fault isolation. For example, if no 
coding check is detected on either bus but a miscompare 
occurs, the System is Stopped because the processors are out 
of Sync. If an error is detected on only one of the data busses 
and a miscompare is detected, the failed processor is stopped 
and the System continues to operate in a degraded error 
detection mode. If both coding checks detect errors, but a no 
miscompare is detected, the System is stopped since the 
Same error has occurred in each lockStep processor. Table 3 
below describes the error conditions and the recovery meth 
ods for each of the potential error combinations. 

TABLE 3 

Error Scenarios for I/O Send Operations 

Master Slave 
Coding Coding Compare 
Check Check Check Action Explanation 

No Error No Error No Error None 
No Error No Error Error Stop System Processors 

Out of Sync 
Error Error No Error Stop System Same Error 

Both Processors 
No Error Error Error Degrade Fault Slave Processor 

Tolerance, Failed 
Disable 
Slave Processor 

Error No Error Error Degrade Fault Master Processor 
Tolerance, Failed 
Switch Masters 
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TABLE 3-continued 

Error Scenarios for I/O Send Operations 

Master Slave 
Coding Coding Compare 
Check Check Check Action Explanation 

Error Error Error Stop System Major 
Hardware Failure 

As with I/O read operations, the recovery actions for I/O 
write operations must also be invisible to the system. On 
major errors that cause the System to be stopped, the 
checkStop signal is activated as Soon as possible to prevent 
propagation of the failure throughout the System. Areas 
where the error may have reached will require a reset to a 
known condition. If a slave failure is detected, the master 
processor ignores all lines from the slave effectively the 
cycle after the failure was detected. On an I/O write 
operation, recovery of a failure of the master processor is the 
most time critical action. Since this failure is also detected 
by the I/O device, completion of the disabling of the master 
and changing the Slave processor to the active processor is 
completed before the I/O device begins its normal recovery 
activities. 
To incorporate fault isolation to the memory address 

function in accordance with the teachings of this invention, 
parity generation is added to the memory address lines and 
check functions are added to the memory function and to the 
lockStep processors. FIG. 7 is a block diagram at the System 
level of this lockStep processor memory address function. 
The memory function 60 receives the address with parity 
and performs a parity check on those lines. If no error is 
detected, memory operations continue as normal. If an error 
is detected, the memory function then notifies the processor 
chips that it has detected an error, which causes the proces 
Sors to initiate a retry operation. 

Since either processor can be defined as master, the parity 
generation function and the error detection and isolation 
logic are found on both processors. These functions, with the 
exception of the parity predict logic, are disabled in the 
master processor and the transceivers of the Slave processor 
are placed in receive mode. During a valid memory 
operation, the slave processor receives the address lines 
from the master processor, performs a parity check on the 
bus, and performs a bit compare on each data bit of the 
address bus. To aid in the isolation of failures, the slave 
processor also parity checks its internal address bus. The 
block diagram of the parity generation, error detection, and 
error isolation functions found on each processor is shown 
in FIG. 8. 
As will be apparent from an inspection of FIG. 8, the fault 

isolation logic 62 (here shown for processor 1 but duplicated 
in processor 2) receives bit compare error input from bit 
compare logic 64, which compares bit by bit the memory 
address of processor 1 (here labeled internal address) and the 
memory address of processor 2 (here labeled external 
address). Isolation logic 62 also receives any parity error 
indication in the memory address of processor 1 (internal 
parity error from parity check logic 66) and any parity error 
indication in the memory address of processor 2 (external 
parity error from parity check logic 68). Upon detecting an 
error, the Slave processor either retries the memory 
operation, degrades the fault tolerance of the System by 
turning off one of the processors, or stops the System. If the 
Slave determines that the failure is in its own logic, the Slave 
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disables lockstep feature and disables itself. If the slave 
determines the failure is the master processor, the Slave 
disables the lockStep feature, disables the master processor, 
and makes the Slave processor the active processor. If the 
Slave processor determines the failure to be in the memory 
function, the processors initiate a retry of the memory 
operation and then Stop the System if the error persists. The 
error Scenarios are found in Table 4. 

TABLE 4 

10 
paths are normally Separate until the paths physically reach 
the transceiver; thus, Simplifying the logic for load and Store 
fault detection and isolation. On the master processor, the 
transceiver direction is controlled directly by the processor 
memory controller; thus acting as it would in a non-lockStep 
mode. On the slave processor, the transceiver direction will 
be controlled by both the processor memory controller as 
well as the lockStep control logic. When reading from 

Error Scenarios for Lockstep Address Bus with Partial Isolation 

Slave Master Bilt Memory 
Parity Parity Compare Parity 
Check Check Check Check Action 

Error No Error No Error No Error Degrade Isolation, Ignore 
Parity Predict 

Error No Error Error No Error Degrade Fault Tolerance. 
Disable Slave Processor 

No Error Error No Frror No Error Degrade Isolation, Ignore 
Master Parity Error 

No Error Error Error No Error Degrade Fault Tolerance, 
Disable Slave Processor 

No Error No Error Error No Error Stop the System 
No Error No Error No Error Error Retry Operation 
No Error Error Error Error Degrade Fault Tolerance, 

Make Slave Processor Master 

The recovery actions for these failures are invisible to the 
System. On major errors that cause the System to be stopped, 
the checkStop signal is activated as Soon as possible to 
prevent propagation of the failure throughout the System. If 
a slave failure is detected, the master processor is instructed 
to ignore all lines from the Slave the cycle after the failure 
was detected. Recovery from failure of the master processor 
is completed by the time memory retry operation is ready to 
Send the address. In addition, the recovery occurs on a clock 
boundary to ensure that the degradation of detection and 
Switching active processors is invisible to the System. 

Since memory data buSSes are large and most modern 
processors Support error correcting code (ECC) for the 
memory busses, all checking, fault isolation, and fault 
recovery will occur on the processors themselves for 
memory data bases. For memory write operations, error 
detection and fault isolation is the responsibility of the slave 
processor and recovery is primarily performed by the Slave 
processor with help from the master processor. For memory 
read operations, detection, isolation, and recovery is jointly 
performed by both the master and the slave processor. The 
design from a system point of view is shown in FIG. 9. Both 
processors have the same inputs and outputs to allow 
communication between the processors concerning any 
errors detected. This allows both processors to be identical 
and allows either processor to be declared the master and the 
other processor declared as the Slave processor. In addition, 
the processors share a common clocking Source to eliminate 
any errors caused by clock skew. 
To Simplify discussion of the detection, isolation and 

recovery actions, the internal design of a single processor is 
shown in FIG. 10. The memory load and memory store data 
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Explanation 

Failure in Parity Predict 
Logic 
Failure in Slaves Address 
Generator 
Failure in Master Processor 
Parity Checker 
Failure in Address Line 
Receivers 
Processors Out of sync 
Memory Function Failure 
Master Processor Failure 

memory, both the master and Slave processors are in receive 
mode to assure that the data is received during the same 
processor cycle. Since only the master is allowed to physi 
cally write memory, the Slave processor remains in receive 
mode during memory writes to allow the Slave processor to 
monitor the data being driven from the master processor. 

Since the detection, isolation and recovery activities are 
independent for read and write operations, the two will be 
described Separately. On a memory read, the data is read by 
both processors during the valid memory cycle. Each pro 
ceSSor will perform an ECC check to determine if any Single 
bit or multiple bit errors have occurred. After performing the 
check each processor will notify the other processor of the 
Status of its read. If neither processor detects an error or both 
processors detect a single bit error, processing will continue 
as normal. Since the error correction logic internal to the 
processor will correct the Single bit error in each processor, 
they will remain in sync. If both detect a multiple bit error, 
the system will stop since the error will be either a memory 
failure or a processor System board failure. If a processor 
detects either a multiple bit error when the other detected no 
error or a single bit error or it detects a Single bit error when 
the other detects no error, the detecting processor is assumed 
to have failed, is Stopped, and lockStep is disabled. If the 
disabled processor is the Slave, the other processor continues 
as normal. If the disabled processor is the master, the Slave 
processor will be made the active processor and operation 
will continue in a degraded error detection mode. The error 
recovery Scenarios for a memory read operation are shown 
in Table 5. 
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TABLE 5 

Error Scenarios for Memory Data Bus Read Operations 

Master ECC Check Slave ECC Check Action 

No Error No Error None 
No Error Error Degrade Fault Tolerance, 

Disable Slave Processor 
Error No Error Degrade Fault Tolerance, 

Switch Masters 
Log Error 
Degrade Fault Tolerance 
Disable Slave Processor 
Degrade Fault Tolerance, 
Switch Masters 

Multiple Bit Error Stop System 

Single Bit Error 
Single Bit Error 

Single Bit Error 
Multiple Bit Error 

Multiple Bit Error Single Bit Error 

Multiple Bit Error 

During a memory write operation, only the Slave proces 
Sor is involved with lockStep error detection, isolation and 
recovery. During the write, the Slave processor's transceiv 
erS are placed in receive mode and the data is Sampled only 
when it is valid on the memory bus. An ECC check is 
performed on the data Sampled from the memory bus to 
detect the presence of Single or multiple bit errors. An ECC 
check is also performed on the data that was generated by 
the slave processor. This check is performed during the same 
cycle the data from the master processor is checked. In 
addition, a bit-by-bit compare between the internally gen 
erated data and the external data is performed to aid in fault 
isolation. For example, if no ECC check is detected on either 
data bus but a miscompare occurs, the System is stopped 
because the processors are out of Sync. If a single bit error 
is detected on only one of the data busses and a single bit 
miscompare is detected, the System logs the failure but 
continues to operate Since ECC will correct that error when 
the data is read. If both ECC checks detect a single bit error 
but a multiple bit miscompare is detected, the System is 
Stopped Since different errors have occurred in the lockStep 
processors. Table 6 describes the error conditions and the 
recovery methods from each of the potential error combi 
nations. 

TABLE 6 

Explanation 
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Failure in Slave Processor 

Failure in Master Processor 

ECC Will Handle Error 
Failure in Slave Processor 

Failure in Master Processor 

Major Memory or Board Failure 

While the invention has been described in terms of a 
single preferred embodiment, those skilled in the art will 
recognize that the invention can be practiced with modifi 
cation within the Spirit and Scope of the appended claims. 

Having thus described our invention, what we claim as 
new and desire to Secure by letters patent is as follows: 

1. A lockStep processor System including a master pro 
ceSSor and a Slave processor executing identical tasks inde 
pendently in lockStep with one another, comprising in com 
bination: 

receiver means for comparing data on an output control 
bus of Said master processor with data on a correspond 
ing output control bus of Said Slave processor and for 
generating a compare error Signal when corresponding 
bits on the corresponding buSSes miscompare; 

Said receiver means isolating a Source of Said compare 
error as originating with Said master processor or with 
Said slave processor, 

Said receiver means including: 
means for generating an error detection code in Said 

data on Said output control bus of Said master pro 
cessor and means for generating an error detection 
code in Said data on Said output bus of Said Slave 
proceSSOr, 

Error Scenarios for Memory Data Bus Write Operations 

Explanation Master ECC Check Slave ECC Check Compare Check Action 

No Error No Error No Error None 
No Error No Error Error Stop System 
No Error Single Bit Single Bit Log Error 

Error Error 
Single Bit Error No Error Single Bit Log Error 

Error 
Single Bit Error Single Bit Error No Error Stop System 
Single Bit Error 
No Error 

Single Bit Error 
Multiple Bit Error 

Multiple Bit Error 
Error 

Stop System 
Degrade Fault Tolerance, 
Disable Slave Processor 
Degrade Fault Tolerance, Single Bit Error Multiple Bit Error Error 
Disable Slave Processor 

Multiple Bit Error No Error Error Degrade Fault Tolerance, 
Error Switch Masters 
Multiple Bit Error Single Bit Error Error Degrade Fault Tolerance, 

Switch Masters 
Multiple Bit Error Multiple Bit Error Error Stop System 
Multiple Bit Error Multiple Bit Error No Error Stop System 

Processors Out of Sync 
ECC Will Handle 

ECC Will Correct When Read 

Major Error 
Major Error 
Slave Processor Failed 

Slave Processor Failed, ECC 
Will Correct Master Error 
Master Processor Failed 

Master Processor Failed, ECC 
Will Correct Slave Error 
Major Hardware Failure 
Major Hardware Failure 
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means responsive to Said error detection code in Said means responsive to Said compare error Signal, Said 
data on Said output control bus of Said master pro- master processor error Signal, and Said Slave proces 

Sor error Signal for generating a lockStep disable 
Signal and a processor disable signal. 

5 2. A lockStep processor System as in claim 1 wherein Said 
error detection code includes parity bits. 

cessor for generating a master processor error Signal 
and means responsive to Said error detection code in 
Said data on Said output control bus of Said Slave 
processor for generating a slave processor error 
Signal; and k . . . . 
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