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and our Parents

“Ou’est-ce que I'homme dans la nature?
Un néant a 'égard de Uinfini,
un tout al I'égard du néant,
un milieu entre rien et tout.”

“What is man in nature?
Nothing in relation fo the infinite,
everything in relation to nothing,

a mean between nothing and everything.”

Blaise Pascal, Pensées, n. 4, 1670.
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PART

The Fabrics

“The complexity for minimum component costs has increased at a rate of roughly a factor of two

per year. Certainly over the short term, this rate can be expected to continue, if not to increase.
Over the longer term, the rate of increase is a bit more uncertain, although there is no reason to
believe it will not remain nearly constant for at least 10 years. That means by 1975, the number
of components per infegrated circuif for minimum cost will be 65,000.”

Gordon Moore,
Cramming more Components onto
Integrated Circuits, (1965).
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4 Chapter 1 » Introduction

1.1 A Historical Perspective

The concept of digital data manipulation has made a dramatic impact on our society. One has
long grown accustomed to the idea of digital compuiers. Evolving steadily from mainframe and
minicomputers, personal and laptop computers have proliferated into daily life. More signifi-
cant, however, is a continuous trend towards digital solutions in all other areas of electromics.
Instrumentation was one of the first noncomputing domains where the potential benefits of digi-
tal data manipulation over analog processing were recognized. Other areas such as control were
soon to follow. Only recently have we witnessed the conversion of telecommunications and con-
sumet electronics into the digital format. Increasingly, telephone data is transmitted and pro-
cessed digitally over both wired and wireless networks. The compact disk has revolutionized the
audio world, and digital video is following in its footsteps.

The idea of implementing computational engines using an encoded data format is by no
means an idea of our times. In the early 19™ century, Babbage envisioned large-scale mechanical
computing devices, which he called Difference Engines [Swade93]. Although these engines use
the decimal number system rather than the binary representation now common in modermn elec-
tronics, the undeilying concepts are very similar. The Analytical Engine, developed in 1834, was
perceived as a general-purpose computing machine, with features strikingly close to modern
computers. Besides executing the basic repertoire of operations (addition, subtraction, multipli-
cation, and division) in arbitrary sequences, the machine operated in a two-cycle sequence,
called “store” and “mill” (execute), not unlike today’s computers. It even used pipelining to
speed up the execution of the addition operation! Unfortunately, the complexity and the cost of
the designs made the concept impractical. For instance, the design of Difference Engine T (part
of which is shown in Figure 1-1) required 25,000 mechanical parts at a total cost of £17,470
(in 18341).

The electrical solution tumed out to be more cost effective. Early digital electronics
systems were based on magnetically controlled switches (or relays). They were mainly used
in the implementation of very simple logic networks. Such systems are stili wsed in train
safety systems. The age of digital electronic computing only started in full with the intro-
duction of the vacuum tube. While originally used almest exclusively for analog processing,
it soon was recognized that the vacuum tube was useful for digital computations as well.
Not long thereafter, the first complete computers were realized. The era of the vacuum-tube-
based computer culminated in the design of machines like the ENIAC (intended for com-
puting artillery firing tables) and the UNIVAC T (the first successful commercial computer).
To get an idea about integration density, the ENIAC was 80 feet long, 8.5 feet high, and
several feet wide; it also incorporated 18,000 vacuum tubes. It became rapidly clear, how-
ever, that this design technology had reached its limits. Reliability problems and excessive
power consumption made the implementation of larger engines economically and practically
infeasible.

All changed with the invention of the transistor at Bell Telephone Laboratories in 1947
[Bardeend8], followed by the introduction of the bipolar junction transistor by Schockley in

17



1.1 A Historical Perspective ‘ 5

Figure 1-1 Working part of Babbage's Difference Engine | (1832),
the first known auiomatic calculater (from [Swade93], courtesy of the
Science Museum of London).

1949 [Schockley49].! It took until 1956 before this led to the first bipolar digital logic gate,
made of discrete components introduced by Harris [Harris56]. In 1958, Jack Kilby at Texas
Instruments conceived the infegrated circuit (IC), in which all components, passive and active,
are integrated on a single semiconductor substrate—he was awarded the Nobel prize for this
breakthrough. It led to the introduction of the first set of integrated-circuit commercial logic
gates, called the Fairchild Micrologic family [Norman60]. The first truly successful IC logic
family, TTL (Transistor-Transistor Logic) was pioneered in 1962 [Beeson62]. Other logic fami-
lies were devised with higher performance in mind. Examples of these are the current switching
circuits that produced the first subnanosecond digital gates and culminated in the ECL { Emitter-
Coupled Logic) family [Masaki74]. TTL had the advantage, however, of offering a higher
integration density and was the basis of the first integrated circuoit revolution. In fact, the manu-
facturing of TTL components is what spearheaded the first large semiconductor companies such
as Fairchild, National, and Texas Instruments. The family was so successful that it composed the
largest fraction of the digital semiconductor market until the 1980s.

Ultimately, bipolar digital logic lost the battle for hegemony in the digital design world for
exactly the reasons that haunted the vacuum tube approach: the large power consumption per
gate puts an upper limit on the number of gates that can be reliably integrated on a single die,

! An intriguing overview of the evolution of digital integrated circuits can be found in [Murphy93)]. (Most of the data in
this overview has been extracted from this reference). It is accompanied by some of the historically ground-breaking
publications in the domain of digital ICs.

18



6 Chapter 1 ¢ Introduction

package, housing, or box. Although attempts were made to develop high integration density,
low-power bipolar families (such as PIL—Integrated Injection Logic [Hart72]), the MOS digital
integrated circuit approach eventually held sway.

The basic principle behind the MOSFET transistor (originally called IGFET) was pro-
posed in a patent by J. Lilienfeld (Canada) as early as 1925, and, independently, by O. Heil in
England in 1935. Insufficient knowledge of the materials and gate stability problems, however,
delayed the practical usability of the device for a long time. Once these were solved, MOS digi-
tal integrated circuits started to take off in full in the early 1970s. Remarkably, the first MOS
logic gates introduced were of the CMOS variety [Wanlass63], and this trend continued until the
late 1960s. The complexity of the manufacturing process delayed the full exploitation of these
devices for two more decades. Instead, the first practical MOS integrated circuits were imple-
mented in PMOS-only logic and were used in applications such as calculators. The second age
of the digital integrated circuit revolution was inaugurated with the introduction of the first
microprocessors by Intel in 1972 (the 4004) [Faggin72] and 1974 (the 8080) [Shima74]. These
processors were implemented in NMOS-only logic, which has the advantage of higher speed
over the PMOS logic. Simultaneously, MOS technology enabled the realization of the first high-
density semiconducter memories. For instance, the first 4Kbit MOS memory was introduced in
1970 [Hoff70].

These events were at the start of a truly astounding evolution towards ever higher integra-
tion densities and speed performances, a revolution that currently is still in full swing. The road
to the current levels of integration has not been without hindrances, however. In the late 1970s,
NMOS-only logic started to suffer from the same plague that made high-density bipolar logic
unattractive or infeasible: power consumption. This realization, combined with progress in man-
ufacturing technology, finally tilted the balance towards the CMOS technology, and this is where
it remains today. Interestingly enough, power consumption concems are rapidly becoming dom-
inant in CMOS design as well, and this time there does not seem to be a new technology around
the cormner to alleviate the problem.

Although the large majority of the current integrated circuits are implemented in the MOS
technology, other technologies come into play when very high performance is at stake. An
example of this is the BICMOS technology that combines bipolar and MOS devices on the same
die. When even higher performance is necessary, other technologies emerge such as silicon-
germanium, and even superconducting technologies. These technologies only play a very small
role in the overall digital integrated circuit design scene. With the ever increasing performance -
of CMOS, this role is bound to be reduced further with time—hence, the focus of this texthook
is on CMOS only.

1.2 Issues in Digital Integrated Circuit Design

Integration density and performance of integrated circuits have gone through an astounding rev-
olution in the last two decades. In the 1960s, Gordon Moore, then with Fairchild Corporation
and later cofounder of Intel, predicted that the number of transistors that can be integrated on a
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1.2 Issues in Digital Integrated Circuit Design
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(b) Trends in memory complexity

Figure 1-2 Evolution of integration complexity of logic ICs and memories as a function of time.

single die would grow exponentially with time. This prediction, later called Moore’s law, has
proven to be amazingly visionary [Moore65]. Its validity is best illustrated with the aid of a set

of graphs. Figure 1-2 plots the integration density of

both logic ICs and memory as a function of

time. As can be observed, integration complexity doubles approximately every one to two years.
As a result, memory density has increased by more than a thousandfold since 1970.

An intriguing case study is offered by the microprocessor. From its inception in the early
1970s, the microprocessor has grown in performance and complexity at a steady and predictable
pace. The transistor counts for a number of landmark designs that are collected in Figure 1-3.

100000000
10000000
g 1000000
2
2
£ 100000
10000
1000 | 1 B

1970 1975 1980 1985

1990 1995 2000

Year of Introduction

Figure 1-3 Historical evolution of microprocessor transistor count (from [Intel01]}.
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Figure 1-4 Microprocessor performance trends at the beginning of the 215 century.
(Courtesy of Intel.)

The million-transistor/chip barrier was crossed in the late 1980s. Clock frequencies double every
three years in the past decade and have reached into the GHz range. This is illustrated in
Figure 1-4, which plots the microprocessor trends in terms of performance at the beginning of
the 21* century. An important observation is that, as of now, these trends have not shown any
signs of a slowdown, '

It should not surprise the reader that this revolution has had a profound impact on how dig-
ital circuits are designed. Eatly designs were truly handcrafted. Every transistor was laid out and
optimized individually and carefully fitted into its environment. This s adequately illustrated in
Figure 1-5a, which shows the design of the Intel 4004 microprocessor. Obviously, this approach
is not appropriate when more than a million devices have to be created and assembled. With the -
rapid evolution of the design technology, time to market is one of the crucial factors in the ulti-
mate success of a component.

As aresult, designers have increasingly adhered to rigid design methodologies and strate-
gies that are more amenable to design automation. The impact of this approach is apparent from
the layout of one of the later Intel microprocessors, the Pentium® 4, shown in Figure 1-5b.
Instead of the individualized approach of the earlier designs, a circuit is constructed in a hierar-
chical way: a processor is a collection of modules, each of which consists of a number of cells
on its own. Cells are reused as much as possible to reduce the design effort and to enhance the
chances for a first-time-right implementation. The fact that this hierarchical approach is at all
possible is the key ingredient for the success of digital circuit design and also explains why, for
instance, very large-scale analog design has never caught on.

The obvious next question is why such an approach is feasible in the digital world and not
(or to a lesser degree) in analog designs. The crucial concept here, and the most important one in
dealing with the complexity issue, is abstraction. At each design level, the intemnal details of a
complex module can be abstracted away and replaced by a black-box view or model. This model
contains virtually all the information needed to deal with the block at the next level of hierarchy.
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e e
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i Standard Cell Module

Memory Module

{b) The Pentium ® 4 microprocessor

Figure 1-5 Comparing the design methodclogies of the Intel 4004 (1971) and Pentium® 4 (2000)
microprocessors (reprinted with permission from Intel).
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‘For instance, once a designer has implemented a multiplier module, its performance can be
defined very accurately and can be captured in a model. In general, the performance of this mul-
tiplier is only marginally influenced by the way it is utilized in a larger system. For all purposes,
therefore, it can be considered a black box with known characteristics. As there exists no com-
pelling need for the system designer to look inside this box, design complexity is substantially
reduced. The impact of this divide-and-conguer approach is dramatic. Instead of having to deal |
with a myriad of elements, the designer has to consider only a handful of components, each of
which are characterized in performance and cost by a small number of parameters.

This is analogous to a software designer using a library of software routines such as input/
output drivers. Someone writing a large program does not bother to look inside those library rou-
tines. The only thing he cares about 1s the intended result of calling one of those modules. Tmag-
ine what writing software programs would be like if you had to fetch every bit individually from
the disk and ensure its correctness instead of relying on handy “file open” and “get string”
operators.

Abstraction levels typically used in digital circuit design are, in order of increasing
abstraction, the device, circuit, gate, functional module (e.g., adder) and system levels (e.g., pro-
cessor), as illustrated in Figure 1-6. A semiconductor device is an entity with a very compiex
behavior. No circuit designer will ever seriously consider the solid-state physics equations gov-
erning the behavior of the device when designing a digital gate. Instead, he will use a simplified
model that adequately describes the input/output behavior of the transistor. For instance, an
AND gate is adequately described by its Boolean expression (Z = A.B), its bounding box, the
position of the input and output terminals, and the delay between the inputs and the output.

This design philosophy has been the enabler for the emergence of elaborate computer-
aided design (CAD) frameworks for digital integrated circuits—without it the current design
complexity would not have been achievable. Design tools include simulation at the various com-
plexity levels, design verification, layout generation, and design synthesis. An overview of these
tools and design methodologies is given in Chapter 8.

Furthermore, to avoid the redesign and reverification of frequently used cells, such as
basic gates and arithmetic and memory modules, designers most often resort to cell libraries.
These libraries not only contain the layouts, but also provide complete documentation and char-
acterization of the behavior of the cells. The use of cell libraries is, for instance, apparent in the
layout of the Pentium® 4 processor (Figure 1-5b). The integer and floating-point unit, just to
name a few, contain large sections designed using one particular cell-based approach, called
standard cell. Logic gates are placed in rows of cells of equal height and interconnected using
routing channels. The layout of such a block can be generated automatically given that alibrary
of cells is available.

The preceding analysis demonstrates that design automation and modular design practices
have effectively addressed some of the complexity issues incurred in contemporary digital
design. This leads to the following pertinent question: If design automation solves all our design
problems, why should we be concerned with digital circuit design at all? Will the next-generation
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Figure 1-6 Design abstraction levels in digital circuits

digital designer ever have to worry about {ransistors or parasitics, or is the smallest des1gn entity

he will ever consider be the gate and the module?
The truth is that the reality is more complex, and various reasons exist as to why an insight

into digital circuits and their intricacies will still be an important asset for a long time to come

+ First, someone still has to design and implement the module libraries. Semiconductor
technologies continue to advance from year to year. Until one has developed a foolproof
approach towards “porting” a cell from one technology to another, each change in tech-

nology—which happens approximately every two years—requires a redesign of the
library.
* Creating an adequate model of a cell or module requires an in-depth understanding of its
internal operation. For instance, to identify the dominant performance parameters of a

given-design, one has to recognize the critical timing path first
* The library-based approach works fine when the design constraints (speed, cost, or power)
are not stringent. This is the case for a large number of application-specific designs, where
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the main goal is to provide a more integrated system solution, and performance requirements
are easily within the capabilities of the technology. Unfortunately, for a large number of
other products such as microprocessors, success hinges on high performance, and design-
ers therefore tend to push technology to its limits. At that point, the hierarchical approach
tends to become somewhat less attractive. To resort to our previous analogy to software
methodologies, a programmer tends to “customize” software routines when execution
speed-is crucial; compilers—or design tools—are not yet to the level of what human sweat
or ingenuity can deliver.

» Even more important is the observation that the abstraction-based approach is only cormrect
to a certain degree. The performance of, for instance, an adder can be substantially influ-
enced by the way it is connected to its environment. The interconnection wires themselves
contribute to delay because they introduce parasitic capacitances, resistances, and even
inductances. The impact of the interconnect parasitics is bound to increase in the years to
come with the scaling of the technology.

» Scaling tends to emphasize some other deficiencies of the abstraction-based model.
Some design entities tend to be global or external. Examples of global factors are the
clock signals, used for synchronization in a digital design, and the supply lines. Increas-
ing the size of a digital design has a profound effect on these global signals. For
instance, connecting more cells to a supply line can cause a voltage drop over the wire,
which, in turn, can slow down all the connected cells. Issues such as clock distribution,
circuit synchronization, and supply-voltage distribution are becoming more and more
critical. Coping with them requires a profound understanding of the intricacies of digital
circuit design. ’ ’

* Another impact of technology evolution is that new design issues and constraints tend to
emerge over time. A typical example of this is the periodical reemergence of power dissi-
pation as a constraining factor, as was already illustrated in the historical overview.
Another example s the changing ratio between device and interconnect parasitics. To cope
with these unforeseen factors, one must at least be able to model and analyze their impact,
requiring once again a profound insight into circuit topology and behavior.

» Finally, when things can go wrong, they often do. A fabricated circuit does not always
exhibit the exact waveforms one might expect from advance simulations. Deviations can
be cansed by variations in the fabrication process parameters, or by the inductance of the
package, or by a badly modeled clock signal. Troubleshooting a design requires circuit
expertise, o

For all these reasons, it is our profound belief that an in-depth knowledge of digital circuit -
design techniques and approaches is an essential asset for a digital-system designer. Even
though she might not have to deal with the details of the circuit on a daily basis, the understand-
ing will help her cope with unexpected circumstances and determine the dominant effects when
analyzing a design.
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Example 1.1 Clocks Defy Hierarchy

To illustrate some of the issues raised in the preceding discussion, let us examine the
impact of deficiencies in one of the most important global signals in a design, the clock.
The function of the clock signal in a digital design is to order the multitude of events hap-
pening in the circuit. This task can be compared to the function of a traffic light that deter-
H mines which cars are allowed to move. It also makes sure that all operations are completed
before the next one starts—a traffic light should be green long enough to allow a car or a
. pedestrian to cross the road. Under ideal circumstances, the clock signal is a periodic step
waveform with transitions synchronized throughout the designed circuit (Figure 1-7a). In
light of our analogy, changes in the traffic lights should be synchronized to maximize
throughput while avoiding accidents. The importance of the clock alignment concept is
illustrated with the example of two cascaded registers, both operating on the rising edge of
the clock ¢ (Figure 1-7b). Under normal operating conditions, the input In gets sampled
into the first register on the rising edge of ¢ and appears at the output exactly one clock
period later. This is confirmed by the simulations shown in Figure 1-7c¢ (signal Qur).
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Figure 1-7 Impact of clock misalignment.

Due to delays associated with routing the clock wires, it may happen that the clocks
become misaligned with respect to each other. As a result, the regisiers are interpreting
time indicated by the clock signal differently. Consider the case in which the clock signal
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for the second register is delayed—or skewed—by a value 8. The rising edge of the
delayed clock ¢” will postpone the sampling of the input of the second register. If the time
it takes to propagate the output of the first register to the input of the second register is
smaller than the clock delay, the latter will sample the wrong value. This causes the output
to change prematurely, as clearly illustrated in the simulation, where the signal Outr’ goes
high at the first rising edge of ¢’ instead of the second one. In terms of our traffic analogy,
cars leaving the first traffic light hit the cars at the next light that have not yet left.

Clock misalignment, or clock skew, is an important example of how global signals
may influence the functioning of a hierarchically designed system. Clock skew is actually
one of the most critical design problems facing the designers of large high-performance
systerns.

Example 1.2 Power Distribution Networks Defy Hierarchy

While the clock signal is one example of a global signal that crosses the chip hierarchy
boundaries, the power distribution network represents another. A digital system requires a
stable DC voltage to be supplied to the individual gates. To ensure proper operation, this
voltage should be stable within a few hundred millivolts. The power distribution system
has to provide this stable voltage in the presence of very large current variations. The resis-
tive nature of the on-chip wires and the inductance of the IC package pins make this a dif-
ficult proposition. For example, the average DC current to be supplied to a 100 W-1V
microprocessor equals 100 A! The peak current can easily be twice as large, and current
demand can readily change from almost zero to this peak value over a short time—in the
range of 1 nsec or less. This leads to a current variation of 100 GA/s, which is a truly
astounding number.

Consider the problem of the resistance of power distribution wires. For a current of -
100 A, a wire resistance of merely 1.25 m{2 leads to a 5% drop in supply voltage (for a
2.5V supply). Making the wires wider reduces the resistance and thus the voltage drop.
While this sizing of the power network is relatively simple in a flat design approach, itis a
lot more complex in a hierarchical design. For example, consider the two blocks shown in
Figure 1-8a [Saleh(}1]. If power distribution for Block A is examined in isolation, the addi-
tional loading due to the presence of Block B is not taken into account. If power is routed
through Block A to Block B, a larger IR drop will occur in Block B, since power is also
being consumed by Block A before it reaches Block B.

Since the total IR drop is based on the resistance seen from the pin to the block, one -
couid route around the block and feed power to each block separately, as shown in
Figure 1-8b. Ideally, the main trunks should be large enough to handle all the current flow-
ing through separate branches. Although routing power this way is easier to controi and
maintain, it also requires more area to implement, The large metal trunks of power have to
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Block A Block B Block A Block B

(a) Routing through the block (b} Routing around the block
Figure 1-8 Power distribution network design.

be sized to handle all the current for each block. This requirement forces designers to set
aside area for power busing that takes away from the available routing area.

As more and more blocks are added, the complex interactions between the blocks
determine the actual voltage drops. For instance, it is not always easy to determine which
way the current will flow when multiple parallel paths are available between the power
source and the consuming gate. Also, currents into the different modules do rarely peak at
the same time. All these considerations make the design of the power distribution a chal-
lenging job. It requires a design methodology approach that supersedes the artificial
boundaries imposed by hierarchical design. '

The purpose of this book is to provide a bridge between the abstract vision of digital
design and the underlying digital circuit and its peculiarities. While starting from a solid under-

standing of the operation of electronic devices and an in-depth analysis of the nucleus of digital

design—the inverter—we will gradually channel this knowledge into the design of more com-
plex entities, such as complex gates, datapaths, registers, controllers, and memories. The persis-
tent quest for a designer when designing each of the mentioned modules is (o identify the
dominant design parameters, to locate the section of the design he should focus his optimiza-
tions on, and to determine the specific properties that make the module under investigation (e.g.,
a memory) different from any others.

We also address other compelling (global) issues in modern digital circuit design such as
power dissipation, interconnect, timing, and synchronization.

1.3 Quality Metrics of a Digital Design

This section defines a set of basic properties of a digital design. These properties help to quan-
tify the quality of a design from different perspectives: cost, functionality, robustness, perfor-
mance, and energy consumption. Which one of these metrics is most important depends upon
the application. For instance, pure speed is a crucial property in a computer server. On the other
hand, energy consumption is a dominant metric for hand heldmobile applications such as cell
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phones. The introduced properties are relevant at all levels of the design hierarchy—system,
chip, module, and gate. To ensure consistency in the definitions throughout the design hierarchy
stack, we propose a bottom-up approach: We start with defining the basic quality metrics of a
simple inverter, and gradually expand these to the more complex functions such as gate, mod-
ule, and chip.

1.3.1 Cost of an Integrated Circuit

The total cost of any product can be separated into two components: the recurring expenses or
the variable cost, and the nonrecurring expenses or the fixed cost.

Fixed Cost

The fixed cost is independent of the sales volume or the number of products sold. An important
component of the fixed cost of an integrated circuit is the effort in time and manpower it takes to
produce the design. This design cost is strongly influenced by the complexity of the design, the
aggressiveness of the specifications, and the productivity of the designer. Advanced design
methodologies that automate major parts of the design process can help to boost the latter.
Bringing down the design cost in the presence of an ever-increasing IC complexity is one of the
major challenges always facing the semiconductor industry.

Additionally, one has to account for the indirect costs, the company overhead that cannot
be billed directly to one product, It includes the company’s research and development (R&D)
costs, manufacturing equipment, marketing and sales costs, and building infrastructure, among
others.

Variable Cost

The variable cost accounts for the cost that is directly attributable to a manufactured product,
and is hence proportional to the product volume. Variable costs include the costs of the parts
used in the product, assembly costs, and testing costs. The total cost of an integrated circuit is

(1.1)

fixed cost)
volume

cost per IC = variable cost per IC + (

The impact of the fixed cost is more pronounced for small-volume products. This helps
explain why it makes sense to have large design teams working for several years on a hugely
successful product such as a microprocessor.

While the cost of producing a single transistor has dropped exponentially over the past few
decades, the basic variable-cost equation has not changed:

cost of die + cost of die test + cost of packaging (12)
final test yield '

variable cost =
As will be discussed further in Chapter 2, the IC manufacturing process groups a number of

identical circuits onto a single wafer (see Figure 1-9). Upon completion of the fabrication, the
wafer is chopped into dies, which are then individually packaged after being rested. We will
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Individual die

Figure 1-9 Finished wafer. Each square represents a die—in this case the AMD
Duron™ microprocessor (reprinted with permission from AMD).

focus on the cost of the die in this discussion. The cost of packaging and iesting is the topic of

Jater chapters.

The die cost depends on the number of good dies on a wafer, and the percentage of those
that are functional. The latter factor is called the die yield, given by

. cost of wafer
t of die = . 1.3
oSt OTE® = Ties per wafer x die yield (1.3

The number of dies per wafer is, in essence, the area of the wafer divided by the die area. The
actual situation is somewhat more complicated as wafers are round, and chips are square. Dies
around the perimeter of the wafer are therefore lost. The size of the wafer has been steadily
increasing over the years, yielding more dies per fabrication run. Equation (1.3) also presents the
first indication that the cost of a circuit is dependent upon the chip area—increasing the chip
arca simply means that fewer dies fit on a wafer.

The actual relation between cost and area is more complex, and depends upon the die
yield. Both the substrate material and the manufacturing process introduce faults that can cause
a chip to fail. Assuming that the defects are randomly distributed over the wafer and that the
yield is inversely proportional to the complexity of the fabrication process, we obtain the
equation

- 3 7a r
die yield = ( 14 defects per unit area x die area) (1.4)

¢

where o is a parameter that depends upon the complexity of the manufacturing process, and it is
roughly proportional to the number of masks. A good estimate for today’s complex CMOS pro-
cesses is oL = 3. The defects per unit area is a measure of the material and process-induced faults.
A value between 0.5 and 1 defects/cm? is typical these days, but depends strongly upon the
maturity of the process.
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Example 1.3 Die Yield

Assume a wafer size of 12 inches, a die size of 2.5 cm?, 1 defects/cm?, and o = 3. Deter-
mine the die yield of this CMOS process run.

The nurnber of dies per wafer can be estimated with the following expression, which
takes info account the lost dies around the perimeter of the wafer:

7 X {(wafer diameter/ 2)2 ~_m X wafer diameter
die area 2 x die area

This means there are 252 {= 296 — 44 ) potentially operational dies for this particu-
lar example. The die yield can be computed with the aid of Eq. (1.4), and equals 16%!
This means that, on average only 40 of the dies will be fully functional.

dies per wafer =

The bottom line is that the number of functional dies per wafer, and hence the cost per die,
is a strong function of the die area. While the yield tends to be excellent for the smaller designs,
it drops rapidly once a certain threshold is exceeded. Bearing in mind the equations derived pre-
viously and the typical parameter values, we can conclude that die costs are proportional to the
fourth power of the area:

cost of die = f(die area)” _ ' (L.5)

The area is a function that is directly controllable by the designer(s), and it is the prime metric
for cost. Small area is thus a desirable property for a digital gate. The smaller the gate, the higher
the integration density and the smaller the die size. Smaller gates also tend to be faster and con-
sume less energy—the total gate capacitance, which is one of the dominant performance param-
eters, often scales with the area.

The number of transistors in a gate is indicative of the expected implementation area but
other parameters may have an impact. For instance, a complex interconnect pattern between the
transistors can cause the wiring area to dotminate. The gate complexity, as expressed by the num-
ber of transistors and the regularity of the interconnect structure, also has an impact on the
design cost. Complex structures are more difficult to implement and tend to take more of the
designer’s valuable time. Simplicity and regularity is a precious property in cost-sensitive
designs.

1.3.2 Functionality and Robustness

A prime requirement for a digital circuit is, obviously, that it performs the function it is designed
for. The measured behavior of a manufactured circuit nommally deviates from the expected
response. One reason for this aberration is due to the variations in the manufacturing process.
The dimensions and device parameters vary between runs or even on a single wafer or die. The
electrical behavior of a circuit can be profoundly affected by those variations. The presence of
disturbing noise sources on or off the chip is another source of deviations in circuit response.
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A
A~ 0

(a) Inductive coupling (b) Capacitive coupling  {c) Power and ground
noise

i(#)

Figure 1-10 Noise sources in digital circuits.

The word roise, in the context of digital circuits, means unwanted variations of voltages and
currents at the logic nodes. Noise signals can enter a circuil in many ways. Some examples of
digital noise sources are depicted in Figure 1-10. For instance, two wires placed side by side in
an integrated circuit form a coupling capacitor and a mutual inductance. Hence, a change in volt-
age or current on one of the wires can influence the signals on the neighboring wire. Noise on

the power and ground rails of a gate also influences the signal levels in the gate.

Most noise in a digital system is internally generated, and the noise value is proportional
to the signal swing. Capacitive and inductive cross talk, and the internally generated power sup-
ply noise are examples of such. Other noise sources such as input power supply noise are exter-
nal (o the system, and their value is not related to the signal levels. For these sources, the noise
level is directly expressed in volts or amperes. Noise sources that are a function of the signal
level are better expressed as a fraction or percentage of the signal level. Noise is a major concern
in the engineering of digital circuits. How to cope with all these disturbances is one of the main
challenges in the design of high-performance digital circuits and is a recurring topic in this book.

The steady-state parameters (also called the static behavior) of a gate measure how robust
the circuit is with respect to both variations in the manufacturing process and noise disturbances.
The definition and derivation of these parameters requires a prior understanding of how digital
signals are represented in the world of electronic circuits.

Digital circuits (DC) perform operations on logical (or Boolean) variables. A logical vari-
able x can only assume two discrete values:

xe {0,1}
As an example, the inversion (i.e., the function that an inverter performs) implements the follow-
ing compositional relationship between two Boolean variables x and y:
y=x:{x=0=y=1Lx=1=y=0] (1.6)
A logical variable is, however, a mathematical abstraction. In a physical implementation,
such a variable is represented by an electrical quantity. This is most often a node voltage that is
not discrete, but can adopt a continuous range of values. This electrical voltage is turned into a

discrete variable by associating a nominal voltage level with each logic state: 1 & Vo, 0 &
Vor» where Vg and V, represent the high and the low logic levels, respectively. Applying V4
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to the input of an inverter yields V,,; at the output and vice versa. The difference between the two
is called the logic or signal swing V.

Vou = (Vor)
Vor = (Vom)

The Voltage-Transfer Characteristic

Assume now that a logical variable in serves as the input to an inverting gate that produces the vari-
able ont. The electrical function of a gate is best expressed by its veltage-transfer characteristic
(VTC) (sometimes called the DC transfer characteristic), which plots the output voltage as a func-
tion of the input voltage V,,, = f(V,). An example of an inverter VTC is shown in Figure 1-11. The
high and low nominal voltages, V,,; and Vy;, can readily be identified—V,, = f(V,;) and V,,; =
f(Vyg). Another point of interest of the VTC is the gate or switching threshold voliage Vi, (not to
be confused with the threshold voltage of a transistor), that is defined as Vy, = f(Vy,). V), can also
be found graphically at the intersection of the VTC curve and the line given by V,,, = V;,. The gate
threshold voltage presents the midpoint of the switching characteristics, which is obtained when
the output of a gate is short-circuited to the input. This point will prove to be of particular interest
when studying circuits with feedback (also called sequential circuits).

Even if an ideal nominal value is applied at the input of a gate, the output signal often
deviates from the expected nominal value. These deviations can be caused by noise or by the
loading on the output of the gate (i.e., by the number of gates connected to the output signai).
Figure 1-12a illustrates how a logic level is represented in reality by a range of acceptable volt-
ages, separated by a region of uncertainty, rather than by nominal levels alone. The regions of
acceptable high and low voltages are delimited by the Vi and V; voltage levels, respectively.
By definition, these represent the points where the gain (= dV_,/ dV,,) of the VTC equals —1 as
shown in Figure 1-12b. The region between V), and Vj is called the undefined region

(1.7)

Vﬂuf
Vou Vs
}Vout Vin
Vor
Vor Vou  Vin

Figure 1-11 Inverter voltage-transfer characteristic.
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(a) Relationship between voltage and logic levels (b) Definition of Vi and V.

Figure 1-12 Mapping logic levels to the voliage domain.

{(sometimes also called the transition width, or TW). Steady-state signals should avoid this region
if proper circuit operation is to be ensured.

‘Noise Margins

For a gate to be robust and insensitive to noise disturbances, it is essential that the ‘0™ and “1"
intervals be as large as possible. A measure of the sensitivity of a gate to noise is given by the
noise marging NM; (noise margin low) and NM,, (noise margin high), which quantize the size of
the legal “0” and “1,” respectively, and set a fixed maximum threshold on the noise value:

NMp = Vy—Vo,
NMy = Vouy—Viu

(1.8

‘The noise margins represent the levels of noise that can be sustained when gates are cascaded as
illustrated in Figure 1-13. It is obvious that the margins should be larger than 0 for a d1g1ta1 cit-
cuit to be functional, and by preference, they should be as large as possible.

wyn l

Vou
Vi
Undefined
region
Vi
VoL
‘(0)9 T
Gale output —_— Gate input
Stage M Stage M + 1

Figure 1-13 Cascaded inverter gates: definition of noisé margins.
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(b) Simulated response of chain of MOS inverters

Figure 1-14 The regenerative property.

Regenerative Property

A large noise margin ts desirable, but it is not the only requirement. Assume that a signal is dis-
turbed by noise and differs from the nominal voltage levels. As long as the signal is within the
noise margins, the gate that follows continues to function correctly, although its output voltage
varies from the nominal one. This deviation s added to the noise injected at the output node and
passed to the next gate. The effect of different noise sources may accumulate and eventually
force a signal level into the undefined region. Fortunately, this does not happen if the gate pos-
sesses the regenerative property, which ensures that a disturbed signal gradually converges back
to one of the nominal voltage levels after passing through a number of logical stages. This prop-
erty can be understood as follows:

An input voltage v, (v,, € “0”) is applied to a chain of ¥ inverters (Figure 1-14a). Assum-
ing that the number of inverters in the chain is even, the output voltage v, (N — o) will equal
V. if and only if the inverter possesses the regenerative property. Similarly, when an input
voltage v,, (v;, € “1”) is applied to the inverter chain, the output voltage will approach the nomi-
nal value V;;

Example 1.4 Regenerative Property

The concept of regeneration is illustrated in Figure 1-14b, which plots the simulated tran-
sient response of a chain of CMOS inverters. The input signal to the chain is a step wave-
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-form with a degraded amplitude, which could be caused by noise. Instead of swinging
from rail to rail, v, only extends between 2.1 and 2.9 V. From the simulation, it can be
observed that this deviation rapidly disappears while progressing through the chain; v;, for-
instance, extends from 0.6 V to 4.45 V. Even further, v, already swings between the nomi-
nal Vy; and V. The inverter used in this example clearly possesses the regenerative

property.

The conditions under which a gate is regenerative can be intuitively derived by analyzing a
simple case study. Figure 1-15a plots the VTC of an inverter V,,, = f(V,,) as well as its inverse
function firnv(), which reverts the function of the x- and y-axis and is defined as

in = flouty=in = finv{out) (1.9

Assume that a voltage v, deviating from the nominal voltages, is applied to the first inverter in
the chain. The output voltage of this inverter equals v, = f(v;) and is applied to the next inverter.
Graphically, this corresponds to v, = finv(v,). The signal voltage gradually converges to the nom-

.inal signal after a number of inverter stages, as indicated by the arrows. In Figure 1-15b the sig-

nal does not converge to any of the nominal voltage levels, but to an intermediate voltage level.
Hence, the characteristic is nonregenerative. The difference between the two cases is due to the
gain characteristics of the gates. To be regenerative, the VTC should have a transient region (or
undefined region) with a gain greater than 1 in absolute value, bordered by the two legal zones,
where the gain should be less than 1. Such a gate has two stable operating points. This clarifies
the definition of the Vy; and the V), levels that form the boundaries between the legal and the
transient zones.

out
V3
f0)
\
Y1 -\]
IS
l
I
I
I
I
I
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I
¥y Vi Vo in
(a) Regenerative gate (b) Nonregenerative gate

Figure 1-15 Conditions for regeneration.
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Noise Immunity _
While the noise margin is a meaningful means for measuring the robustness of a circuit against
noise, it is not sufficient. Tt expresses the capability of a circuit to “overpower” a noise source.
Noise immunity, on the other hand, expresses the ability of the system to process and transmit
information correctly in the presence of noise [Dally98]. Many digital circuits with low noise
margins have very good noise immunity because they reject a noise source rather than over-
power it. These circuits have the property that only a smail fraction of a potentially damaging
noise source is coupled to the important circuit nodes. More precisely, the transfer function
between noise source and signal node is far less than 1. Circuits that do not posses this property
are susceptible to noise.

To study the noise immunity of a gate, we have to construct a noise budget that allocates
the power budget to the various noise sources. As discussed earlier, the noise sources can be
divided into the following types of sources:

» those that are proportional to the signal swing V. The impact on the signal node is
expressed as g V,,,; and

* those that are fixed. The impact on the signal node equals f Vi, with V, - the amplitude of
the noise source, and f the trangfer function from noise to signal node.

We assumé, for the sake of simplicity, that the noise margin equals half the signal swing
{for both H and L). To operate correctly, the noise margin has to be larger than the sum of the
coupled noise values:

VSW
Vi = TEZf.iVNﬁ"'Zngsw (1.10)
i ' J

Given a set of noise sources, we can derive the minimum signal swing necessary for the system

to be operational:
23 fVup
o 2 -
1- 22 8;
i

This makes it clear that the signal swing (and the noise margin) has to be large enough to
overpowet the impact of the fixed sources (f V). On the other hand, the sensitivity to internal
sources depends primarily upon the noise suppressing capabilities of the gate, this is the propor-
tionality or gain factors g;. In the presence of large gain factors, increasing the signal swing does
not do any good to suppress noise, as the noise increases proportionally. In later chapters, we
will discuss some differential logic families that suppress most of the internal noise, and thus
can get away with very small noise margins and signal swings.

4 (1.11)
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Directivity

The directivity property requires a gate to be unidirectional—that is, changes in an output level
should not appear at any unchanging input of the same circuit. Otherwise, an output-signal tran-
sition reflects to the gate inputs as a noise signal, affecting the signal integrity.

In real gate implementations, full directivity can never be achieved. Some feedback of
changes in output levels to the inputs cannot be avoided. Capacitive coupling between inputs and
outputs is a typical example of such a feedback, It is important to minimize these changes so that
they do not affect the logic levels of the input signals. ‘

Fan-In and Fan-Qut

The fan-out denotes the number of load gates N that are connected to the output of the driving
gate (see Figure 1-16). Increasing the fan-out of a gate can affect its logic output levels, From
the world of analog amplifiers, we know that this effect is minimized by making the input resis-
tance of the load gates as large as possible (minimizing the input currents) and by keeping the
output resistance of the driving gate small (reducing the effects of load currents on the output
voltage). When the fan-out is large, the added load can deteriorate the dynamic performance of

‘the driving gate. For these reasons, many generic and library components define a maximum fan-

out to guarantee that the static and dynamic performance of the element meet specification.

'The fan-in of a gate is defined as the number of inputs to the gate (sec Figure 1-16b). Gates
with large fan-in tend to be more complex, which often results in inferior static and dynamic
properties. '

The Ideal Digital Gate

Based on these observations, we can define the ideal digital gate from a static perspective. The
ideal inverter model is important because it gives us a metric by which we can judge the quality
of actual implementations. :

Its VTC is shown in Figure 1-17 and has the following properties: infinite gain in the tran-
sition region, and gate threshold located in the middle of the logic swing, with high and low

{b) Fan-in M

]

o]

YYYY

(a) Fan-out &
Figure 1-16 Definition of fan-out and fan-in of a digital gate.

38




26 Chapter 1 « Introduction

Vout

V.,

in

Figure 1-17 Ideal voltage-transfer characteristic.

noise margins equal to half the swing. The input and output impedances of the ideal gate are
infinity and zero, respectively (i.e., the gate has unlimited fan-out). While this ideal VTC is
unfortunately impossible in real designs, some implementations, such as the static CMOS
inverter, come close.

Example 1.5 Voltage-Transfer Characteristic

Figure 1-18 shows an example of a voltage-transfer characteristic of an actual, but out-
dated, gate structure. The values of the dc parameters are derived from inspection of

the graph.
Vour=3.5V; Vor =045V
Vig=2.35V; V=060V
V=164V
NM,=1.135V, NM; =021V

4.0 / -
3.0 -
2, / 1
3
be 2.0 —
NM |
N
0.0 . 30 4.0 5.0
Vi (V)

Figure 1-18 Voltage-transfer characteristic of an NMOS inverter of the 1970s.
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The observed transier characteristic, obviously, is far from ideal: it is asymmmetrical,
has a very low value for NM,, and the voltage swing of 3.05 V is substantially below the
maximum obtainable value of 5 V (which is the value of the supply voltage for this
design).

1.3.3 Performance

From a system designer’s perspective, the performance of a digital circuit expresses its computa-
tional ability. For instance, a microprocessor often is characterized by the number of instructions
it can execute per second. This performance metric depends both on the architecture of the pro-
cessor—for instance, the number of instructions it can execute in parallel—and the actual design
of logic circuitry. While the former is crucially important, it is not the focus of this text. The
reader may refer to the many excellent books on this topic [for instance, Hennessy(2]. When
focusing on the pure design, performance is most often expressed by the duration of the clock
period (clock cycle time), or its rate (clock frequency). The minimum value of the clock period

-for a given technology and design is set by a number of factors such as the time it takes for the

signals to propagate through the logic, the time it takes to get the data in and out of the registers,
and the uncertainty of the clock arrival times. Each of these topics will be discussed in detail in
this book. The performance of an individual gate lies at the core of the whole performance anal-
ysis, however.

The propagarion delay t, of a gate defines how quickly it responds to a change at its input(s).
It expresses the delay experienced by a signal when passing through a gate. It 18 measured
between the 50% transition points of the input and output waveforms, as shown in Figure 1-19 for

Vaﬂf

Figure 1-19 Definition of propagation delays and rise and fall times.
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an inverting gate.” Because a gate displays different response times for rising or falling input
waveforms, two definitions of the propagation delay are necessary. The #,, ,, defines the response
time of the gate for a low-to-high (or positive) output transition, while #,.,; refers to a high-fo-low
{or negative} transition. The propagation delay #, is defined as the average of the two:

= Tt e (1.12)

p 2

CAUTION: Observe that the propagation delay ¢, in contrast to 7, and £,,;, is an artificial
gate quality metric, and has no physical meaning per se. It is mostly used to compare different

semiconductor technologies, circuit, or logic design styles.

The propagation delay is not only a function of the circuit technology and topology, but
depends upon other factors as well. Most importantly, the delay is a function of the slopes of
the input and output signals of the gate. To quantify these properties, we introduce the rise and
fall times, 1, and t;, which are metrics that apply to individual signal waveforms rather than to
gates (see Figure 1-19), and they express how fast a signal transits between the different levels.
The uncertainty over when a transition actually starts or ends is avoided by defining the rise and
fall times between the 10% and 90% points of the waveforms, as shown in the figure. The rise/
fall time of a signal is largely determined by the strength of the driving gate, and the load pre-
sented to it.

When comparing the performance of gates implemented in different technologies or cir-
cuit styles, it is important not to confuse the picture by including parameters such as load fac-
tors, fan-in, and fag-out. A uniform way of measuring the 7, of a gate so that technologies can be
judged on an equal footing is desirable. The de facto standard circuit for delay measurement is
the ring oscillator, which consists of an odd number of inverters connected in a circular chain
(see Figure 1-20.) Due to the odd number of inversions, this circuit does not have a stable oper-
ating point and oscillates. The period T of the oscillation is determined by the propagation time
of a signal transition through the compleie chain, or T = 2 x t, X N with N the number of invert-
ers in the chain. The factor 2 results from the observation that a full cycle requires both a low-to-
high and a high-to-low transition. Note that this equation is only valid for 2Nt, >> £; + ,. If this
condition is not met, the circuit might not oscillate—one “wave” of signals propagating through
the ring will overlap with a successor and eventually dampen the oscillation. Typically, a ring
oscillator needs at least five stages to be operational.

The 50% definition is inspired by the assumption that the switching threshold ¥, is.typically located in the middle of
the logic swing.
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Figure 1-20 Ring oscillator circuit for propagation-delay measurement.

CAUTION: We must be extremely careful with results obtained from ring oscillator mea-
surements. A 7, of 20 ps by no means implies that a circuit built with those gates will operate

“at 50 GHz. The oscillator results are primarily useful for quantifying the differences between

various manufacturing technologies and gate topologies. The oscillator is an idealized circuit in
which each gate has a fan-in and fan-out of exactly 1 and parasitic loads are minimal. In more
realistic digital circuits, fan-ins and fan-outs are higher, and interconnect delays are non-negligi-
ble. The gate functionality is also substantially more complex than a simple invert operation. As
aresult, the achievable clock frequency, on average, is 50 to 100 times stower than the frequency
obtained from ring oscillator measurements. This is an average observation; carefully optimized
designs might approach use ideal frequency more closely. ‘

Example 1.6 Propagation Delay of First-Order RC Network

Digital circuits are often modeled as first-order RC networks of the type shown in
Figure 1-21. The propagation delay of such a network is thus of considerable interest.

R

SN

Pour

o)

Figure 1-21 First-order RC network.

‘When applying a step input (with v, going from 0 to V), the transient response of
this circuit is known to be an exponential function, and is given by the following expres-
sion (where T = RC, the time constant of the network):

v H=(01-"V (1.13)
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The time to reach the 50% point is easily computed as 7 = In(2)T = 0.69t. Similadly, it takes
t = In{9)7 = 2.27 to get to the 90% point. It is worth memorizing these numbers because
they are used extensively throughout this text.

1.3.4 Power and Energy Consumption

The power consumption of a design determines how much energy is consumed per operation,
and how much heat the circuit dissipates. These factors influence a great number of critical
design decisions, such as the power supply capacity, the battery lifetime, supply line sizing,
packaging and cooling requirements. Therefore, power dissipation is an important property of a
design that affects feasibility, cost, and reliability. In the world of high-performance computing,
power consumption limits, dictated by the chip package and the heat removal system, determine
the number of circuits that can be integrated onto a single chip, and how fast they are allowed to
switch. With the increasing popularity of mobile and distributed computation, energy limitations
put a firm restriction on the number of computations that can be performed given a minimum
time between battery recharges.

Depending on the design problem at hand, different dissipation measures must be consid-
ered. For instance, the peak power P, is important when studying supply line sizing. When
addressing cooling or battery requirements, one is predominantly interested in the average
power dissipation P,,. The measures are defined as

Ppeuk = ‘ipequsupply = max[p(t)]
T

T
% . (1.14)
P, = %J.p(t)dt = —suprly | (1)dt
0

T supply
0
is the current being drawn from the supply voltage

where p(z) is the instantaneous power, iy,
] over that interval.

Viuppiy Over the interval £ € [0,7], and 7., is the maximum value of i,

The dissipation can further be decomposed into static and dynamic components. The latter
occurs only during transients, when the gate is switching. It is attributed to the charging of
capacitors and temporary current paths between the supply rails; therefore it is proportional to
the switching frequency: the higher the number of switching events, the greater the dynamic
power consumption. On the other hand, the static component is present even when no switching
occurs and is caused by static conductive paths between the supply rails or by leakage currents.
It is always present, even when the circuit is in standby. Minimization of this consumption
source is a worthwhile goal. ‘

The propagation delay and the power consumption of a gate are related —the propagation
delay is mostly determined by the speed at which a given amount of energy can be stored on the
gate capacitors. The faster the energy transfer (or the higher the power consumption), the faster
the gate. For a given technology and gate topology, the product of power consumption and prop-
agation delay is generally a constant. This product is called the power-delay product (or PDP),
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and can be considered as a quality measure for a swilching device. The PDP is simply the energy
consumed by the gate per switching event. The ting oscillator is again the circuit of choice for
measuring the PDP of a logic family.

Anideal gate is one-that is fast and consumes little energy. The energy-delay product (E-D)
is a combined meiric that bring's those two elements together, and is often used-as the ultimate
quality metric. Thus, it should be clear that the E-D is equivalent to power-delay”.

Example 1.7 Energy Dissipation of First-Order RC Network

Let us again consider the first-order RC network (shown in Figure 1-21). When applying a
step input (with V,, going from 0 to V), an amount of energy is provided by the signal
source to the network. The total energy delivered by the source (from the start of the tran-
sition to the end) can be readily computed:

¥

oo

: T dvour 2
E,= ftfn(r)vfn(t)dr = VJC o = (CV)J'a’vou, = CV (1.15)
o] 0 .

0

It is interesting to observe that the energy needed to charge a capacitor from 0 to V
volts with a step input is a function of the size of the voltage step and the capacitance, but
is independent of the value of the resistor. We can also compute how much of the delivered
energy gets stored on the capacitor at the end of the fransition.

w - v
d 2
Eq= [ic(yv, (ndt = [cZexy a1 = cfv, dv. . = & (1.16)
C C sut dr ot out™ Vour 3
0 0 0

This is exactly half of the energy delivered by the source. For those who wonder
what happened to the other half—a simple analysis shows that an equivalent amount gets
dissipated as heat in the resistor during the transaction. It is left to the reader to demon-
strate that during the discharge phase (for a step from V to 0), the energy originally stored
on the capacitor gets dissipated in the resistor as well, and then turned into heat.

1.4 Summary

In this introductory chapter, we learned about the history and the trends in digital circuit design.
We also introduced the important quality metrics used to evaluate the quality of a design: cost,
functionality, robustness, performance, and energy/power dissipation. '

1.5 To Probe Further

The design of digital integrated circuits has been the topic of many textbooks and monographs.
To help the reader find more information on some selected topics, an extensive list of references
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 follows. The state-of-the-art developments in the area of digital design are generally reported in

technical journals or conference proceedings, the most important of which are listed.

Journals and Proceedings

IEEE Journal of Solid-State Circuits

IEICE Transactons on Electronics (Japan)

Proceedings of The International Solid-State and Circuits Copference (ISSCC)
Proceedings of the VLSI Circuits Symposium

Proceedings of the Custom Integrated Circuits Conference (CICC)

European Solid-State Circuits Conference (ESSCIRC)
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Exercises

Please refer to http://bwrc.eecs.berkeley.eduw/IcBook for up-to-date problem sets and exercises. By making the exer-
cises electronically available rather than in print, we can provide a dynamic environment that {racks the rapid evolution
of today's digital integrated circuit design technology.
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4.1 Introduction.

Throughout most of the history of integrated circuits, on-chip interconnect wires were ahmost
like second class citizens, only considered in special cases or when performing high-precision
analysis. With the introduction of deep submicron semiconductor technologies, this picture has
undergone rapid changes. The parasitic effects introduced by the wires display a scaling behav-
ior that differs from the active devices such as transistors, and they tend to gain in importance as
device dimensions are reduced and circuit speed is increased. In fact, they start to dominate
some of the relevant metrics of digital integrated circuits such as speed, energy consumption,
and reliability. This situation is aggravated by the fact that improvements in technology make the
production of ever larger die sizes economically feasible, which results in an increase in the
average length of an interconnect wire and in the associated parasitic effects. A careful and in-
depth analysis of the role and behavior of the interconnect wire in a semiconductor technology
is, therefore, not only desirable, but essential,

4.2 A First Glance

The designer of an electronic circuit has multiple choices in realizing the interconnections
between the various devices that make up the circunit. State-of-the-art processes offer multiple
fayers of aluminum or copper, and at least one layer of polysilicon. Even the heavily doped n*
or p* diffusion layers typically used for the realization of source and drain regions can be
employed for wiring purposes. These wires appear in the schematic diagrams of electronic cir-
cuits as simple lines with no apparent impact on the circuit performance. From our discussion
of the integrated circuit manufacturing process, it should be clear that this picture is too sim-
plistic, and that the wiring of today’s integrated circuits forms a complex geometry that intro-
duces capacitive, resistive, and inductive parasitics. All three have multiple effects on the
circuit’s behavior:

1. They ali cause an increase in propagation delay, or, equivalently, a drop in performance.

2. They ali have an impact on the energy dissipation and the power distribution.

3. They all cause the introduction of extra noise sources, which affect the reliability of the
circuit.

A designer can decide to play it safe and include all these parasitic effects in her analysis and
design optimization process. This conservative approach is not very constructive, however, and
most ofien it is.not even feasible. First of all, a “complete” model is dauntingly complex and is
only applicable to very small topologies. Hence, it is totally useless for today’s integrated cir-
cuits, with their millions of circuit nodes. Furthermore, this approach has the disadvantage of
“not seeing the forest for the trees,” so to speak. The circuit hehavior at a given circuit node is
only determined by a few dominant parameters. Bringing all possible effects to bear may
obscure the picture and turn the optimization and design process into a “trial-and-error™ opera-
tion, rather than an enlightened and focused search.
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transmitters receivers

schematics view physical view

Figure 4-1 Schematic and physical views of wiring of bus network. The latter shows
only a limited area (as indicated by the emphasis in the schematics).

Thus, it is important for the designer to have a clear insight into the parasitic wiring
effects, their relative importance, and their models. This is best iltustrated with a simple exam-
ple, as shown in Figure 4-1. Each wire in a bus network connects a transmitter (or transmitters)
to a set of receivers and is implemented as a chain of wire segments of various lengths and
geometries. Assume that all segments are implemented on a single interconnect layer and iso-
lated from the silicon substrate and from each other by a laver of dielectric material. (Be aware
that the reality may be far more complex.)

A full-fledged circuit model, that takes into account the parasitic capacitance, resistance,
and the inductance of the interconnections is shown in Figure 4-2a. Observe that these extra cir-
cuit elements are not located in a single physical point, but are distributed over the length of the
wire. This is necessary when the length of the wire becomes significantly greater than its width.
In addition, interwire parasitics are present, creating coupling effects between the different bus
signals that were not present in the original schematics.

Analyzing the bebavior of this schematic, which only models a small part of the circuit, is
slow and cumbersome. Fortunately, substantial simplifications often can be made, including the
following:

» Inductive effects can be ignored if the resistance of the wire is substantial enough—this is
the case for long aluminum wires with a small cross section, for example, or if the rise and
fall times of the applied signals are slow. '

¢ When the wires are short, the cross section of the wire is large, or the interconnect material
used has a low resistivity, a capacitance-only model can be used (see Pigure 4-2b).

* Finally, when the separation between neighboring wires is large, or when the wires only
run together for a short distance, interwire capacitance can be ignored, and all the parasitic
capacitance can be modeled as capacitance to ground.

50




138 Chapter 4 » The Wire

At T

I T

(a} (b)

Figure 4-2 Wire models for the circuit of Figure 4-1. Model (a) considers most of the wire
parasitics (with the exception of interwire resistance and mutual inductance), while modet
{b) only considers capacitance.

Obviously, the latter cases are the easiest to model, analyze, and optimize. The experi-
enced designer knows to differentiate between dominant and secondary effects. The goal of this
chapter is to present the basic techniques of estimating the values of the various interconnect
parameters, simple models to evaluate their impact, and a set of roles of thumb for deciding
when and where a particular model or effect should be considered.

4.3 Interconnect Parameters—Capacitance, Resistance, and inductance

4.3.1 Capacitance

An accurate modeling of the wire capacitance(s) in a state-of-the-art integrated circuoit is a non-
trivial task, and even today it is the subject of advanced research. The task is further complicated
by the fact that the interconnect structure of contemporary integrated circuils is three-dimen-
sional, as was clearly demonstrated in the integrated-circuit cross section of Figure 2-8. The
capacitance of such a wire is a function of its shape, its environment, its distance to the substrate,
and the distance to surrounding wires. Rather than getting lost in complex equations and models,
a designer typically will use an advanced extraction tool to get precise values of the interconnect
capacitances of a completed layout. Most semiconductor manufacturers also provide empirical
data for the various capacitance contributions, as measured from a number of test dies. Yet, some
simple, first-order models come in handy to provide a basic understanding of the nature of inter-
connect capacitance and its parameters, and of how wire capacitance will evolve with future
technologies. )
Consider first a stmple rectangular wire placed above the semiconductor substrate, as
shown in Figure 4-3. If the width of the wire is substantially larger than the thickness of the
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236 Chapter 6 + Designing Combinational Logic Gates in CMOS

6.1 ‘lntroduction

The design considerations for a simple inverter circuit were presented in the previous chapter.
We now extend this discussion to address the synthesis of arbitrary digital gates, such as NOR,
NAND, and XOR. The focus is on combinational logic or nonregenerative circuits—that is, cir-
cuits having the property that at any point in time, the output of the circuit is related to its current
input signals by some Boolean expression (assuming that the transients through the logic gates
have settled). No'intentional connection from outputs back to inputs is present.

This is in contrast to another class of circuits, known as sequential or regenerative, for
which the output is not only a function of the current input data, but also of previous values of
the input signals (see Figure 6-1). This can be accomplished by connecting one or more outputs
intentionally back to some inputs. Consequently, the circuit “remembers” past events and has a
sense of history. A sequential circuit includes a combinational logic portion and a module that
holds the state. Example circuits are registers, counters, oscillators, and memory. Sequential cir-
cuits are the topic of the next chapter.

There are numerous circuit styles to implement a given logic function. As with the
inverter, the common design metrics by which a gate is evaluated are area, speed, energy, and
power. Depending on the application, the emphasis will be on different metrics. For example, the
switching speed of digital circuits is the primary metric in a high-performance processor, while
in a battery operated circuit, it is energy dissipation. Recently, power dissipation also has
become an important concern and considerable emphasis is placed on understanding the sources
of power and approaches to dealing with power. In addition to these metrics, robustness to noise
and reliability are also very important considerations. We will see that certain logic styles can
significantly improve performance, but they usually are more sensitive to noise.

6.2 Static CMOS Design

The most widely used logic style is static complementary CMOS. The static CMOS style is
really an extension of the static CMOS inverter to multiple inputs. To review, the primary advan-
tage of the CMOS structure is robustness (i.e., low sensitivity to noise), good performance, and
low power consumption with no static power dissipation. Most of those properties are carried
over to large fan-in logic gates implemented using a similar circuit topology.

Out

State

(a) Combinational (b) Sequential
Figure 6-1 High-level ¢classification of logic circuits.
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The complementary CMOS circuit style falls under a broad class of logic circuits called

static circuits in which at every point in time, each gate output is connected to either Vp,, or

Vs via a low-resistance path. Also, the outputs of the gates assume at all times the value of the
Boolean function implemented by the circuit {ignoring, the transient effects during switching
periods). This is in contrast to the dynamic circuit class, which relies on temporary storage of
signal values on the capacitance of high-impedance circuit nodes. The latter approach has the
advantage that the resulting gate is simpler and faster. Its design and operation are, however,
more invelved and prone to failure because of increased sensitivity to noise. ‘

In this section, we sequentially address the design of various static circuit flavors, includ-
ing complementary CMOS, ratioed logic (pseudo-NMOS and DCVSL), and pass-transistor
Jogic. We also deal with issues of scaling to lower power supply voltages and threshold
voltages.

6.2.1 Complementary CMOS

Concept

A static CMOS gate is a combination of two networks—the pull-up network (PUN) and the puil-
down network (PDN), as shown in Figure 6-2. The figure shows a generic N-input logic gate
where all inputs are distributed to both the pull-up and pull-down networks, The function of the
PUN is to provide a connection between the output and V;,;, anytime the output of the logic gate
is meant to be 1 (based on the inputs). Similarly, the function of the PDN is to connect the output
to Vg when the output of the logic gate is meant to be 0. The PUN and PDN networks are con-
structed in a mutually exclusive fashion such that ene and only one of the networks is conduct-
ing in steady state. In this way, once the transients have settled, a path always exists between Vip,
and the output F for a high output (“one™), or between Vg and F for a low output (“zero™). This
is equivalent to stating that the output node is always a low-impedance node in steady state.

Pull-up: make a connection from Vpp to F when
F(Iny,Iny, .. dn) =1

———o0 F(Iny,Iny,..In,)

Pull-down: make a connection from Vpp to Vgg when
F(Iny,Ing, ... In) =0

Vs

Figure 6-2 Complementary logic gate as a combination of a PUN
{puli-up network) and a PDN {pull-down network).
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In constructing the PDN and PUN networks, the designer should keep the following
observations in mind:

* A (ransistor can be thought of as a switch controlled by its gate signal. An NMOS switch
is on when the controlling signal is high and is off when the controlling signal is low. A
PMOS transistor acts as an inverse switch that is or when the controlling signal is low and
off when the controlling signal is high. \

* The PDN is constructed using NMOS devices, while PMOS transistors are used in the
PUN. The primary reason for this choice is that NMOS transistors produce “strong zeros,”
and PMOS devices generate “strong ones.” To illustrate this, consider the examples shown
in Figure 6-3. In Figure 6-3a, the output capacitance is initially charged to V. Two possi-
ble discharge scenarios are shown. An NMOS device pulls the output all the way down to
GIND, while a PMOS lowers the output no further than IVTp[—the PMOS turns off at that
point and stops contributing discharge current. NMOS transistors are thus the preferred
devices in the PDN. Similarly, two altemative approaches to charging up a capacitor are
shown in Figure 6-3b, with the output initially at GND. A PMOS switch succeeds in
charging the output all the way to Vp,, while the NMOS device fails to raise the output
above Vj,;;, — V.. This explains why PMOS transistors are preferentially used in a PUN.

* A set of rules can be dernived to construct logic functions (see Figure 6-4). NMOS devices
connected in series correspond to an AND function. With all the inputs high, the series
combination conducts and the value at one end of the chain is transferred to the other end.
Similarly, NMOS transistors connected in parallel represent an OR function. A conducting
path exists between the output and input terminal if at least one of the inputs is high. Using
similar arguments, construction rules for PMOS networks can be formulated. A series con-

v
o _‘ 0->Vpp— Vi, ‘__E‘i 0-Vpp

Out

_I_CL I_CL

(b) Pulling down a node by using NMOS and PMOS switches

Figure 6-3 Simple examples illustrate why an NMOS should be
used as a pull-down, and a PMOS should be used as a pull-up device.
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B A
Series combination J_ _L A _I Parallel combination
conducts if A+ B m conducts if A+ B

(a) Series (b) Parailel

Figure 6-4 NMOS logic rules—series devices implement an AND, and parallel
devices implement an OR. ‘
nection of PMOS conducts if both inputs are low, representing a NOR function (A - B =
A + B), while PMOS transistors in parallel implement a NAND (A + B=4 - B).

» Using De Morgan’s theorems (A + B=A-Band A - B = A + B), it can be shown that the
pull-up and pull-down networks of a complementary CMOS structure are dual networks.
This means that a parallel connection of transistors in the pull-up network corresponds to a
series connection of the comresponding devices in the pull-down network, and vice versa.
Therefore, to construct 2 CMOS gate, one of the networks (e.g., PDN) is implemented
using combinations of series and paralle] devices. The other network (i.e., PUN) is
obtained using the duality principle by walking the hierarchy, replacing serics subnets
with parallel subnets, and parallel subnets with series subnets. The compleie CMOS gate
is constructed by combining the PDN with the PUN.

* The complementary gate is naturaily inverting, implementing only functions such as
NAND, NOR, and XNOR. The realization of a noninverting Boolean function (such as
AND OR, or XOR) in a single stage is not possible, and requires the addition of an extra
inverter stage.

» The number of transistors required to implement an N-input logic gate is 2N.

Example 6.1 Two-Input NAND Gate

Figure 6-3 shows a two-input NAND gate (F = A - B). The PDN network consists of two
NMOS devices in series that conduct when both A and B are high. The PUN is the dual

Figure 6-5 Two-input NAND gate in complementary static CMOS style.

56



240

Chapter 6 *+ Designing Combinational Logic Gates In CMOS

network, and it consists of two parallel PMOS transistors. This means that Fis 1 if 4 = 0
or B =0, which is equivalent to F = A - B. The truth table for the simple two input NAND
gate is given in Table 6-1. It can be verified that the output F is always connected to either
Vpp or GND, but never to both at the same time.

Table 6-1 Truth Table for two-Input NAND.

A B F
0 0 1
0 1 | 1
1 0 1
1 1 0

Example 6.2 Synthesis of Complex CMOS Gate

Using complementary CMOS logic, consider the synthesis of a complex CMOS gate
whose function is F =D + A~ (B + C). The first step in the synthesis of the logic gate is to
derive the pull-down network as shown in Figure 6-6a by using the fact that NMOS
devices in series implements the AND function and parallel device implements the OR
function. The next step is to use duality to derive the PUN in a hierarchical fashion. The
PDN network is broken into smaller networks (i.e., subset of the PDN ) called subnets that
simplify the derivation of the PUN. In Figure 6-6b, the subnets (SN) for the pull-down net-

F
A
D
8| cH
(a) Pull-down network (b) Deriving the pull-up network
hierarchically by identifying
subnets

(c) Complete gate

Figure 6-6 Complex complementary CMOS gate.
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work are identified. At the top level, SN1 and SN2 are in parallel, so that in the dual net-
work they will be in series. Since SN1 consists of a single transistor, it maps directly to the
pull-up network. On the other hand, we need to sequentially apply the duality rules to
SN2, Inside SN2, we have SN3 and SN4 in series, so in the PUN they will appear in paral-
lel. Finally, inside SN3, the devices are in parallel, so they appear in series in.the PUN.
The complete gate is shown in Figure 6-6¢. The reader can verify that for every possible
input combination, there always exists a path to either Vj;, or GND.

Static Properties of Complementary CMOS Gates

Complementary CMOS gates inberit all the nice properties of the basic CMOS inverter. They
exhibit rail-to-rail swing with Vg = V5 and Vi,; = GND. The circuits also have no static power
dissipation, since the circuits are designed such that the pull-down and pull-up networks are
mutually exclusive. The analysis of the DC voliage transfer characteristics and the noise margins
is more complicated than for the inverter, as these parameters depend upon the data input pat-
terns applied to gate.

Consider the static two-input NAND gate shown in Figure 6-7. Three possible input com-
binations switch the output of the gate from high to low: (a)A=B=0-1,(b)A=1,B=0- 1,
and (¢) B=1,A =0 — 1. The resulting voltage transfer curves display significant differences.
The large variation between case (a) and the others (b and ¢) is explained by the fact that in the
former case, both transistors in the pull-up network are on simultaneously for A = B = 0, repre-
senting a strong pull-up. In the latter cases, only one of the pull-up devices is on. The VTC is
shifted to the left as a result of the weaker PUN. '

The difference between (b) and (c) results mainly from the state of the internal node ins
between the two NMOS devices. For the NMOS devices to turn on, both gate-to-source voltages

30

Figure 6-7 The VTC of a two-input NAND is daia dependent. NMOS devices
are 0.5 um/0.25 pm while the PMOS devices are sized at 0.75 pm/0.25 pm.
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must be above Vi, with Viuey =V, — Vipgq and Vizg; = V. The threshold voltage of transistor M,
“will be higher than transistor M; due to the body effect. The threshold voltages of the two
devices are given by the following equations:

VTn0+Y((AI|2¢f| +Vim)_«,t‘|2¢f|) . (6.1)

Vel = Vono (6.2)

VTR2

For case (b), M; is tuned off, and the gate voltage of M, is set to Vj,p. To a first order, M,
may be considered as a resistor in series with M. Since the drive on M, is large, this resistance is
small and has only a small effect on the voltage transfer characteristics. In case (c), transistor M,
acts as a resistor, causing a V; increase in M, due to body effect. The overall impact is quite
small, as seen from the plot.

Design Consideration

The important point to take away from the preceding discussion is that the noise margins are input/
pattern dependent. In Example 6.2, a glitch on only one of the two inputs has a larger chance of creating a
false transition at the output than if the glitch were to occur on both inputs simultaneously. Therefore, the
former condition has a lower low-noise margin. A common practice when characterizing gates such as
NAND and NOR is to connect all the inpuis together. Unfortunately, this does not represent the worst case
static behavior; the data dependencies should be carefully modeled. |

Propagation Delay of Complementary CMOS Gates

The computation of propagation delay proceeds in a fashion similar to the static inverter. For the
purpose of delay analysis, each transistor is modeled as a resistor in series with an ideal switch.
The vaiue of the resistance is dependent on the power supply voltage and an equivalent large sig-
nal resistance, scaled by the ratio of device width over length, must be used. The logic is trans-
formed into an equivalent RC network that includes the effect of internal node capacitances.
Figure 6-8 shows the two-input NAND gate and its equivalent RC switch level model. Note that
the internal node capacitance C;,—attributable to the source/drain regions and the gate overlap
capacitance of M, and M ,—is included here. While complicating the analysis, the capacitance of
the internal nodes can have quite an impact in some networks such as large fan-in gates. In a first
pass, we ignore the effect of the internal capacitance.

A simple analysis of the model shows that, similarly to the noise margins, the propaga-
tion delay depends on the input patterns. Consider, for instance, the low-to-high transition.
Three possible input scenarios can be identified for charging the output to V5. If both inputs are
driven low, the two PMOS devices are on. The delay in this case is 0.69 X (R,/2) x Cp, since the
two resistors are in parallel. This is not the worst case low-to-high transition, which occurs when
only one device turns on, and is given by 0.69 X R, x C;. For the pull-down path, the output is
discharged only if both A and B are switched high, and the delay is given by 0.69 x (2Ry) x C; to
a first order. In other words, adding devices in series slows down the circuit, and devices must be
made wider to avoid a performance penalty. When sizing the transistors in a gate with multiple
inputs, we should pick the combination of inputs that triggers the worst case conditions.
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(a) Two-input NAND ' (b) RC-equivalent model
Figure 6-8 Equivalent AC model for a two-input NAND gate.

For the NAND gate to have the same pull-down delay (z,,) as a minimum-sized inverter,

the NMOS devices in the PDN stack must be made twice as wide so that the equivalent resis-
tance of the NAND pull-down network is the same ag the inverter. The PMOS devices can
remain unchanged.!

This first-order analysis assumes that the extra capacitance introduced by widening the

transistors can be ignored. This is not a good assumption, in general, but it allows for a reason-
able first cut at device sizing.

Example 6.3 Delay Dependence on Input Patterns

Consider the NAND gate of Figure 6-82. Assume NMOS and PMOS devices of 0.5 pm/
0.25 um and 0.75 wm/0.25 pm, respectively. This sizing should result in approximately
equal worst case rise and fall times (since the effective resistance of the pull-down is
designed to be equal to the pull-up resistance).

Figure 6-9 shows the simulated low-to-high delay for different input patterns. As
expected, the case in which both inputs transition go low (A =B =1 — () results in a
smaller delay, compared with the case in which only one input is driven low. Notice that
the worst case low-to-high delay depends upon which input (4 or B) goes low. The reason
for this involves the internal node capacitance of the pull-down stack (i.e., the source
of M,). For the case in which B = 1 and A transitions from 1 — 0, the pull-up PMOS
device only has to charge up the output node capacitance (M, is turned off). On the other
hand, for the case in which A = 1 and B transitions from 1 — 0, the pull-up PMOS device

In deep-submicron processes, even larger increases in the width are needed due to the on-set of velocity sawration, For
a two-input NAND, the NMOS transistors should be made 2.5 times as wide instead of 2 times.

60




244 Chapter 6 * Designing Combinational Logic Gates in CMOS
3.0 '
Input Data ‘Delay
Pattern (p®)
: 2.0

b A=B=0-=1 69
% 1o A=1LB=051[ 62
§ A-0-1LB=1 50
0.0 A=B=1-0 35
L j A=1B=1-0| 176
() S—— L A=1-0,B=1 57

0 100 200 300 400

Time, ps '

Figure 6-9 Example showing the delay dependence on input patterns.

has to charge up the sum of the output and the internal node capacitances, which slows
down the transition.

The table in Figure 6-9 shows a compilation of various delays for this circuit. The
first-order transistor sizing indeed provides approximately equal rise and fall delays. An
important point to note is that the high-to-low propagation delay depends on the initial
state of the internal nodes. For example, when both inputs transition from 0 — 1, it is
important- to establish the state of the internal node. The worst case happens when the
internal node is initially charged up to Vp, — Vp,. which can be ensured by pulsing the A
input from 1 — 0 — 1, while input B only makes the 0 — 1 transition. In this way, the
internal node is initialized properly.

The important point to take away from this example is that estimation of delay can
be fairly complex, and requires a careful consideration of internal node capacitances and
data patterns. Care must be taken to model the worst case scenario in the simulations. A
brute force approach that applies all possible input patterns may not always work, because
it is important to consider the state of internal nodes.

The CMOS implementation of a NOR gate (F = A + B) is shown in Figure 6-10. The out-
put of this network is high, if and only if both inputs A and B are low. The worst case pull-down
transition happens when only one of the NMOS devices tums on (i.e., if either A or B is high).
Assume that the goal is to size the NOR gate such that it has approximately the same delay as an
inverter with the following device sizes: NMOS of 0.5 pm/0.25 pm and PMOS of 1.5 um/
0.25 um. Since the pull-down path in the worst case is a single device, the NMOS devices (M,
and M,) can have the same device widths as the NMOS device in the inverter. For the output to
be pulled high, both devices must be turned on. Since the resistances add, the devices must be
made two times larger compared with the PMOS in the inverter (i.e., M; and M, must have a size
of 3 wrn/0.25 um). Since PMOS devices have a lower mobility relative to NMOS devices, stack-
ing devices in series must be avoided as much as possible. A NAND implementation is clearly
preferred over a NOR implementation for implementing generic logic.
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Figure 6-10 Sizing of a NOR gate,

Problem 6.1 Transistor Sizing in Complementary CMOS Gates

Determine the sizes of the transistors in Figare 6-6¢ such that it has approximately the same 7., and 2, as
an inverter with the following sizes: NMOS: 0.5 pm/0.25 pm and a PMOS: 1.5 pm/0.25 pm.

So far in the analysis of propagation delay, we have ignored the effect of internal node
capacitances. This is often a reasonable assumption for a first-order analysis. However, in more
complex logic gates with large fan-ins, the internal node capacitances can become significant.
Consider a four-input NAND gate, as drawn in Figure 6-11, which shows the equivalent RC
model of the gate, including the internal node capacitances. The internal capacitances consist of
the junction capacitances of the transistors, as well as the gate-to-source and gate-to-drain
capacitances. The latter are turned into capacitances to ground using the Miller equivalence. The
delay analysis for such a circuit involves solving distributed RC networks, a problem we already
encountered when analyzing the delay of interconnect networks. Consider the pull-down delay
of the circuit. The output is discharged when all inputs are driven high. The proper initial condi-
tions must be placed on the internal nodes (i.e., the internal nodes must be charged to Vpp — Vpy)
before the inputs are driven high.

The propagation delay can be computed by using the Elmore delay model:

togr = 0.69(R;- C1+ (R +Ry) - Co+ (Ry+Ry+ Ry) - C + (R + Ry + Ry +R) - C;) (6.3)

Notice that the resistance of M, appears in all the terms, which makes this device espe-
cially important when attempting to minimize delay. Assuming that all NMOS devices have an
equal size, Eq. (6.3) simplifies to

tous = 0.69RW(C +2-Cy+3-Cy+4-C)) (6.4)
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s

Figure 6-11 Four-input NAND gate and its RC model.

Example 6.4 A Four-Input Complementary CMOS NAND Gate

In this example, we evaluate the intrinsic (or unloaded) propagation delay of a four-input
NAND gate (without any loading) is evaluatedusing hand analysis and simulation. The
layout of the gate is shown in Figure 6-12. Assume that all NMOS devices have a W/L of
0.5 pm/0.25 pm, and all PMOS devices have a device size of 0.375 um/0.25 um. The
devices are sized such that the worst case rise and fall times are approximately equal to a
first order (ignoring the internal node capacitances).

By using techniques similar to those employed for the CMOS inverter in Chapter 5,
the capacitance values can be computed from the layout. Notice that in the pull-up path,
the PMOS devices share the drain terminal, in order to reduce the overall parasitic contri-
bution. Using our standard design rules, we find that the area and perimeter for various
devices can be easily computed, as shown in Table 6-2.

In this example, we focus on the pull-down delay, and the capacitances will be
computed for the high-to-low transition at the output. While the output makes a transi-
tion from Vpp, to 0, the internal nodes only transition from Vy, — Vg, to GND. We need
to linearize the internal junction capacitances for this voltage transition, but, to sim-
plify the analysis, we use the same K g for the internal nodes as for the output node.
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- Out -

GND

A B

Figure 6-12 Layout a four-input NAND gate in complementary CMOS. See also
Colorplate 7.

Table 6-2 Area and perimeter of transistors in four-input NAND gate.

Transistor W (pm) AS (pm?) AD (pm?) PS (m) PD (pm)
1 05 0.3125 0.0625 1.75 0.25
2 0.5 0.0625 0.0625 025 025
3 0.5 0.0625 0.0625 0.25 0.25
4 0.5 0.0625 03125 . 0.25 1.75
5 0.375 0.297 0.172 1.875 0.875
6 0.375 0.172 0.172 0.875 0.875
7 0.375 0.172 0.172 0.875 0.875
8 0.375 0.297 0.172 1.875, 0.875

It is assumed that the output connects to a single, minimum-size inverter. The effect
of intracell routing, which is small, is ignored. The various contributions are summarized
in Table 6-3. For the NMOS and PMOS junctions, we use K,, = 0.57, K, = 0.61, and
K,,=0.79, K, = 0.86, respectively. Notice that the gate-to-drain capacitance is mul-
tiplied by a factor of two for all internal nodes as well as the output node, to account
for the Miller effect. (This ignores the fact that the internal nodes have a slightly

smaller swing due to the threshold drop.)
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Table 6-3 Computation of capacitances for high-to-low transition at the output. The table shows
the intrinsic delay of the gate without extra loading. Any fan-out capacitance would snmply be
added to the C, term.

Capacitor Contributions (H — L) Value (fF) (H — L)

Cci

Cyp+ Cg +2% Cpgy + 2% C, (0.57 % 0.0625 * 2+ 0.61 * 0.25 * 0.28) +
(0.57 * 0.0625 * 2 + 0.61 * 0.25% 0.28) +
2% (0.31*%0.5) +2 % (0.31 *0.5) = 0.85 {F

C2

Co+ Cy+ 2% Cop +2% C (0.57 * 0.0625 * 2 + 0.61 * 0.25 * 0.28) +
(0.57 * 0.0625 * 2 + 0.61 * 0.25% 0.28) +

2%(031 %05 +2%(031*0.5=085fF

c3

Cpg+ Cog+27% Cog + 2% Cpyg (0.57 * 0.0625 * 2+ 0.61 * 0.25 * 0.28) +
(0.57 * 0.0625 * 2+ 0.61 * 0.25% 0.28) +
2%(0.31 * 0.5) + 2 * (0.31 * 0.5) = 0.85 (T

. CL

Cpet2% Copgyt Cas+ Ci+ Cpr (0.57 % 0.3125 * 2+ 0.61 * 1.75 *0.28) +
+Cag+ 2% Cogs+2* Cys 2% (031 * 0.51+ 4 * (0.79 * 0.171875* 1.9+ 0.86
+2% Cppy+ 2% Cpgy *0.875 * 0220+ 4 * 2 * (0.27 * 0.375) = 3.47 {F
=Cy+4* Cu+d*2% Cpyy

Using Eq. (6.4), we compute the propagation delay, as follows:
IBKQ
tomp = 069 —— |(0.85fF +2-0.85fF + 3 - 0.85fF + 4 -347fF) = 85 ps

The simulated delay for this particular transition was found to be 86 ps! The hand
analysis gives a fairly accurate estimate, given all of the assumptions and lineariza-
tions that were made. For example, we assume that the gate—source (or gate—drain)
capacitance only consists of the overlap component. This is not entirely the case,
because, during the transition, some other contributions come in place depending upon
the operating region. Once again, the goal of hand analysis is not to provide a totally
accurate delay prediction, but rather to give intuition into what factors influence the
delay and to aid in initial transistor sizing. Accurate timing analysis and transistor opti-
mization is usually done uwsing SPICE. The simulated worst case Jow-to-high delay
time for this gate was 106 ps.

While complementary CMOS is a very robust and simple approach for implementing

logic gates, there are two major problems associated with using this style as the complexity of
the gate (i.e., fan-in) increases. First, the number of transistors required to implement an N fan-in
gate is 2N. This can result in a significantly large implementation area. -
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Figure 6-13 Propagation delay of CMOS NAND gate as a function of fan-in.
A fan-out of one inverter is assumed, and all pull-down transistors are minimal size.

The second problem is that propagation delay of a complementary CMOS gate deteriorates rap-
idly as a function of the fan-in. In fact, the unloaded intrinsic delay of the gate is, at worst, a
quadratic function of the fan-in.

¢ The large number of transistors (2NV) increases the overall capacitance of the gate. For an
N-input gate, the intrinsic capacitance increases linearly with the fan-in. Consider, for
instance, the NAND gate of Figure 6-11. Given the linear increase in the number of PMOS
devices connected to the output node, we expect the low-to-high delay of the gate to
increase linearly with fan-in—while the capacitance goes up linearly, the pull-up resis-
tance remains unchanged. '

* The series connection of transistors in either the PUN or PDN of the gate causes an addi-
tional slowdown. We know that the distributed RC network in the PDN of Figure 6-11
comes with a delay that is quadratic in the number of elements in the chain. The high-to-
low delay of the gate should hence be a quadratic function of the fan-in.

Figure 6-13 plots the (intrinsic) propagation delay of a NAND gate as a function of fan-in
assuming a fixed fan-out of one inverter (NMOS: 0.5 um and PMOS: 1.5 pm). As predicted, 2,75
is a linear function of fan-in, while the simultaneous increase in the pull-down resistance and the
load capacitance cause an approximately quadratic relationship for #,4;. Gates with a fan-in
greater than or equal to 4 become excessively slow and must be avoided.

Design Techniques [or Large Fan-in

The designer has a number of techniques at his disposition to reduce the delay of large fan-in circuits:

* Transistor Sizing The most obvious solution is to increase the transistor sizes. This lowers the resis-
tance of devices in series and lowers the time constants. However, increasing the transistor sizes results
in larger parasitic capacitors, which not only affect the propagation delay of the gate in question, but
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Figure 6-14 Progressive sizing of transistors in large transistor chains
copes with the exira load of internal capacitances.

also present a larger load to the preceding gate. This technique should therefore be used with caution.
If the load capacitance is dominated by the intrinsic capacitance of the gale, widening the device only
creates.a “self-loading” effect, and the propagation delay is unaffected. Sizing is only effective when
the load is dominated by the fan-out. A more comprehensive approach toward sizing transistors in
complex CMOS combinational networks is discussed in the next section.

* Progressive Transisfor Sizing An alternate approach to uniform sizing (in which each transis-
tor is scaled up uniformly), is to use progressive transistor sizing (Figure 6-14). Referring back to
Eq. (6.3), we see that the resistance of M, (R|) appears N times in the delay equation, the resistance
of M, (R,) appears N — 1 times, etc. From the equation, it is clear that R) should be made the small-
est, R, the next smallest, etc. Consequently, a progressive scaling of the transistors is beneficial: M,
> M, > My > M, This approach reduces the dominant resistance, while keeping the increase in
capacitance within bounds. For an excellent treatment on the optimal sizing of transistors in a com-
plex network, we refer the interested reader to [Shoji88, pp. 131-143]. You should be aware, how-
ever, of one important pitfall of this approach. While progressive resizing of transistors is relatively
easy in a schematic diagram, it is not as simple in a real layout. Very often, design-rule consider-
ations force the designer to push the transistors apart, which causes the internal capacitance to grow.
This may offset all the gains of the resizing!

 Input Reordering Some signals in complex combinational logic blocks might be more critical
than others. Not all inputs of a gate arrive at the same time (due, for instance, to the propagation
delays of the preceding logical gates). An input signal to a gate is called crifical if it is the last signal
of all inputs to assume a stable value. The path through the logic which determines the ultimate
speed of the structure is called the crifical path.

Putting the critical-path transistors closer to the output of the gate can result in a speed up, as
demonstrated in Figure 6-15. Signal In, is assumed to be a critical signal. Suppose further that fn,
and fn, are high, and that In; undergoes a 0 — 1 transition. Assume also that C; is initially
charged high. In case (a), no path to GND exists until M is turned on, which, unfortunately, is
the last event to happen. The delay between the arrival of fn, and the output is therefore deter-
mined by the time it takes to discharge C, C; and C,. In the second case, C; and C; are already
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Figure 6-15 Influence of transistor ordering on delay.
Signal In, is the critical signal.

Do =

Flgure 6-16 Logic restructuring can reduce the gate fan-in.

discharged when In; changes. Only C; still has to be discharged, resulting in a smaller delay.

* Logic Restructuring Manipulating the logic equations can reduce the fan-in requirements and
thus reduce the gate delay, as illustrated in Figure 6-16. The quadratic dependency of the gate delay
on fan-in makes the six-input NOR gate extremely slow. Partitioning the NOR gate into two three-
input gates results in a significant speedup, which by far offsets the extra delay incurred by turning
the inverter into a two-input NAND gate. . n

Optimizing Performance in Combinational Networks

Earlier, we established that minimization of the propagation delay of a gate in isolation is a
purely academic effort. The sizing of devices should happen in its proper context. In Chapter 5,
we developed a methodology to do so for inverters. We also found that an optimal fan-out for a
chain of inverters driving a load C; is (C,/C,,)'"", where N is the number of stages in the chain,
and C,, the input capacitance of the first gate in the chain. If we have an opportunity to select the
number of stages, we found out that we would like to keep the fan-out per stage around 4. Can
this result be extended to determine the size of any combinational path for minimal delay? By
extending our previous approach to address complex logic networks, we find out that this is
indeed possible [Sutherland99].2

2The approach introduced in this section is commonly called logical effort, and was formally introduced in
[Sutherland99], which presents an extensive treatment of the topic. The treatment offered here represents only a glance
over of the overall approach.
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Table 6-4 Estimates of intrinsic delay factors of various
logic types, assuming simple layout styles, and a fixed
PMOS-NMOS ratio.

-Gate type p
Tnverter : 1
#-input NAND n
n-input NOR n
n-way multiplexer ' 2n
XOR, NXOR ) n2"!

To do so, we modify the basic delay equation of the inverter that we introduced in Chapter 5,
namely, :

Cex
t, = zp0(1 + ch’) = 1,4(1+£/7) | (6.5)
to
tp = p(](p + gf/'Y) . (66)

with 7, still representing the intrinsic delay of an inverter and f the ¢ffecrive fan-out, defined
as the ratio between the external load and the input capacitance of the gate. In this context, f
is also called the electrical effors, and p represents the ratio of the intrinsic (or unloaded)
delays of the complex gate and the simple inverter, and is a function of gate topology, as
well as layout style. The more involved structure of the multiple-input gate causes its intrin-
sic delay to be higher than that of an inverter. Table 6-4 enumerates the values of p for some
standard gates, assuming simple layout styles, and ignoring second-order effects such as
internal node capacitances.

The factor g is called the logical effort, and represents the fact that, for a given load,
complex gates have to work harder than an inverter to produce a similar response. In other
words, the logical effort of a logic gate tells how much worse it is at producing output current
than an inverter, given that each of its inputs may present ouly the same input capacitance as
the inverter. Equivalently, logical effort is how much more input capacitance a gate presents to
deliver the same output current as an inverter. Logical effort is a useful parameter, because it
depends only on circuit topology. The logical efforts of some common logic. gates are given in
Table 6-5.
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Table 6-6 Logic efforts of common logic gates, assuming a PMOS-NMOS ratio of 2.

Number of Inputs
Gate Type 1- 2 3 n
Tnverter 1 |
NAND 4/3 5/3 (n + 2)."3
NOR 5/3 7/3 (2n + 143
Multiplexer 2 ' 2 2
XOR 4 12

Example 6.5 Logical Effort of Complex Gates

Consider the gates shown in Figure 6-17. Assuming PMOS-NMOS ratio of 2, the input
capacitance of a minimum-sized symmetrical inverter equals three times the gate capaci-
tance of a minimum-sized NMOS (called C,;,). We size the two-input NAND and NOR
such that their equivalent resistances equal the resistance of the inverter (using the tech-
niques desctibed earlier). This increases the input capacitance of the two-input NAND to
4 Cyo o1 4/3 the capacitance of the inverter. The input capacitance of the two-input
NOR is 5/3 that of the inverter. Equivalently, for the same input capacitance, the NAND
and NOR gate have 4/3 and 5/3 less driving strength than the inverter. This affects the
delay component that corresponds to the load, increasing it by this same factor, called
the logical effort. Hence, gyanp = 4/3, and gyor = 3/3.

Inverter 'I\No—inp;t NAND Two-inp_ut NOR
Figure 6-17 logical effort of two-input NAND and NOR gates.
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Figure 6-18 Delay as a function of fan-out for an inverter and a two-input NAND.

The delay model of a logic gate, as represented in Eq. (6.6), is a simple linear relationship.
Figure 6-18 shows this relationship graphically: the delay is plotted as a function of the fan-out
for an inverter and for a two-input NAND gate. The slope of the line is the logical effort of the
gate; its intercept is the intrinsic delay. The graph shows that we can adjust the delay by adjust-
ing the effective fan-out (by transistor sizing) or by choosing a logic gate with a different logical
effort. Observe also that fan-out and logical effort contribute to the delay in a similar way. We
call the product of the two k = fg, the gate effort.

The total delay of a path through a combinational logic block can now be expressed as

N N £
- th-i = tPOE(pJ ,]ng) (6.7)

i=1 i=1
We use a similar procedure as we did for the inverter chain in Chapter 5 to determine the mini-
mum delay of the path. By finding N — 1 partial derivatives and setting them to zero, we find that
each stage should bear the same gate effort:

f181 = F282 = - = fnén (6.8)

The logical effort along a path in the network compounds by multiplying the 10g1ca1 efforts of all
the gates along the path, yielding the path log:cal effort G

G = Hgi (69)
1

We also can define a path effective fan-out (or electrical effort) F, which relates the load capaci-
tance of the last gate in the path to the input capacitance of the first gate:

F = —Ci (6.10)

Cn
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To relate F to the effective fan-outs of the individual gates, we must introduce another factor to
account for the logical fan-out within the network. When fan-out occurs at the output of a node,
some of the available drive current is directed along the path we are analyzing, and some is
directed off the path. We define the branching effort b of a logical gate on a given path to be

p = Covpun* Coftpat 6.11)

Con-path

where Cop, pan is the load capacitance of the gate along the path we are analyzing and Cg .y, is
the capacitance of the connections that lead off the path. Note that the branching effort is, if the
path does not branch (as in a chain of gates). The path branching effort is defined as the product
of the branching efforts at each of the stages along the path, or

N
B = Hb,. (6.12)
1

The path electrical effort can now be related to the electrical and branching efforts of the individ-
ual stages:

N
fi Hf i
F = Ji_ (6.13)
- 1
Finally, the total path effort A can be defined. Using Eq. (6.13), we write

N N
H=[]n = []ss: = orB : (6.14)
1 1

From here on, the analysis proceeds along the same lines as the inverter chain. The gate effort
that minimizes the path delay is

h="NH (6.15)
and the minimum delay through the path is

N
D= tp{z pj+M%[_@J 6.16)
j=1

Note that the path intrinsic delay is a function of the types of logic gates in the path and is not
affected by the sizing. The size factors of the individual gates in the chain s; can then be derived
by working from front to end (or vice versa). We assume that a unit-size gate has a driving capa-
bility equal to a minimum-size inverter. Based on the definition of the logical effort, this means
that its input capacitance is g times larger than that of the reference inverter, which equals C;.
With s, the sizing factor of the first gate in the chain, the input capacitance of the chain Cy
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. equals g,5;C.¢. Including the branching effort, we know that the input capacitance of gate 21is
(f\/b,) larger, or

f
8252C 5 = (b—D&ﬁCref : (6.17)

For gate i in the chain, this yields
- (B
5, = ( - ]| |(bj (6.18)

Example 6.6 Sizing Combinational Logic for Minimum Delay

Consider the logic network of Figure 6-19, which may represent the critical path of a
more complex logic block. The output of the network is loaded with a capacitance which
is five times larger than the input capacitance of the first gate, which is a minimum-sized
inverter. The effective fan-out of the path thus equals F = C;/C,; = 5. Using the entries
in Table 6-5, we find the path logical effort as follows:

5.5 25

G=1x § X 5 x1 = 3
Since there is no branching, B = 1. Hence, H = GFB = 125/9, and the optimal stage
effort b is 4/H = 1.93. Taking into account the gate types, we derive the following fan-
out factors: f; = 1.93; £, = 1.93x(3/5) = 1.16; f; = 1.16; f, = 1.93. Notice that the invert-
ers are assigned larger than the more complex gates because they are better at driving
loads.

Finally, we derive the gate sizes (with respect to the minimum-sized versions) using
Eq. (6.18). This leads to the following values: a = f,g,/g, = 1.16; b = fi f, g1/g5= 1.34; and
¢ =fifof281/84=2.60.

These calculations do not have to be very precise. As discussed in Chapter 5, sizing
a gale too large or too small by a factor of 1.5 still results in circuits within 5% of mini-
mum delay. ‘Therefore, the “back of the envelope™ hand calculations using this technique
are quite effective. :

' 1

o, ] e

5

Figure 6-19 Critical path of combinational network. ‘
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Problem 6.2 Sizing an Inverter Network

Revisit Problem 5.5, but this time around use the branching-effort approach to produce the solution.

Power Consumption in CMOS Logic Gates

The sources of power consumption in 2 complementary CMOS inverter were discussed in detail
in Chapter 5. Many of these issues apply directly to complex CMOS gates. The power dissipa-
tion is a strong function of transistor sizing (Which affects physical capacitance,) input and out-
put rise—fall times (which determine the short-circuit power,) device thresholds and temperature
{which impact leakage power,) and switching activity. The dynamic power dissipation is given
by &_,; C; Vpp® f- Making a gate more complex mostly affects the switching activity 04 ,;,
which has two components: a static component that is only a function of the topology of the
logic network, and a dynamic one that results from the timing behavior of the circuit. (The latter
factor is also called glitching.)

Logic Function The transition activity is a strong function of the logic function being imple-
mented. For static CMOS gates with statistically independent inputs, the static transition proba-
bility is the probability p, that the output will be in the zero state in one cycle, multiplied by the
probability p, that the output will be in the one state in the next cycle:

Og,¢ = Py P1 = Po-(1-pg) (6.19)

Assuming that the inputs are independent and uniformly distributed, any N-input static gate has
a transition probability given by ‘

N
Ny Ni Ny (2 -Ny)
Y1 =% "= =n

oM N 22N (6.20)
where N, is the number of zero entries, and N, is the number of one entries in the output column
of the truth table of the function. To illustrate, consider a static two-input NOR gate whose truth
table is shown in Table 6-6. Assume that only one input transition is possible during a clock
cycle and that the inputs to the NOR gate have a uniform input distribution (in other words, the
four possible states for inputs A and B—00, 01, 10, 11—are equally likely).

Table 6-6 Truth table of a two-input NOR gate.

A B Out
0 0 1
0 1 0
1 0 0
1 1 0
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From Table 6-6 and Eq. (6.20), the output transition probability of a two-input static
CMOS NOR gate can be derived: '

_ N @'-N) 3.2%-3) 3

G =~ el 6.21)

Problem 6.3 N-Input XOR Gate

Assuming the inputs to an N-input XOR gate are uncorrelated and uniformly distributed, derive the expres-
sion for the switching activity factor.

Signal Statistics The switching activity of a logic gate is a strong function of the input signal
statistics. Using a uniform input distribution to compute activity is not a good technique, since
the propagation through logic gates can significantly modify the signal statistics. For example,
~consider once again a two-input static NOR gate, and let p, and p, be the probabilities that the
inputs A and B are one. Assume further that the inputs are not correlated. The probability that the
output node is 1 is given by

p=-p3(1-p,) (6.22)
Therefore, the probability of a transition from 0 to 1 is
O =P =(1-(1=-p YA ~-p, N1 -p) 1 -p) (6.23)

Figure 6-20 shows the transition probability as a function of p, and p,. Observe how this
graph degrades into the simple inverter case when one of the input probabilities is set to 0. From

Figure 6-20 Transition activity of a two-input NOR gate as a function
of the input probabilities (o, pg).
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this plot, it is clear that understanding the signal statistics and their impact on switching events
can be used to significantly impact the power dissipation.

Problem 6.4 Power Dissipation of Basic Logic Gates

Derive the 0 — 1 output transition probabilities for the basic logic gates (AND, OR, XOR). The results to
be obtained are given in Table 6-7.

Table 6-7 Output transition probabilities for static logic gates.

Qo1
AND (L - papplpals
OR (1= p)(1 = ppL = (L= p)(1 — pp)]
XOR [1 = (ps+P5—2P4P5NP4 + P5 — 224P5)

Intersignal Correlations The evaluation of the switching activity is further complicated by the
fact that signals exhibit correlation in space and time. Even if the primary inputs to a logic net-
work are uncorrelated, the signals become correlated or “colored,” as they propagate through the
logic network. This is best illustrated with a simple example. Consider first the circuit shown in
Figure 6-21a, and assume that the primary inputs A and B are uncorrelated and uniformly dis-
tributed. Node C has a 1 (0) probability of 1/2, and a 0 — 1 transition probability of 1/4. The
probability that the node Z undergoes a power consuming transiiion is then determined using the
AND-gate expression of Table 6-7: ‘

Posi=l=pap) P Pp=(1-1/2- UY2)1/2 - 1/2=3/16 (6.24)

The computation of the probabilities is straightforward: signal and transition. probabilities
are evaluated in an ordered fashion, progressing from the input to the output node. This
approach, however, has two major limitations: (1) it does not deal with circuits with feedback as
found in sequential circuits, and (2) it assumes that the signal probabilities at the input of each
gate are independent, This is rarely the case in actual circuits, where reconvergent fan-out often
causes intersignal dependencies. For instance, the inputs to the AND gate in Figure 6-21b
(C and B) are interdependent because both are a function of A. The approach to computing

B

(a) Logic circuit without {(b) Logic circuit with
reconvergent fan-out reconvergent fan-out .

Figure 6-21 Example illustrating the effect of signal correlations.
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probabilities that we presented previously fails under these circumstances. Traversing from
inputs to outputs yields a transition probability of 3/16 for node Z, similar to the previous analy-
sis. This value clearly is false, as logic transformations show that the network can be reduced to
Z=C-B=A A=0, and thus no transition will ever take place.

To get the precise results in the progressive analysis approach, its is essentml to take signal
interdependencies into account. This can be accomplished with the aid of conditional probabili-
ties. For an AND gate, Z equals 1 if and only if B and C are equal to 1. Thus,

=p(Z=D=p(B=1,C=1) (6.25)

where p(B = 1, C = 1) represents the probability that B and C are equal to 1 simultaneously. If B
and C are independent, p(B = 1, € = 1) can be decomposed into p(B = 1) - p{C = 1), and this
yields the expression for the AND gate derived earlier: p, =p(B=1) - p(C=1)=pgpc. Ifa
dependency between the two exists (as is the case in Figure 6-21b), a conditional probability has
to be employed, such as the following:

p,=p(C=1B=1)-p(B=1) (6.26)

The first factor in Eq. (6.26) represents the probability that C = 1 given that B = 1. The
extra condition is necessary because C is dependent upon B. Inspection of the network shows
that this probability is equal to 0, since € and B are logical inversions of each other, resulting in
the signal probability for Z, p, = 0.

Deriving those expressions in a structured way for large networks with reconvergent fan-
out is complex, especially when the networks contain feedback loops. Computer support is
therefore essential. To be meaningful, the analysis program has to process a typical sequence of
input signals, because the power dissipation is a strong function of statistics of those signals.

Dynamic or Glitching Transitions When analyzing the transition probabilities of complex,
multistage logic networks in the preceding section, we ignored the fact that the gates have a non-
zero propagation delay. In reality, the finite propagation delay from one logic block to the next
can cause spurious transitions known as glitches or dynamic hazards to occur: a node can exhibit
multiple transitions in a single clock cycle before settling to the correct logic level.

A typical example of the effect of glitching is shown in Figure 6-22, which displays the
simulated response of & chain of NAND gates for all inputs going simultaneously from O to 1.
Initially, all the ouiputs are 1 since one of the inputs was 0. For this particular transition, all the
odd bits must transition to 0, while the even bits remain at the value of 1. However, due to the
finite propagation delay, the even output bits at the higher bit positions start to discharge, and the
voltage drops. When the correct input ripples through the network, the output goes high. The
glitch on the even bits causes extra power dissipation beyond what is required to strictly imple-
ment the logic function. Although the glitches in this example are only partial (i.e., not from rail
to rail), they contribute significantly to the power dissipation. Long chains of gates often occur
in important structures such as adders and multipliers, and the glitching component can easily
dominate the overall power consumption.

77



6.2 Static CMOS Design

" 261

Outy Cut, Outy Ouiy, Outy

201

Voltage, V

—-
=
|

0.0

Time, ps

00 600

Figure 6-22 Glitching in a chain of NAND gates.

Design Techniques to Reduce Switching Activity

The dynamic power of a logic gate can be reduced by minimizing the physical capacitance and the switch-
ing activity. 'The physical capacitance can be minimized in a number ways, including circuit style selection,
transistor sizing, placement and routing, and architectural optimizations. The switching activity, on the
other hand, can be minimized at all levels of the design abstraction, and is the focus of this section. Logic
structures can be optimized to minimize both the fundamental transitions required to implement a given

function and the spurious transitions.

1. Logic Restructuring Changing the topology of a logic network may reduce its power dissipa-
tion. Consider, for example, two alternative implementations of F=A - B - C- D, as shown in
Figure 6-23. Ignore glitching and assume that all primary inputs (4,8,C,D} are uncorrelated and

uniformly distributed (this is, p; (abod =
can be computed for the two topologies,

0.5). Using the expressions from Table 6-7, the activity
as shown in Table 6-8. The results indicate that the chain

implementation has an overall lower switching activity than the tree implementation for random

inputs. However, as mentioned before, it

S
c

is also important to consider the timing behavior to
A —
B —

D
C—

— 5

Chain structure

O

Tree structure

Figure 6-23 Simple example to demonstrate the influence of circuit

topelogy on activity.
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Table 6-8 Probdbilities for tree and chain topologies.

0, 0, F

py (chain). 1/4 1/8 1116

Po = 1-p, (chain) 344 18 15/16

' Py (chain) 3/16 764 15/256
| py (iree) | 1/4 1/4 1716
Pp = 1-p, {tree) 3/4 34 15/16

Do (tree) 3/16 3/16 15/256

accurately make power trade-offs. In this example, the (ree topology experiences (virtually) no
glitching activity since the signal paths are balanced to all the gates.

2. Input ordering Consider the two static logic circuits of Figure 6-24. The probabilities that A,
B, and C are equal to 1 are listed in the Figure. Since both circuits implement identical logic
functionality, it is clear that the activity at the output node Z is equal in both cases. The differ-
ence 1s in the activity at the intermediate node. In the first circuit, this activity equals (1-- 0.5 x
0.2) (0.5 % 0.2) = 0.09. In the second case, the probability that a 0 — 1 transition occurs equals
(1-0.2x0.1) (0.2 x 0.1) = 0.0196, a substantially lower value. From this, we learn that it is
beneficial o postpone the introduction of signals with a high transition rate (i.e., signals with a
signal probability close to 0.5). A simple reordering of the input signals is often sufficient to
accomplish that goal.

Pa=1y=03
A B pp=1) =02
B Pc=1)=01
— O
C—‘\D—Z AfD—Z

Figure 6-24  Reordering of inputs affects the circuit activity.

3. Time-multiplexing resources Time-multiplexing a single hardware resource—such as a logic unit
or a bus—over a number of functions is a technique often used to minimize the implementation area.
Unfortunately, the minimum area solution does not always result in the lowest switching activity. For
example, consider the transmission of two input bits (A and B) using cither dedicated resources or a
time-multiplexed approach, as shown in Figure 6-25. To the first order, ignoring the multiplexer
overhead, it would seem that the degree of time multiplexing should not affect the switched capaéi-
tance, since the time-multiplexed solution has half the physical capacitance switched at twice the fre-
quency (for a fixed throughput).

If the data being transmitted are random, it will make no difference which architecture is used.
However, if the data signals have some distinct properties (such as temporal correlation), the power
dissipation of the time-multiplexed solution can be significantly higher. Suppose, for instance, thatA
is always (or mostly) 1, and B is (mostly) 0. In the parallel solution, the switched capacitance is very
low since there are very few transitions on the data bits. However, in the time-multiplexed solution,
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Figure 6-25 Parallel versus time-multiplexed data busses.
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the bus toggles between 0 and 1. Care musi be taken in digital systems to avoid time-multiplexing
data streams with very distinct data characteristics.

4. Glitch Reduction by balancing signal paths The occurrence of glitching in a circuit is mainly
due to a mismatch in the path lengths in the network. If all input signals of a gate change simulta-
neously, no glitching occurs. On the other hand, if input signals change at different times, a dynamic
hazard might develop. Such a mismatch in signal timing is typically the result of different path
lengths with respect to the primary inputs of the network. This is illustrated in Figure 6-26. Assume
that the XOR gate has a unit delay. The first network (a) suffers from glitching as a result of the wide
disparity between the arrival times of the input signals for a gate. For example, for gate F'5, one input
setfles at time 0, while the second one only arrives at time 2. Redesigning the network so thag all
arrival times are identical can dramatically reduce the number of superfinous transitions (network b).

(a) Network sensitive to glitching (b) Glitch-free network

Figure 6-26 Glitching is influenced by matching of signal path lengths.
The annotated numbers indicate the signal arrival times.

Summary

The CMOS logic style described in the previous section is highly robust and scalable with tech-
nology, but requires 2N transistors to implement an N-input logic gate. Also, the load capaci-
tance is significant, since each gate drives two devices (a PMOS and an NMOS) per fan-out.
This has opened the door for altemative logic families that either are simpler or faster.

6.2.2  Ratioed Logic

Concept

Ratioed logic is an attempt to reduce the number of transistors required to implement a given
logic function, often at the cost of reduced robustness and extra power dissipation. The purpose
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(a) Generic (b) Pseudo-NMOS

Figure 6-27 Raticed logic gate.

of the PUN in complementary CMOS is to provide a conditional path between V5, and the out-
put when the PDN is turned off. In ratioed logic, the entire PUN is replaced with a single uncon-
ditional load device that pulls up the output for a high output as in Figure 6-27a. Instead of a
combination of active pull-down and pull-up networks, such a gate consists of an NMOS pull-
down network that realizes the logic function, and a simple load device. Figure 6-27b shows an
example of ratioed logic, which uses a grounded PMOS load and is referred to as a pseudo-
NMOS gate.

The clear advantage of a pscudo-NMOS gate is the reduced number of transistors (N + 1,
versus 2N for complementary CMOS). The nominal high output voltage (V) for this gate is
Vpp since the pull-down devices are turned off when the output is pulled high (assuming that V,;
is below V). On the other hand, the nominal low output voltage is not 0V, since there is con-
tention between the devices in the PDN and the grounded PMOS load device. This results in
reduced noise margins and, more importantly, static power dissipation. The sizing of the load
device 1elative to the pull-down devices can be used to trade off parameters such as noise mar-
gin, propagation delay, and power dissipation. Since the voltage swing on the output and the
overall functionality of the gate depend on the ratio of the NMOS and PMOS sizes, the circuit is
- called ratioed. This is in contrast to the ratioless logic styles, such as complementary CMOS,
where the low and high levels do not depend on transistor sizes.

Computing the de-transfer characteristic of the pseudo-NMOS proceeds along paths simi-
lar to those used for its complementary CMOS counterpart. The value of V; is obtained by
equating the currents through the driver and load devices for V,, = V. At this operation point, it
is reasonable to assume that the NMOS device resides in linear mode (since, ideally, the cutput
should be close to OV), while the PMOS load is saturated:

V3 V2
kn(( Voo=VmVor— %) + kp((_VDD ~Vrp) Vpsar,— D;ATPJ =0 (6.27)

Assuming that V,; is small relative to the gate drive (V,,;, — V), and that V,,, Is equal to
Vr, in magnitude, V,; can be approximated as
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Vo s ky(Vop+ V) - Vipsary R W, v
OL kn(VDD _ VTn) W, - W DSATp

n

(6.28)

In order to make V,; as small as possible, the PMOS device should be sized much smaller
than the NMOS pull-down devices. Unfortunately, this has a negative impact on the propagation
delay for charging up the output node since the current provided by the PMOS device is limited.

A major disadvantage of the pseudo-NMOS gate is the static power that is dissipated when
the output is low through the direct current path that exists between V), and GND. The static
power consumption in the low-output mode is easily derived:

(6.29)

Prow = Yopliow=Vpp-

2
' Vipsar
kp[(_VDD - V) Vpsarp— 5 p)

Example 6.7 Pseudo-NMOS Inverter

Consider a simple pseudo-NMOS inverter (where the PDN network in Figure 6-27 degen-
erates to a single transistor) with an NMOS size of 0.5 pum/0.25 pum. In this example, we
study the effect of sizing the PMOS device to demonstrate the impact on various parame-
ters. The W—L ratio of the grounded PMOS is varied over values from 4, 2, 1, 0.5 to 0.25.
Devices with a W—=L < | are constructed by making the length greater than the width. The
voltage transfer curve for the different sizes is plotted in Figure 6-28.

Table 6-9 summarizes the nominal output voltage (V,,,). static power dissipation,
and the low-to-high propagation delay. The low-to-high delay is measured as the time it
takes to reach 1.25V from V,; (which is not OV for this inverter)}—by definition. The
trade-off between the static and dynamic properties is apparent. A larger pull-up device
not only improves performance, but also increases static power dissipation and lowers
noise margins by increasing V.

3.0

2.5

2.0

> 15

utr

=10

0.5

Figure 6-28 Voltage-transfer curves of the pseudo-NMOS
inverter as a function of the PMOS size.
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Table 6-9 Performance of a pseudo-NMOS inverter.

Static Power
Size Voo Dissipation tom
4 0.693V 564 uW 14 ps
2 0273V 208 LW 56 ps
1 0.133V 160 uW 123 ps
0.5 0.064 V 80 uW 268 ps
0.25 0.031V 41 pW 569 ps

Notice that the simple first-order model to predict V,y; is quite effective. For a PMOS
W-L of 4, V5, is given by (30/115) (4) (0.63V) = 0.66V.

The static power dissipation of pseudo-NMOS limits its use. When area is most important
however, its reduced transistor count compared with complementary CMOS is quite attractive.
Pseudo-NMOS thus still finds occasional use in large fan-in circuits. Figure 6-29 shows the
schematics of pseudo-NMOS NOR and NAND gates.

Voo

Figure 6-29  Four-input pseudo-NMOS NOR and NAND gates.
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Problem 6.5 NAND versus NOR in Pseudo-NMOS

Given the choice between NOR or NAND logic, which one would you prefer for implementation in
pseudo-NMOS?

How to Build Even Better Loads

It is possible to create a ratioed logic style that completely eliminates static currents and pro-
vides rail-to-rail swing, Such a gate combines two concepts: differential logic and peositive feed-
back. A differential gate requires that each input is provided in complementary format, and it
produces complementary outputs in turn. The feedback mechanism ensures that the load device
is turned off when not needed. An example of such a logic family, called Differential Cascode
Voltage Switch Logic (or DCVSL), is presented conceptually in Figure 6-30a [Heller84].

The pull-down networks PDN1 and PDN2 use NMOS devices and are mutually exclu-
sive—that is, when PDN1 conducts, PDN2 is off, and when PDN1 is off, PDN2 conducts—such
that the required logic function and its inverse are simultanecusly implemented. Assume now
that, for a given set of inputs, PDN1 conducts while PDN2 does not, and that Out and Out are
initially high and low, respectively. Tumning or PDNI, causes Out to be pulled down, although
there is still contention between M; and PDN1. Out is in a high impedance state, as M, and
PDN2 are both turned off. PDN1 must be strong enough to bring Out below Vpp — |Vy |, the
point at which M, turns on and starts charging Out to Vpp, eventually turning off M. This in turn
enables Out to discharge all the way to GND. Figure 6-30b shows an example of an XOR~-
XNOR gate. Notice that it is possible to share transistors among the two pull-down networks,
which reduces the implementation overhead. ,

The resulting circuit exhibits a rail-to-rail swing, and the static power dissipation is
eliminated: in steady state, none of the stacked pull-down networks and load devices are

VDD

i a.\JT_

(a) Basic principle (b) XOR-XNOR gate
Figure 6-30 DCVSL logic gate.
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simultaneously conduciing. However, the circuit is still ratioed since the sizing of the PMOS
devices relative to the pull-down devices is critical to functionality, not just performance. In
addition to the problem of increased design complexity, this circuit style has a power-dissipation
problem that is due to cross-over cwrrents. During the transition, there is a period of time when
PMOS and PDN are turned on simultaneously, producing a short circuit path. '

Example 6.8 DCVSL Transient Response

An example transient response is shown in Figure 6.31 for an AND/NAND gate in
DCVSL.. Notice that as Out is pulled down to V,;, — |Vy|, Out starts to charge up to Vpp,
quickly. The delay from the input to Out is 197 ps and to Out is 321 ps. A static CMOS
AND gate (NAND followed by an inverter) has a delay of 200 ps.

Out=AF Our=AR 25
I,
> 1.5
an .
A—I M, _ =
a—||m 58— M 3
0.5
B M,
FAI —{.5

= 0 02 04 06 08 10
Time, ns

Figure 6-31 Transient response of a simple AND/NAND DCVSL gate. M, and
M, 1 um/0.25 pm, M, and M, are 0.5 pm/0.25 pm and the cross-coupled PMOS devices
are 1.5 um/0.25 um.

Design Considerafion—Single-Iinded versus Differential

The DCVSL gate provides differential (or complementary) outputs. Both the output signal (V) and its
inverted value (V, ) are simultaneously available. This is a distinct advantage, because it eliminates the
need for an extra inverter to produce the complementary signal. It has been observed that a differential
implementation of a complex function may reduce the number of gates required by a factor of two! The
number of gates in the critical timing path is often reduced as well. Finally, the approach prevents some of
the time-differential problems introduced by additional inverters. For example, in logic design, it often hap-
pens that both a signal and its complement are needed simultaneously. When the complementary signal is
generated using an inverter, the inverted signal is delayed with respect io the original (Figure 6-32a). This
causes timing problems, especially in very high-speed designs. Logic families with differential output
capability avoid this problem to a major extent, if not completely (Figure 6-32b).

With all these positive properties, why not always use differential logic? The reason is that the differ-
ential nature virtually doubles the number of wires that have to be routed, often leading to unwieldy designs
on top of the additional implementation overhead in the individual gates. The dynamic power dissipation
also is high.
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Figure 6-32 Advantage of over single-ended (a) differential (b) gate. |

6.2.3 Pass-Transistor Logic

Pass-Transistor Basics

A-popular and widely used alternative to complementary CMOS is pass-transistor logic, which
attempis to reduce the number of transistors required to implement logic by allowing the pri-
mary inputs to drive gate terminals as well as source—drain terminals [Radhakrishnan85]. This is
in contrast to logic families that we have studied so far, which only allow primary inputs to drive
the gate terminals of MOSFETS. ,

Figure 6-33 shows an implementation of the AND function constructed that way, using
only NMOS transistors. In this gate, if the B input is high, the top transistor is turned on and cop-
ies the input A to the output F. When B is low, the bottom pass-transistor is turned on and passes
a {). The switch driven by B seems to be redundant at first glance. Its pfesence is essential to
ensure that the gate is static—a low-impedance path must exist to the supply rails under all cir-
cumstances (in this particular case, when B is low).

The promise of this approach is that fewer transistors are required to implement a given
function. For example, the implementation of the AND gate in Figure 6-33 requires 4 transistors
{including the inverter required to invert B), while a complementary CMOS implementation
would require 6 transistors. The reduced number of devices has the additional advantage of
lower capagcitance.

B

L

_i F=AB
— 1 U '

Figure 6-33  Pass-transistor implementation of an AND gate.
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Unfortunately, as discussed earlier, an NMOS device is effective at passing a 0, but it is
poor at pulling a node to V. When the pass-transistor pulls a node high, the output only
charges up to V5, — Vp,. In fact, the situation is worsened by the fact that the devices experience
body effect, because a significant source-to-body voltage is present when pulling high. Consider
the case in which the pass-transistor is charging up a node with the gate and drain terminals set
at Vpp. Let the source of the NMOS pass-iransistor be labeled x. The node x will charge up to
Vop — ViV, ). We cbtain

Vo= Vop— (Vi + Y204 + V) = J1204)) (6.30)

Example 6.9 Voltage Swing for Pass-Transistors Circuits

The transient response of Figure 6-34 shows an NMOS charging up a capaciter. The
drain voltage of the NMOS is at V5, and its gate voltage is being ramped from 0 V
to Vpp. Assume that node x is initially at O V. We observe that the output initially
charges up quickly, but the tail end of the transient is slow. The current drive of the
transistor (gate-to-source voltage) is reduced significantly as the output approaches
Voo ~ Vo and the current available to charge up node x is reduced drastically. Man-
ual calculation using Eq. (6.30) results in an output voltage of 1.8V, which is close
to the simulated value.

3.0
IN
_J_ 15 025 = 20
Vbp ] X D e Ozozm )
0.5 umi0.25 um =2

05umi025um = 1.0}

0.

00 0.5 1 1.5 2

Time, ns

Figure 6-34 Transient response of charging up a node using an N device. Notics the
slow tall after an initial quick response. Vp=2.5 V.

WARNING: The preceding example demonstrates that pass-transistor gates cannot be cas-
caded by connecting the output of a pass gate to the gate input of another pass-transistor.
This is illusirated in Figure 6-35a, where the output of M, (node x) drives the gate of another
MOS device. Node x can charge up to Vpp, — V4,,1. If node C has a rail-to-rail swing, node ¥ only
charges up to the voltage on node x — Vp,,, which works out to Vpp — Vp,,; — Vi,a. Figure 6-35b,

on the other hand, has the output of M; (x) driving the junction of M,, and there is only one
threshold drop. This is the proper way of cascading pass gates.
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B C
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' Swingon Y = Vpp — Vi

Figure 6-35 Pass-transistor cutput {drain—-source) terminal should
not drive other gate terminals to avoid muliipie threshold drops.

Example 6.10 VTC of the Pass-Transistor AND Gate

The voltage transfer curve of a pass-transistor gate shows little resemblance to comple-
mentary CMOS. Consider the AND gate shown in Figure 6-36. Similar to complementary
CMOS, the VTC of pass-transistor logic is data dependent. For the case when B = Vi, the
top pass-transistor is turned on, while the bottom one is turned off. In this case, the output
just follows the input A until the input is high enough to turn ¢ff the top pass-transistor
(i.e., reaches Vyp — Vi, ). Next, consider the case in which A = Vp,p, and B makes a transi-
tion from () — 1. Since the inverter has a threshold of Vp,/2, the bottom pass-transistor is
turned on until then and the output remains close to zero. Once the bottom pass-transistor
turns off, the output follows the input B minus a threshold drop. A similar behavior is
observed when both inputs A and B transition from 0 — 1.

Observe that a pure pass-transistor gate is not regenerafive. A gradoal signal degra-
dation will be observed after passing through a number of subsequent stages. This can be
remedied by the occasional insertion of a CMOS inverter. With the inclusion of an inverter
in the signal path, the VTC resembles one of the CMOS gates.

1.5 pm/0.25 pm

0.5 pmf0.25 pm 20

o | B=VomA=0-Vpp |

A 3
0.5 pmi0.25 pm 10— A
B F= AB =V, B=0Vpp

I» fA=B= G—)VDD
0 0.5 pmi0.25 um
- L
0'%.0 1.0 20
Vi, V

Figure 6-36 Voliage transfer characteristic for the pass-transistor AND
gate of Figure 6-33.

Pass-transistors require lower switching energy to charge up a node, due to the reduced
voltage swing. For the pass-transistor circuit in Figure 6-34, assume that the drain voltage is at
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 Vop and the gate voltage transitions to Vp,. The output node charges from 0V to Vpp — Vi,

(assuming that node x was initially at 0V), and the energy drawn from the power supply for

charging the output of a pass-transistor is given by
T T

[P)dt = Vpp iy trat
0 0

EU%[

(Yop—Vra) (6.31)

Voo J CpdVoy = Cp-Vpp - (Vpp— VTn)
]

While the circuit exhibits lower switching power, it may also consume static power when
the output is high—the reduced voltage level may be insufficient to turn off the PMOS transistor
of the subsequent CMOS inverter.

Differential Pass-Transistor Legic

For high performance design, a differential pass-transistor logic family, called CPL or DPL, is
commonly used. The basic idea (similar to DCVSL) is to accept true and complementary inputs
and produce true and complementary outputs. Several CPL gates (AND/NAND, OR/NOR, and
XOR/NXOR) are shown in Figure 6-37. These gates possess some interesting properties:

O] oy )

B Gy ] i

(a) Basic concept
B B B B B B

st [ Lreap gt [ Urcais a— 7 Uecses

s— Uras 53— Upavs a— Ur_ass
AND/NAND OR/NOR XORMNXOR
(b) Example pass-transistor networks

Figure 6-37 Complementary pass-transistor logic (CPL).
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= Since the circuits are differential, complementary data inputs and outputs are always avail-
able. Although generating the differential signals requires extra circuitry, the differential
style has the advantage that some complex gates such as XORs and adders can be realized
efficiently with a small number of transistors. Furthermore, the availability of both polari-
ties of every signal eliminates the need for extra inverters, as is often the casein static
CMOS or pseudo-NMOS.

« CPL belongs to the class of static gates, because the output-defining nodes are always con-
nected to either Vj, or GND through a low-resistance path. This is advantageous for the
noise resilience.

* The design is very modular. In effect, all gates use exactly the same topology. Only the
inputs are permutated. This makes the design of a library of gates very simple. More com-
plex gates can be built by cascading the standard pass-transistor modules.

Example 6.11 Four-Input NAND in CPL

Consider the implementation of a four-input AND/NAND gate using CPL. Based on the
associativity of the boolean AND operation [A- B - C-D=(A - B) - (C- D}], a two-stage
approach has been adopted to implement the gate (Figure 6-38). The total number of tran-
sistors in the gate (including the final buffer) is 14. This is substantially higher than previ-
ously discussed gates.” This factor, combined with the complicated routing requirements,
makes this circuit style not particularly efficient for this gate. One should, however, be
aware of the fact that the structure simultaneously implements the AND and the NAND
functions, which might reduce the transistor count of the overall circuit. -
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Figure 6-38 Layout and schematics of four-input NAND gate using CPL. The final
inverter stage is omitted.
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5This particular circuit configuration is only acceptable when zero-threshold pass-transistors are used. If not, it directly
violates the concepts introduced in Figure 6-35.
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In sum, CPL is a conceptually simple and modular logic style. Its applicability depends
strongly on the logic function to be implemented. The availability of a simple XOR and the
ease of implementing multiplexers makes it attractive for structures such as adders and multi-
pliers. Some extremely fast and efficient implementations have been reported in that applica-
tion domain [Yano90]. When considering CPL, the designer should not ignore the implicit
routing overhead of the complementary signals, which is apparent in the layout of Figure 6-38.

Robust and Efficient Pass-Transistor Design

Unfortunately, differential pass-transistor logic, like single-ended pass-transistor logic, suffers
from static power dissipation and reduced noise margins, since the high input to the signal-
restoring inverter only charges up to Vy,;, — V... There are several solutions proposed to deal with
this problem, outlined as follows:

Solution 1: Level Restoration A common solution to the voltage drop problem is the use of a
level restorer, which is a single PMOS configured in a feedback path (see Figure 6-39). The gate
of the PMOS device is connected to the output of the inverter its drain is connected to the input
' of the inverter and the source is connected to V.. Assume that node X is at 0V (out is at V,;, and
the M, is turned off) with B = Vy;, and A = 0. If input A makes a 0 to Vp; transition, M, only
charges up node X to Vi — Vi, This is, however, enough to switch the output of the inverter
low, turning on the feedback device M, and pulling node X all the way to Vpy,. This eliminates
any static power dissipation in the inverter. Furthermore, no static current path can exist through
the level restorer and the pass-transistor, since the restorer is only active when A is high. In sum,
this circuit has the advantage that all voltage levels are either at GND or Vp,, and no static
power is consumed. '
While this solution is appedling in terms of eliminating static power dissipation, it adds
complexity since the circuit is ratioed. The problem arises during the transition of node X from
high to low (seeFigure 6-40). The pass-transistor network attempts to puil down node X, while

Cut

Figure 6-39 Transistor-sizing problem in level-restoring ¢ircuits.
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Ouwt
—

Figure 6-40 Leve!-restoring circuit.

the level restorer pulls X to Vpp. Therefore, the pull-down network, represented by A, must
be stronger than the pull-up device Mr to switch node X (and the output). Careful transistor
sizing is necessary to make the circuit function correctly. Assume the notation R; to denote the
equivalent on-resistance of transistor M,, R, for M,, and R, for M,. When R, is too small, it is
impossible to bring the voliage at node X below the switching threshold of the inverter. Hence,
the inverter output never switches to Vpp, and the gate is locked in a single state. The problem
can be resolved by sizing transistors M, and M, such that the voltage at node X drops below
the threshold of the inverter V,,, which is a function of R; and R,. This condition is sufficient
to guarantee the switching of the output voltage V,,, to Vp,, and the turning off of the level-
restoring transistor. :

Example 6.12 Sizing of a Level Restorer

Analyzing the circuit as a whole is nontrivial, because the restoring transistor acts as a
feedback device. One way to simplify the circuit for manual analysis is to open the feed-
back loop and to ground the gate of the restoring transistor when determining the switch-
ing point (this is a reasonable assumption, as the feedback only becomes active once the
inverter starts to switch). Hence, M, and M, form a configuration that resembles pseudo-
NMOS with M, the load transistor, and M, acting as a pull-down network to GND.
Assume that the inverter M,, M, is sized to have its switching threshold at Vp,,/2 (NMOS:
(.5 um/0.25 pm and PMOS: 1.5 pm/0.25 um). Therefore, node X must be pulled below
Vpp/2 to switch the inverter and to shut off M,

This is confirmed in Figure 6-41, which shows the transient restonse as the size
of the level restorer is varied, while keeping the size of M, fixed (0.5 pm/0.25 pm). As
the simulation indicates, for sizes above 1.5 um/0.25 Wm, node X cannot be brought
below the switching threshold of the inverter, and can’t switch the output.
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Figure 6-41 Transient response of the circuit in Figure 6-39.
A level restorer that is too large results in incorrect evaluation.

Another concem is the influence of the level restorer on the switching speed of the
device. Adding the restoring device increases the capacitance at the internal node X, slowing
down the gate. In addiction, the rise time of the gate is affected negatively. The level restor-
ing transistor M, fights the decrease in voltage at node X before being switched off. On the
other hand, the level restorer reduces the fall time, since the PMOS transistor, once turned on,
accelerates the pull-up action.

Problem 6.6 Device Sizing in Pass-Transistors

-For the circuit shown in Figure 6-39, assume that the pull-down device comnsists of six pass-transistors in
series each with a device size of 0.5 um/0.25 pum (replacing transistor M,). Determine the maximum W-L
size for the level restorer transistor for correct functionality.

A modification of the level restorer concept is shown in Figure 6-42. It is applicable in dif-
ferential networks and is known as swing-restored pass-transistor logic. Instead of a simple
inverter at the output of the pass-transistor network, two back-to-back inverters configured in a
cross-coupled fashion are used for level restoration and performance improvement. Inputs are
fed to both the gate and source—drain terminals, as in the case of conventional pass-transistor
networks. Figure 6-42 shows a simple XOR/XNOR gate of three variables A, B, and C. The
complementary network can be optimized by sharing transistors between the true and comple-
mentary outputs. This logic family comes with a major caveat: When cascading gates, buffers
may have to be included in between the gates. If not, contention between the level-restoring
devices of the cascaded gates negatively impacts the performance.

Solution 2: Multiple-Threshold Transistors A technology solution to the voltage-drop prob-
lem associated with pass-transistor logic is the use of multiple-threshold devices. Using zero-
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(a) General concept (b) XOR/XNOR gate
Figure 6-42 Swing-restored pass-transistor logic [Landman81, Parameswar96].

threshold devices for the NMOS pass-transistors eliminates most of the threshold drop, and
passes a signal close to Vpp. All devices other than the pass-transistors (i.e., the inverters) are
implemented using standard high-threshold devices. The use of multiple-threshold transistors is
becoming more common, and involves simple modifications to existing process flows. Observe
that even if the device implants were carefully calibrated to yield thresholds of exactly zero, the
body effect of the device still would prevent a full swing to V.

The use of zero-threshold transistors has some negative impact on the power consumption.
due to the subthreshold currents flowing through the pass-transistors, even if Vi is below Vr.
This is demonstrated in Figure 6-43, which points out a potential sneak dc-current path. While
these leakage paths are not critical when the device is switching constantly, they do pose a sig-
nificant energy overhead when the circuit is in the idle state. '

Solutlon 3: Transmission-Gate Logic The most widely used solution to deal with the volt-
age-drop problem is the use of fransmission gates.* This technique builds on the complementary
properties of NMOS and PMOS transistors: NMOS devices pass a strong 0, but a weak 1, while
PMOS transistors pass a strong 1 but a weak 0. The ideal approach is to use an NMOS to pull
down and a PMOS to pull up. The transmission gate combines the best of both device flavors by
placing an NMOS device in parallel with a PMOS device as in Figure 6-44a. The control

4The transmission gate is only one of the possible solutions. Other styles of pass-transistor networks that combine
NMOS and PMOS transistors have been devised. Double pass-transistor logic (DPL) is an example of such
[Bernstein98, pp. 84].
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Figure 6-43 Static power consumption when using zero-threshold
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Figure 6-44 CMOS transmission gate.
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signals to the transmission gate (C and C) are complementary. The transmission gate acts as a
bidirectional switch controlled by the gate signal C. When C = 1, both MOSFETSs are on, allow-
ing the signal to pass through the gate. In short,

A=B if C=1 ' (6.32)

On the other hand, C = 0 places both transistors in cutoff, creating an open circuit between nodes
A and B. Figure 6-44b shows a commonly used transmission-gate symbol.

Consider the case of charging node B to Vy, for the transmission-gate circuit in
Figure 6-45a. Node A is set at Vj,p, and the transmission gate is enabled (C = 1 and € = 0). If
only the NMOS pass device were present, node B would only charge up to Vpp — Vi, at
which point the NMOS device would turn off. However, since the PMOS device is present
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C= VDD C= VDD
: B (initially at 0) B (initially at Vpp)
- A=0
Arve L] H
C_= 0 = - 6: 0 -
(a) Charging node B {b) Discharging node B

Figure 6-45 Transmission gates enable rail-to-rail switching.

and is “on” (Vgg, =—Vpp), the ouiput charges all the way up to Vpp. Figure 6-45b shows the
opposite case—that is, discharging node B to 0. B is initially at Vp;, when node A is driven
low. The PMOS transistor by itself can only pull-down node B to V7, at which point it tuns
off. The parallel NMOS device stays turned on, however (since its Vi, = Vpp), and pulls
node B all the way to GND. Although the transmission gate requires two transistors and more
control signals, it enables rail-to-rail swing,

Transmission gates can be used to build some complex gates very efficiently. Figure 6-46
shows an example of a simple inverting two-input multiplexer. This gate either selects input A or
B on the basis of the value of the control signal S, which is equivalent to implementing the fol-
lowing Boolean function:

F=(4A-S+B-5) (633)

A complementary implementation of the gate requires eight transistors instead of six.

Voo
s Voo
1
A M, -
M,
B
8 T
GND L
f :

A B
Figure 6-46 Transmission-gate multiplexer and its layout.
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Figure 6-47 Transmission-gate XOHR.

Another example of the effective use of transmission gates is the popular XOR circuit
shown in Figure 6-47. The complete implementation of this gate requires only 6 transistors
(including the inverter used for the generation of B), compared with the 12 transistors required
for a complementary implementation. To understand the operation of this circuit, we need only
analyze the B = 0 and B = | cases separately. For B = 1, transistors M, and M, act as an inverter,
while the transmission gate M, /M, is off; hence, F = AB. In the opposite case, M; and M, are
disabled, and the transmission gate is operational, or F = AB. The combination of both leads to
the XOR function. Notice that regardless of the values of A and B, node F always has a connec-
tion to either Vi, or GND and thus is a low-impedance node. When designing static-pass-tran-
sistor networks, it is essential to adhere to the low-impedance rule under all circumstances.
Other examples in which transmission-gate logic is effectively used are fast adder circuits and
registers.

Performance of Pass-Transistor and Transmission-Gate Logic

The pass-transistor and the transmission gate are, unfortunately, not ideal switches, and they
have a series resistance associated with them. To quantify the resistance, consider the circuit in
Figure 6-48, which involves charging a node from 0 V to Vpp. In this discussion, we use the
large-signal definition of resistance, which involves dividing the voltage across the switch by the
drain current. The effective resistance of the switch is modeled as a parallel connection of the
resistances R, and R, of the NMOS and PMOS devices, defined as (Vp, — V,,,,)/Ip, and (Vp, —
V¥ (—Ip,), respectively. The currents through the devices obviously are dependent on the value
of V,,, and the operating mode of the transistors. During the low-to-high transition, the pass-tran-
sistors traverse through a number of operation modes. For low values of V,,,, the NMOS device
is saturated and the resistance is approximated as ,

Vour - VDD - Vau: - VDD

Ipp

R, =
Vour -V z
kp : ((_VDD - VTp)(Vau! - VDD) - ( 2 DD) ) (634)

1
ke, (“Vpp— Vi)
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Figure 6-48 Simulated equivalent resistance of transmission gate for low-to-high
transition (for (W-L), = {(W-L), = 0.5 pm/0.25 um). A similar response for overall
resistance is obtained for the ?ligh-to-low transition.

The resistance goes up for increasing values of V. and approaches infinity when V,,, reaches
Vop — Vr, and the device shuts off. Similarly, we can analyze the behavior of the PMOS transis-
tor. When V,,, is small, the PMOS is saturated, but it enters the linear mode of operation for V,,,
approaching Vp,,. This gives the following approximated resistance: '

Vour B VDD Vaut - VDD

Rp = _[Dp =

(Voue = VDD)Z)

b (Voo = Vi (Vaus = Vi) -5

(6.35)
I S
kp(_'VDD - VTp)

The simulated value of R,, = R, || R, as a function of V,,,, is plotted in Figure 6-48. It can
be observed that R, is relatively constant (= 8 k€2 in this particular case). The same is true in
other design instances (for example, when discharging C;). When analyzing transmission-gate
networks, the simplifying assumption that the switch has a constant resistive value is therefore

acceptable.

Problem 6.7 Equivalent Resistance during Discharge

Determine the equivalent resistance by simulatien for the high-to-low transition of a transmission gate. (In
other words, produce a plot similar to the one presented in Figure 6-48).

An important consideration is the delay associated with a chain of transmission gates.
Figure 6-49 shows a chain of » transinission gates. Such a configuration often occurs in circuits
such as adders or deep multiplexors. Assume that all transmission gates are turned on and a step
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Obviously, the number of switches per segment grows with increasing values of 7, In current
technologies, m,,, typically equals 3 or 4. The presented analysis ignores that Dpyritself is a func-
tion of the [oad m. A more accurate analysis taking this factor into account is presented in Chapter 9.

Example 6.14 Transmission-Gate Chain

Consider the same 16-transmission-gate chain. The buffers shown in Figure 6-51 can be
implemented as inverters {instead of two cascaded inverters). In some cases, it might be
necessary to add an extra inverter to produce the correct polarity. Assuming that each
inverter is sized such that the NMOS is 0.5 um/0.25 pm and PMOS is 0.5 pm /0.25 plm,
Eq. (6.39) predicts that an inverter must be inserted every 3 (ransimission gates. The simu-
lated delay when placing an inverter every two lransmission gates 1s 154 ps; for every
three transmission gates, the delay is 154 ps; and for four transmission gates, it is 164 ps.
The insertion of buifering inverters reduces the delay by a factor of almost 2.

CAUTION: Although many of the circuit styles discussed in the previous sections sound very
interesting, and might be superior to static CMOS in many respects, none has the robusiness and
ease of design of complementary CMOS. Therefore, use them sparingly and with caution. For
designs that have no extreme area, complexity, or speed constraints, complementary CMOS is
the recommended design style.

6.3 Dynamic CMOS Design

It was noted earlier that static CMOS logic with a fan-in of N requires 2N devices. A variety. of
approaches were presented to reduce the number of transistors required to implement a given
logic function including pseudo-NMOS, pass-transistor logic, etc. The pseudo-NMOS logic
style requires only NV + 1 transistors to implement an & input logic gate, but unfortunately it has
static power dissipation. In this section, an alternate logic style called dyramic logic is presented
that obtains a similar result, while avoiding static power consumption. With the addition of a
clock input, it uses a sequence of precharge and conditional evaluation phases.

6.3.1 Dynamic Logic: Basic Principles ,
The basic construction of an (n-type) dynamic logic gate is shown in Figure 6-52a. The PDN
(pull-down network) is constructed exactly as in complementary CMOS. The operation of this
circuit is divided into two major phases—precharge and evaluation—with the mode of opera-
tion determined by the clock signal CLK.

Precharge

When CLK = 0, the output node Our is precharged to Vpp, by the PMOS transistor M,,. During
that time, the evaluate NMOS transistor M, is off, so that the pull-down path is disabled. The
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crk — | m, cLk — | i,
: Our 1 Cut

I — I o |— c
Im; —  PDN = & 4

crk —| | m, cLK —]| M,

(a) n-type network (b) Example
Figure 6-52 Basic concepts of a dynamic gate.

evaluation FET eliminates any static power that would be consumed during the precharge period
(i.e., static current would flow between the supplies if both the pull-down and the precharge
device were turned on simultaneously).

Evaluation

For CLK = 1, the precharge transistor M, is off, and the evaluation transistor M, is turned on. The
output is conditionally discharged based on the input values and the pull-down topology. If the
inputs are such that the PDN conducts, then a low resistance path exists between Out and GND,
and the output is discharged to GND. If the PDN is turned off, the precharged value remains
stored on the output capacitance €, which is a combination of junction capacitances, the wiring
capacitance, and the input capacitance of the fan-out gates. During the evaluation phase, the only
possible path between the output node and a supply rail is to GND. Consequently, once Out is
discharged, it cannot be charged again until the next precharge operation. The inputs to the gate
can thus make at most one transition during evaluation. Notice that the output can be in the
high-impedance state during the evaluation period if the pull-down network is turned off. This
behavior is fundamentally different from the static counterpart that always has a low resistance
path between the output and one of the power rails.

As an example, consider the circuit shown in Figure 6-52b. During the precharge phase
(CLK = 0), the output is precharged to Vj,, regardless of the input values, because the evaluation
device is turned off. During evaluation (CLK = 1), a conducting path is created between Ouf and
GND if (and only if) A - B + Cis TRUE. Otherwise, the output remains at the precharged state of
Vnp- The following function is thus realized:

Out = CLK+(A-B+C)- CLK ‘ (6.40)
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A number of important properties can be derived for the dynamic logic gate:

* The logic function is implemented by the NMOS pull-down network. The construction of
the PDN proceeds just as it does for static CMOS.

» The number of transistors (for complex gates) is substantially lower than in the static case:
N + 2 versus 2. ,

« It is nonratived. The sizing of the PMOS precharge device is not important for realizing
proper functionality of the gate. The size of the precharge device can be made large to
improve the low-to-high transition time (of course, at a cost to the high-to-low traunsition
time). There is, however, a trade-off with power dissipation, since a larger precharge
device directly increases clock-power dissipation.

« It only consumes dynamic power. Ideally, no static current path ever exists between Vp,
and GND. The overall power dissipation, however, can be significantly higher compared
with a static logic gate.

* The logic gates have faster switching speeds, for two main reasons. The first (obvious) rea-
son is due to the reduced load capacitance attributed to the lower number of transistors per
gate and the single-transistor load per fan-in. This translates in a reduced logical effort.
For instance, the logical effort of a two-input dynamic NOR gate equals 2/3, which is sub-
stantially smaller than the 5/3 of its static CMOS counterpart. The second reason is that
the dynamic gate does not have short circuit current, and all the current provided by the
pull-down devices goes towards discharging the load capacitance.

The low and high output leveis of V,; and V5 are casily identified as GND and V},, and
they are not dependent on the transistor sizes. The other VTC parameters are dramatically differ-
ent from static gates. Noise margins and switching thresholds have been defined as static quanti-
ties that are not a function of time. To be functional, a dynamic gate requires a periodic sequence
of precharges and evaluations. Pure static analysis, therefore, does not apply. During the evalua-
tion period, the pull-down network of a dynamic inverter starts to conduct when the input signal
exceeds the threshold voltage (V,,,) of the NMOS pull-down transistor. Therefore, it is reason-
able to assume that the switching threshold (V) as well as Vi and V; are equal to V. This
translates to a low value for the NM, .

Design Consideration

It is also possible to implement dynamic logic using the dual approach, where the output node is connected
by a predischarge NMOS transistor to GND, and the evaluation PUN network is implemented in PMOS.
The operation is similar: During precharge, the output node is discharged to GND; during evaluation, the
output is conditionally charged to Vj,;,. This p-type dynamic gate has the disadvantage of being slower
than the n-type because of the lower current drive of the PMOS transistors. . |
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.6.3.2 Speed and Power Dissipation of Dynamic Logic

The main advantages of dynamic logic are increased speed and reduced implementation area.
Fewer devices to implement a given logic function implies that the overall load capacitance is
much smaller. The analysis of the switching behavior of the gate has some interesting peculiari-
ties to it. After the precharge phase, the output is high. For a low input signal, no additional
switching occurs. As a result, #,; 5 = O! The high-to-low transition, on the other hand, requires
the discharging of the output capacitance through the pull-down network. Therefore, typy 18 pro-
portional to ¢ and the current-sinking capabilities of the pull-down network. The presence of
the evaluation transistor slows the gate somewhat, as it presents an exira series resistance. Omit-
ting this transistor, while functionally not forbidden, may result in static power dissipation and
potentially a performance loss. .

The preceding analysis is somewhat unfair because it ignores the influence of the pre-
charge time on the switching speed of the gate. The precharge time is determined by the time it
takes to charge C; through the PMOS precharge transistor. During this time, the logic in the gate
cannot be utilized. Very often, however, the overall digital system can be designed in such a way -

that the precharge time coincides with other system functions. For instance, the precharge of the

arithmetic unit in a microprocessor could coincide with the instruction decode. The designer has
to be aware of this “dead zone” in the use of dynamic logic and thus should carefully consider
the pros and cons of its usage, taking the overall system requirements into account.

Example 6.15 A Four-Input Dynamic NAND Gate

Figure 6-53 shows the design of a four-input NAND example designed using the dynamjc-
circuit style. Due to the dynamic nature of the gate, the derivation of the voltage-transfer

L
=]
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In; —

Voltage

In2 —[
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cLK -

W LT LT LT ]

Figure 6-53 Schematic and transient response of a four-input dynamic NAND gate.
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characteristic diverges from the traditional approach. As discussed earlier, we assume that
the switching threshold of the gate equals the threshold of the NMOS pull-down transistor.
This results in asymmetrical noise margins, as shown in Table 6-10.

Table 6-10¢ The d¢ and ac parameters of a four-input dynamic NAND.

Transistors Vo Vor Vi NM,, NM, Lot gy bore

6 25V 0V Vp  25-Vp Vp  110ps Ops  83ps

The dynamic behavior of the gate is simulated with SPICE. It is assumed that all
inputs are set high when the clock goes high. On the rising edge of the clock, the ouniput
node is discharged. The resulting transient response is plotted in Figure 6-53, and the
propagation delays are summarized in Table 6-10. The duration of the precharge cycle can
be adjusted by changing the size of the PMOS precharge transistor. Making the PMOS too
large should be avoided, however, as it both slows down the gate and increases the capaci-
tive load on the clock line. For large designs, the latter factor might become a major design
concern because the clock load can become excessive and hard to drive.

As mentioned earlier, the static gate parameters are time dependent. To illustrate
this, consider a four-input NANID pate with all the partial inputs tied together, and are
making a low-to-high transition. Figure 6-54 shows a transient simulation of the output
voltage for three different input transitions—from 0 to .45V, 0.5V and 0.55V, respec-
tively. In the preceding discussion, we have defined the switching threshold of the
dynamic gate as the device thresheld. However, notice that the amount by which the out-
put voltage drops is a strong function of the input voltage and the available evaluation
time. The noise voltage needed to corrupt the signal has to be larger if the evaluation time
is short. In other words, the switching threshold is truly time dependent.

30 T T T T T i T T T

Voltage, V

Time,ns

Figure 6-54 Effect of an input glitch on the ouiput.
The switching threshold depends on the fime for evaluation.
A larger glitch is acceptable if the evaluation phase is shorter.
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‘Tt would appear that dynamic logic presents a significant advantage from a power perspec-
tive. There are three reasons for this. First, the physical capacitance is lower since dynamic logic
uses fewer transistors (o implement a given function. Also, the load seen for each fan-out is one
transistor instead of two. Second, dynamic logic gates by construciion can have at most one tran-
sition per clock cycle. Glitching (or dynamic hazards) does not occur in dynamic logic. Finally,
dynamic gates do not exhibit short-circuit power since the pull-up path is not turned on when the
gate 1s evaluating. '

While these arguments generally are true, they are offset by other considerations: (1) the
clock power of dynamic logic can be significant, particularly since the clock node has a guar-
anteed transition on every single clock cycle; (2) the number of transistors is greater than the
minimal set required for implementing the logic; (3) short-circuit power may exist when leak-
age-combatting devices are added (as will be discussed further); and (4}, most importantly,
dynamic logic generally displays a higher switching activity due to the periodic precharge and
discharge operations. Earlier, the transition probability for a static gate was shown to be py p =
Py (1 —py). For dynamic logic, the output transition probability does not depend on the state
.(history) of the inputs, but rather on the signal probabilities. For an n-tree dynamic gate, the
output makes a 0 — [ transition during the precharge phase only if the cutput was discharged
during the preceding evaluate phase. Hence, the 0 — 1 transition probability for an n-type
dynamic gate is given by

dy51 = Po - (64D

where p,, is the probability that the output is zero. This number is always greater than or equal to
Py Py For uniformly distributed inputs, the transition probability for an N-input gate is

NO
@1 = 5 (6.42)

where N, is the number of zero entries in the truth table of the logic function.

Example 6,16 Activity Estimation in Dynamic Logic

To illustrate the increased activity for a dynamic gate, consider again a two-input NOR
gate. An n-free dynamic implementation is shown in Figure 6-55, along with its static
counterpart. For equally probable inputs, there is a 75% probability that the output node of
the dynamic gate discharges immediately after the precharge phase; implying that the
activity for such a gate equals 0.75 (.., Pyog = 0.75 €;V,2f.5). The corresponding activ-
ity is a lot smaller, 3/16, for a static implementation. For a dynamic NAND gate, the tran-
sition probability is 1/4 (since there is a 25% probability the output will be discharged)
while it is 3/16 for a static implementation. Although these examples illustrate that the
switching activity of dynamic logic is generally higher, it should be noted that dynamic
logic has lower physical capacitance. Both factors must be accounted for when analyzing
dynamic power dissipation.
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Figure 6-55 Statié NOR versus n-type dynamic NCR.

Problemn 6.8 Activity Computation

For the four-input dynamic NAND gate, compute the activity factor with the following assumption for the
inputs: They are independent, and p,_, = 0.2, pp_; = 0.3, pe; = 0.5, and ppy_ = 0.4,

6.3.3 Signal Integrity Issues in Dyhamic Design

Dynamic logic clearly can result in high-performance solutions compared to static circuits.
However, there are several important considerations that must be taken into accounnt if one wants
dynamic circuits to function properly. These include charge leakage, charge sharing, capacitive
coupling, and clock feedthrough. These issues are discussed in some detail in this section.

Charge Leakage

The operation of a dynamic gate relies on the dynamic storage of the output value on a capacitor.
If the pull-down network is off; ideally, the output should remain at the precharged state of V),
during the evaluation phase. However, this charge gradually leaks away due to leakage currents,
eventually resulting in a malfunctioning of the gate, Figure 6-56a shows the sources of leakage
for the basic dynamic inverter circuit.

Source 1 and 2 are the reverse-biased diode and subthreshold leakage of the NMOS
pull-down device M|, respectively. The charge stored on C; will slowly leak away through
these leakage channels, causing a degradation in the high level (Figure 6-56b). Dynamic cir-
cuits therefore require a minimal clock rate, which is typically on the order of a few kHz. This
makes the usage of dynamic techniques unattractive for low—performance' products such as
watches, or processors that use conditional clocks (where there are no guarantees on mini-
mum clock rates). Note that the PMOS precharge device also contributes some leakage cur-
rent due to the reverse bias diode (source 3) and the subthreshold conduction (source 4). To
some extent, the leakage current of the PMOS counteracts the leakage of the pull-down path.

_ As a result, the output voltage is going to be set by the resistive divider composed of the pull-

down and pull-up paths.

105



6.3 Dynamic CMOS Design ) 291
» CLK
!
[\
: t
' Vo Precharpe ]i;aluate
1,
|
t
(a) Leakage sources ) (b) Effect on waveforms

Figure 6-56 Leakag e issues in dynamic circuits.

.Example 6.17 Leakage in Dynamic Circuits

Consider the simple inverter with all devices set at 0.5 Lm/0.25 pm. Assume that the input
is low during the evaluation period. Ideally, the output should remain at the precharged
state of V. However, as seen from Figure 6-57, the output voltage drops. Once the out-
put drops below the switching threshold of the fan-out logic gate, the output is interpreted
as a low voltage. Notice that the output settles to an intermediate voltage, due to the leak-
age current provided by the PMOS pull-up.

3.0 T I — T
20F —
= Qut
W
‘%0 | i
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L | ool
0'00 10 20 30 40
Time, ms

Figure 6-57 Impact of charge leakage. The cutput settles to an intermediate
voltage determined by a resistive divider of the pull-down and pull-up devices.

Leakage is caused by the high-impedance state of the output node during the evaluate
mode, when the pull-down path is turned off. The leakage problem may be counteracted by
reducing the output impedance on the output node during evaluation. This often is done by

——
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Figure 6-58 Stafic bleeders compensate for the charge leakage.
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adding a bleeder transistor, as shown in Figure 6-58a. The only function of the bleeder—an
NMOS style pull-up device—is to compensate for the charge lost due to the pull-down leakage
paths. To avoid the ratio problems associated with this style of circuit and the associated static
power consumption, the bleeder resistance is made high (in other words, the device is kept
small}. This allows the (strong) pull-down devices to lower the Out node substantially below the
switching threshold of the next gate. Often, the bleeder is implemented in a feedback configura-
tion to eliminate the static power dissipation altogether (Figure 6-58b).

Charge Sharing
Another impoitant concern in dynamic logic is the impact of charge sharing. Consider the circuit
in Figure 6-59. During the precharge phase, the output node is precharged to V. Assume that all
inputs are set to 0 during precharge, and that the capacitance C,, is discharged. Assume further that
input B remains at {) during evaluation, while input A makes a 0 — 1 transition, turning transistor
M, on. The charge stored originally on capacitor C; is redistributed over C; and C,. This causes
a drop in the output voltage, which cannot be recovered due to the dynamic nature of the circuit.
The influence on the output voltage is readily calculated. Under the assumptions given
previously, the following initial conditions are valid: V,,,(r = 0) = V,,;, and Vy(r=0) = 0. As a
result, two possible scenarios must be considered:

1. AV, <V;,. Inthis case, the final value of Vy equals Vpp — Vg, (V). Charge conservation

then yields
CrVpp = GV, (final} + C [Vpp - Vi (V)]

o . (6.43)
AV e =V, (final) + (=Vpp) = _C_Z[VDD_ VTn(VX)]
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Figure 6-59 Charge sharing in dynamic networks.

2.AV,,,> Vg, V,,and Vy then reach the same value:

CE
AVou = _VDD(—C " CL) , (6.44)

We determine which of these scenarios is valid by the capacitance ratio. The boundary condition
between the two cases can be determined by setting AV, , equal to Vy, in Eq. (6.44), yielding

Co_ _Vmn (6.45)
CL VDD - VTn

Case 1 holds when the (C,/Cy) ratio is smaller than the condition defined in Eq. (6.45). If not,
Eq. (6.44) is valid. Overall, it is desirable to keep the value of AV, below [Vz,|. The output of
the dynamic gate might be connected to a static inverter, in which case the low level of V,
would cause static power consumption. One major concern is a circuit malfunction if the output

voltage is brought below the switching threshold of the gate it drives.

Example 6.18 Charge Sharing

Let us consider the impact of charge sharing on the dynamic logic gate shown in Figure 6-60,
which implements a three-input EXOR function y = A @ B @ C. The first question to be
resolved is what conditions cause the worst case voltage drop on node y. For simplicity, ignore
the load inverter, and assume that all inputs are low during the precharge operation and that all
isolated internal nodes (V,, V,,, V,, and V) are initially at 0 V.

Inspection of the truth table for this particular logic function shows that the output
stays high for 4 out of 8 cases. The worst case change in output is obtained by exposing
the maximum amount of internal capacitance to the output node during the evalnation
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Vpp=23V
CLK 'Ci ’ Load inverter

Figure 6-60 Example illustrating the charge-sharing effect in dynamic logic.

period. This happens for A B C or A B C. The voltage change can then be obtained by
equating the initial charge with the final charge as done with equation Eq. (6.44), yield-
ing a worst case change of 30/(30 + 50) * 2.5V = 0.94 V. To ensure that the circuit func-
tions correctly, the switching threshold of the connecting inverter should be placed below
25-094=156V. '

The most common and effective approach to deal with the charge redistribntion is to also
precharge critical internal nodes, as shown in Figure 6-61. Since the internal nodes are charged

Vob

5| [

1

Figure 6-61 Dealing with charge sharing by precharging internal nodes. An NMOS
precharge transistor may also be used, but this requires an inverted clock.
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to Vpp during precharge, charge sharing does not occur. This solution obviously comes at the
cost of increased area and capacitance.

Capacitive Coupling

The relatively high impedance of the output node makes the circuit very sensilive to crosstatk
effects. A wire routed over or next to a dynamic node may couple capacitively and destroy the
state of the floating node. Another equally important form of capacitive coupling is backgate (or
output-to-input) coupling. Consider the circuit shown in Figure 6-62a, in which a dynamic two-
input NAND gate drives a static NAND gate. A transition in the input f» of the static gate may
canse the output of the gate (Out,) to go low. This ontput transition couples capacitively to the
other input of the gate (the dynamic node Qut,) through the gate—source and gate-drain capaci-
tances of transistor M,. A simulation of this effect is shown in Figure 6-62b. It demonstrates how
the coupling causes the output of the dynamic gate Out, to drop significanily. This further causes
the output of the static NAND gate not to drop all the way down to 0V and a small amount of
static power to be dissipated. If the voltage drop is large enough, the circuit can evaluate incor-
rectly, and the NAND output may not go low. When designing and laying out dynamic circuits,
special care is needed to minimize capacitive coupling.

Clock Feedthrough

A special case of capacitive coupling is clock feedthrough, an effect caused by the capacitive
coupling between the clock input of the precharge device and the dynamic output node. The cou-
pling capacitance consists of the gate-to-drain capacitance of the precharge device, and includes
both the overlap and channel capacitances. This capacitive coupling causes the output of the
dynamic nede to rise above Vi, on the low-to-high transition of the clock, assuming that the
pull-down network is turned off. Subsequently, the fast rising and falling edges of the clock cou-
ple onto the signal node, as is quite apparent in the simulation of Figure 6-62b.

The danger of clock feedthrough is that it may cause the normally reverse-biased junction
dicdes of the precharge transistor to become forward biased. This causes electron injection into
the substrate, which can be collected by a nearby high-impedance node in the 1 state, eventually
resulting in faulty operation. CMOS latchup might be another result of this injection. For all pur-
poses, high-speed dynamic circuits should be carefully simulated to ensure that clock
feedthrough effects stay within bounds.

All of the preceding considerations demonstrate that the design of dynamic circuits is
rather tricky and requires extreme care. It should therefore be attempted only when high perfor-
mance is required, or high quality design-automation tools are available.

6.3.4 Cascading Dynamic Gates

‘Besides the signal integrity issues, there is one major catch that complicates the design of
dynamic circuits: Straightforward cascading of dynamic gates to create multilevel logic struc-
tures does not work. The problem is best illustrated with two cascaded n-type dynamic
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Figure 6-62 Example demonstrating the effect of backgate coupling:

(a) circuit schematics; (b} simulation results.
inverlers, shown in Figure 6-63a. During the precharge phase (i.e., CLK = 0), the outputs of
both inverters are precharged to V. Assume that the primary input In makes a 0 — 1 transi-
tion (Figure 6-63b). On the rising edge of the clock, output Out; starts to discharge. The sec-
ond output should remain in the precharged state of Vpp as its expected value is 1 (Outy

transitions to 0 during evaluation). However, there is a finite propagation delay for the input to -

discharge Out; to GND. Therefore, the second output also starts to discharge. As long as Ouf,
exceeds the swiiching threshold of the second gate, which approximately equals V., a con-
ducting path exists between Out, and GND, and precious charge is lost at Qut,. The conduct-
ing path is only disabled once Out, reaches V., and turns off the NMOS pull-down transistor.
~ This leaves Qut, ai an intermediate voltage level. The correct level will not be recovered,
because dynamic gates rely on capacitive storage, in contrast to static gates, which have dc res-
toration. The charge loss leads to reduced noise margins and potential malfunctioning.
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Figure 6-63 Cascade of dynamic n-type blocks.

The cascading problem arises because the outputs of each gate—and thus the inputs to the
.next stages—are precharged to 1. This may cause inadvertent discharge in the beginning of the
evaluation cycle. Setting all the inputs to 0 during precharge addresses that concern. When doing
so, all transistors in the pull-down network are turned off after precharge, and no inadvertent dis-
charging of the storage capacitors can occur during evaluation. In other words, correct operation
is guaranteed as long as the inputs can only make a single 0 — 1 transition during the evalu-
ation period.” Transistors are tumed on only when needed—and at most, once per cycle. A
number of design styles complying with this rule have been conceived, but the two most impor-
tant ones are discussed next.

Domino Logic

Concept A domino Jogic module [Krambeck82] consists of an n-type dynamic logic block
followed by a static inverter (Figure 6-64). During precharge, the output of the n-type
dynamic gate is charged up to V,,,, and the output of the inverter is set to 0. During evalua-
tion, the dynamic gate conditionally discharges, and the output of the inverter makes a condi-
tional tramsition from 0 — 1. If one assumes that all the inputs of a domino gate are cutputs
of other domino gates,6 then it is ensured that all inputs are set to 0 at the end of the pre-
charge phase, and that the only transitions during evaluation are 0 — 1 (transitions. Ience,
the formulated rule is obeyed. The introduction of the static inverter has the additional advan-
tage that the fan-out of the gate is driven by a static inverter with a low:impedance output,
which increases neise immunity. Also, the buffer reduces the capacitance of the dynamic out-
put node by separating internal and load capacitances. Finally, the inverter can be used to
drive a bleeder device to combat leakage and charge redistribution, as shown in the second
stage of Figure 6-64.

This ignores the impact of charge distribution and leakage effecis, discussed carlier.
®It is required that all other inpuis that do not fall under this classification (for instance, primary inputs) stay constant
during evaluation. )
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Figure 6-64 Domino CMOS logic.

Consider now the operation of a chain of domino gates. During precharge, all inputs are
set to 0. During evaluation, the output of the first domino block either stays at 0 or makes a
0 — 1 transition, affecting the second gate. This effect might ripple through the whole chain,
one after the other, similar to a line of falling dominoes—hence the name. Domino CMOS has
the following properties:

* Since each dynamic gate has a static inverter, only noninverting logic can be implemented.
Although there are ways to deal with this, as discussed in a subsequent section, this is a
major limiting factor, and pure domino design has thus become rare.

* Very high speeds can be achieved: only a rising edge delay exists, while 7,,; equals zero.
The inverter can be sized to match the far-out, which is already much smaller than in the
complimentary static CMOS case, as only a single gate capacitance has to be accounted
for per fan-out gate.

Since the inputs to a domino gate are low during precharge, it is tempting to eliminate the
evaluation transistor because this reduces clock load and increases pull-down drive. However,
eliminating the evaluation device extends the precharge cycle—the precharge now has to ripple
through the logic network as well. Consider the logic network shown in Figure 6-65, where the
evaluation devices have been eliminated. If the primary input In| is 1 during evaluation, the out-
put of each dynamic gate evaluates to 0, and the output of each static inverter is L. On the falling
edge of the clock, the precharge operation is started. Assume further that /n; makes a high-to-
low transition. The input to the second gate is initially high, and it takes two gate delays before
In, is driven low. During that time, the second gate cannot precharge its output, as the puil-down
network is fighting the precharge device. Similarly, the third gate has to wait until the second
gate precharges before it can start precharging, etc. Therefore, the time taken to precharge the
logic circuit is equal to its critical path, Another important negative is the extra power dissipation
when both pull-up and pull-down devices are on. Therefore, it is good practice to always utilize
evaluation devices.
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Figure 6-65 Effect of ripple precharge when the evaluation transistor is removed.
The circuit also exhibits static power dissipation.

Dealing with the Noninverting Property of Domino Logic A major limitation in domino
logic is that only noninverting logic can be implemented. This requirement has limited the wide-
spread use of pure domino logic. There are several ways to deal with it, though. Figure 6-66
shows one approach to the problem—reorganizing the logic using simple boolean transforms
such as De Margan’s Law. Unfortunately, this sort of optimization is not always possible, and

‘more general schemes may have to be used.

A general (but expensive) approach to solving the problem is the use of differential logic.
Dual-rail domine is similar in concept to the DCVSL structure discussed earlier, but it uses a
precharged load instead of a static cross-coupled PMOS load. Figure 6-67 shows the circuit
schematic of an AND/NAND differential logic gate. Note that all inputs come from other differ-
ential domino gates. They are low during the precharge phase, while making a conditional 0 — 1
transition during evaluation. Using differential domino, it is possible to implement any arbitrary
function. This comes at the expense of an increased power dissipation, since a transition is guar-
anteed every single clock cycle regardless of the input values—either O or O must makea 0 — 1
transition. The function of transistors M, and M, is to keep the circuit static when the clock is
high for extended periods of time (bleeder). Notice that this circuit is not ratioed, even in the
presence of the PMOS pull-up devices! Due to its high performance, this differential approach is
very popular, and is used in several commercial microprocessors.

Domine AND
A A
; . x 8 > x
C C ;
D D
E > Y E Y
F F
G G o
H H :
Domino OR Domine AND/OR
(a) Before logic transformation (b) After logic transformation

Figure 6-66 Hestructuring logic to enable implementation by using noninverting domino logic.

114




300 Chapter 6 » Designing Combinational Logic Gates in CMOS

Figure 6-67 Simple dual rail (differential) domino logic gate.

Optimization of Domino Logic Gates Several optimizations can be performed on domino logic
' gates. The most obvious performance optimization involves the sizing of the transistors in the static
inverter. With the inclusion of the evaluation devices in domino circuits, all gates precharge in par-
allel, and the precharge operation takes only two gate delays—charging the output of the dynamic
gate to Vp,p,, and driving the inverter output low. The critical path during evaluation goes through
the pull-down path of the dynamic gate and through the PMOS pull-up transistor of the static
inverter. Therefore, to speed up the circuit during evaluation, the beta ratio of the static inverter
should be made high so that its switching threshold is close to V. This can be accomplished by
using a small (minimum-sized) NMOS and a large PMOS device. The minimum-sized NMOS only
affects the precharge time, which is generally limited due to the parallel precharging of ali gates.
The only disadvantage of using a large beta ratio is a reduction in noise margin. Hence, a designer
should consider reduced noise margin and performance impact simultaneously during the device
sizing.
Numerous variations of domino logic have been proposed [Bernstein98]. One optimization
that reduces area is multiple-outpur domino logic. The basic concept is illustrated in Figure 6-68.
It exploits the fact that certain outputs are subsets of other ontputs to generate a number of logical
functions in a single gate. In this example, 03 = C + D is used in all three outputs, and thus it is
implemented at the bottom of the pull-down network. Since 02 equals B - 03, it can reuse the
logic for O3. Notice that the internal nodes have to be precharged to Vp, to produce the correct
results. Given that the internal nodes precharge to V), the number of devices driving precharge
devices is not reduced. However, the number of evaluation transistors is drastically reduced
because they are amortized over multiple outputs. Additionally, this approach results in a reduc-
tion of the fan-out factor, again due to the reuse of transistors over multiple functions.
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Figure 6-68 Multiple-output domine.

Compound domino (Figure 6-69) represents another optimization of the generic domino
gate, once again minimizing the number of transistors. Instead of each dynamic gate driving a
static inverter, it is possible to combine the outputs of multiple dynamic gates with the aid of a
complex static CMOS gate, as shown in Figure 6-69. The outputs of three dynamic structures
(implementing 01 =A B C, 02 =D E F and 03 = G H) are combined using a single complex
CMOS static gate that implements O = (01 + 02) 03. The total logic function realized this way
sO0=ABCDEF+GH.

Compound domino is a useful tool for constructing complex dynamic logic gates. Large
dynamic stacks are replaced by parallel structures with small fan-in and complex CMOS gates.
For example, a large fan-in domino AND can be implemented as a set of parallel dynamic
NAND structures with lower fan-ir, combined with a static NOR gate. One important consider-
ation in Compound domino is the problem associated with backgate coupling. Care must be
taken to ensure that the dynamic nodes are not affected by the coupling between the output of
the static gates and the output of dynamic nodes.

rp-CMOS

An altemnative approach to cascading dynamic logic is provided by ap-CMOS, which uses two
flavors (n-tree and p-tree) of dynamic logic, and avoids the extra static inverter in the critical
path that comes with domino logic. In a p-tree logic gate, PMOS devices are used to build a pull-
up logic network, including a PMOS evaluation transistor ([Gongalvez83, Friedman84, Lee86]).
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Figure 6-70 The np-CMOS logic circuit style.

{(see Figure 6-70). The NMOS predischarge transistor drives the output low during precharge
The output conditionally makes a 0 — 1 transition during evaluation depending on its inputs.

np-CMOS logic exploits the duality between n-tree and p-tree logic gates to eliminate the
cascading problem. If the n-tree gates are controlled by CLK, and p-tree gates are controlled
using CLK, n-tree gates can directly drive p-tree gates, and vice versa. Similar to domino, a-tree
(jut_puts must go through an inverter when connecting fto another n-tree gate. During the
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precharge phase (CLK = 0), the output of the r-tree gate, Out,, is charged to Vp,, while the
output of the p-iree gate, Out,, is predischarged to 0 V. Since the n-tree gate connects PMOS
pull-up devices, the PUN of the p-tree is turned off at that time. During evaluation, the output of
the n-tree gate can only make a 1 — 0 transition, conditionally turning on some transistors in the
p-tree. This ensures that no accidental discharge of Out, can occur. Similarly, n-tree blocks can
follow p-tree gates without any problems, because the inputs to the r-gale are precharged to 0. A
disadvantage of the np-CMOS logic style is that the p-tree blocks are slower than the n-tree
modules, due to the lower current drive of the PMOS transistors in the logic network. Equalizing
the propagation delays requires extra area. Also, the lack of buffers requires that dynamic nodes
are routed between gates.

6.4 Perspectives

6.41 How to Choose a Logic Style?

In the preceding sections, we have discussed several gate-implementation approaches using the

"CMOS technology. Each of the circuit styles has its advantages and disadvantages. Which one o

select depends upon the primary requirement: ease of design, robustness, area, speed, or power
dissipation. No single style optimizes all these measures at the same time. Even more, the
approach of choice may vary from logic function to logic function.

The static approach has the advantage of being robust in the presence of noise. This makes
the design process rather trouble free and amenable to a high degree of automation. It is clearly
the best general-purpose logic design style, This ease of design does come at a cost: For complex
gates with a large fan-in, complementary CMOS becomes expensive in terms of area and perfor-
mance. Alternative static logic styles have therefore been devised. Pseudo-NMOS is simple and
fast at the expense of a reduced noise margin and static power dissipation. Pass-transistor logic
is attractive for the implementation of a number of specific circuits, such as multiplexers and
XOR-dominated logic like adders.

Dynamic logic, on the other hand, makes it possible to implement fast and small complex
gates. This comes at a price, however. Parasitic effects such as charge sharing make the design
process a precarious job. Charge leakage forces a periodic refresh, which puts a lower bound on
the operating frequency of the circuit.

The current trend is towards an increased use of complementary static CMOS. This ten-
dency is inspired by the increased use of design-automation tools at the logic.design level. These
tools emphasize optimization at the logic level, rather than at the circuit level, and they put a pre-
mium on robustness. Another argument is that static CMOS is more amenable to voltage scaling
than some of the other approaches discussed in this chapter.

6.4.2° Designing Logic for Reduced Supply Voltages

In Chapter 3, we projected that the supply voltage for CMOS processes will continue to drop
over the coming decade, and may go as low as 0.6 V by 2010. To maintain performance under
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Figure 6-71 Voltage Scaling (V,/V;-on delay and leakage).

those conditions, it is essential that the device thresholds scale as well. Figure 6-71a shows a plot
- of the (Vy, Vpp)ratio required to maintain a given performance level (assuming that other device
characteristics remain identical).

This trade-off is not without penalty. Reducing the threshold voltage increases the sub-
threshold leakage current exponentially, as we derived in Eq. (3.39) (repeated here for the sake
of clarity):

Kﬁ: n Vps .
=10 ¢ (1- 10 ¢ } (6.46)
In Eq. (6.46), § is the slope factor of the device. The subthreshold leakage of an inverter is the
current of the NMOS for V,, = 0V and V,, = Vp, (or the PMOS current for V,, = Vp, and
Vour=0). The exponential increase in inverter leakage for decreasing thresholds is illustrated in
Figure 6-71hb.

These leakage currents are a concern particularly for designs that feature intermittent com-
putational activity separated by long periods of inactivity. For example, the processor in a cellular
phone remains in idle mode for a majority of the time. While the processor is in idle mode, ideally,
the system should consume zero or near-zero power. This is only possible if leakage is low—that
is, the devices have a high threshold voltage. This is in contrast to the scaling scenario that we just
depicted, where high performance under low supply voltage means reduced thresholds. To satisfy
the contradicting requirements of high performance during active periods and low leakage during
standby, several process modifications or leakage-contro] technigques have been introduced in
CMOS processes. Most processes with feature sizes at or below 0.18 pm CMOS support devices
with different thresholds—typically a device with low threshold for high-performance circuits, and
a transistor with high threshold for leakage control. Another approach gaining popularity is the

Iieakage
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dynamic control of the threshold voltage of a device by exploiting the body effect of the transistor.
Use of this approach to control individual devices requires a dual-well process (see Figure 2-2).
Clever circuit design can also help reduce the leakage current, which is a function of the
circuit topology and the value of the inputs applied to the gate. Since V; depends on body bias
(Vgs), the subthreshold leakage of an MOS transistor depends not only on the gate drive (Vgg),
but also on the body bias. In an inverter with In = 0, the subthreshold leakage of the inverter is
set by the NMOS transistor with its V;; = V5= 0'V. In more complex CMOS gates, such as the
two-input NAND gate of Figure 6-72, the leakage current depends on the input vector, The sub-
threshold leakage current of this gate is the least when A = B = (. Under these conditions, the
intermediate node X seftles to

Vy=Vuln(l+n) (6.47)

The leakage current of the gate is then determined by the topmost NMOS transistor with Vo=
Vpg = —Vy. Clearly, the subthreshold leakage under this condition is smaller than that of the
inverter. This reduction due to stacked transistors is called the stack effect. The Table in
Figure 6-72 analyzes the leakage components for the two-input NAND gate under different

‘input conditions. :

The reality is even better. In short-channel MOS transistors, the subthreshold leakage cur-
rent depends not only on the gate drive (V;¢) and the body bias (Vg ), but also on the drain volt-
age (Vps). The threshold voltage of a short-channel MOS transistor decreases with increasing
Vps due to drain-induced barrier lowering (DIBL). Typical values for DIBL can range from a
20- 1o a 150-mV change in V- per voltage change in Vj;. Because of this, the impact of the stack
effect is even more significant for short-channel transistors. The intermediate voltage reduces the
drain—source voltage of the topmost device, increases its threshold, and thus lowers its leakage.

Example 6.19 Stack Effect in Two-Input NAND Gate

Consider again the two-input NAND gate of Figure 6-72a, when both N,and N, are off
(A = B =0). From the simulated load lines shown in Figure 6-72c, we see that V) settles to
approximately 100 mV in steady state. The steady-state subthreshold leakage in the gate is
therefore due to Vigg= Ve =—100 mV and V)¢ = Vj;, — 100 mV, which is 20 times smaller
than the leakage of a stand-alone NMOS transistor with Vigg= Vpe =0 mV and Vo =V
[Ye98].

In sum, the subthreshoeld leakage in complex stacked circuits can be significantly lower
than in individual devices. Observe that the maximum leakage reduction occurs when all the
transistors in the stack are off; and the intermediate node voltage reaches its steady—state value.
Exploiting this effect requires a careful selection of the input signals to every gate during
standby or sleep mode.
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Figure 6-72 Subthreshold leakage reduction in a two-input NAND gate
(a) dus to stack effect for different input conditions {b). Figure {c) plots the
simulated load lines of the gate for A=58=0,

Problem 6.9 Computing Vy

Equation (6.47) calculates the intermediate node voltage for a two-input NAND with less than 10% error,
for A = B = 0. Derive Eq. (6.47) assuming (1) V7 and [g of N; and N, are approximately equal, (2) NMOS
transistors are identically sized, and (3) n < 1.5.

6.5 Summary

In this chapter, we have extensively analyzed the behavior and performance of combinational
CMOS digital circuits with regard to area, speed, and power. We summarize the major points as
follows:

* Static complementary CMOS combines dual pull-down and pull-up networks, only one of
which is enabled at any time.
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e The performance of a CMOS gate is a strong function of the fan-in. Techniques to deal
with fan-in include transistor sizing, input reordering, and partitioning. The speed is also a
linear function of the fan-out. Extra buffering is needed for large fan-outs.

* The ratioed logic style consists of an active pull-down (-up) network connected to a load
device. This results in a substantial reduction in gate complexity at the expense of static
power consumption and an asymnietrical response. Careful transistor sizing is necessary
to maintain sufficient noise margins. The most popular approaches in this class are the
psendo-NMOS techniques and differential DCVSL, which require complementary
signals.

* Pass-transistor logic implements a logic gate as a simple switch network. This results in
very simple implementations for some logic functions. Long cascades of switches are to
be avoided due to a quadratic increase in delay'with respect to the number of elements in
the chain. NMOS-only pass-transistor logic produces even simpler structures, but might

- suffer from static power consumption and reduced noise margins. This problem can be
addressed by adding a level-restoring transistor.

» The operation of dynamic logic is based on the storage of charge on a capacitive node and
the conditional discharging of that node as a function of the inputs. This calls for a two-
phase scheme, consisting of a prechaige followed by an evaluation step. Dynamic logic
trades off noise margin for performance. It is sensitive to parasitic effects such as leakage,
charge redistribution, and clock feedthrough. Cascading dynamic gates can cause prob-
lems and thus should be addressed carefully. '

* The power consumption of a logic network is strongly related to the switching activity of
the network. This activity is a function of the input statistics, the network topology, and the
logic style. Sources of power consumption such as glitches and short-circuit currents can
be minimized by careful circuit design and transistor sizing.

* Threshold voltage scaling is required for low-voltage operation. I.eakage control is critical
for low-voltage operation.

6.6 To Probe Further

The topic of (C)MOS logic styles is treated extensively in the literature. Numerous texts have
been devoted to the issue. Some of the most comprehensive treatments can be found in
[Weste93] and [Chandrakasan01]. Regarding the intricacies of high-performance design,
[Shoji%6] and [Bernstein98] offer the most in-depth discussion of the optimization and analysis
of digital MOS circuits. The topic of power minimization is relatively new, but comprehensive
reference works are available in [Chandrakasan95], [Rabaey95], and [Pedram02].

Innovations in the MOS logic area are typically published in the proceedings of the ISSCC
Conference and the VLSI circuits symposium, as well as the IEEE Journal of Solid State
Circuits (especially the November issue).
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Exercises

For the latest problem sets and design challenges in CMOS digital logic, log in to http:/bwrc.cecs.berkeley.edu/
IcBook.
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C

How to Simulate Complex
Logic Circuits

Timing- and Switch-Level Simulation
Logic and Functional Simulation
Behavioral Simulation

Register-Transfer Languages

While circuit simulation in the SPICE style proves to be an extremely valuable element of the
designers tool box, it has one major deficiency. By taking into account all the peculiarities and
second-order effects of the semiconductor devices, it tends to be time consuming. It rapidly
becomes unwieldy when designing complex circuits, unless one is willing to spend days of com-
puter time. Even though computers are always getting faster and simulators are getting better,
circuits are getting complex even faster. The designer can address the complexity issue by giving
up modeling accuracy and resorting to higher representation levels. A discussion of the different
abstraction levels available to the designer and their impact on simulation accuracy is the topic
of this insert.

The best way of differentiating among the myriad of simulation approaches and abstrac-
tion levels is to identify how the data and time variables are represented—as analog, continuous
variables, as discrete signals, or as abstract data models.
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C.1 Representing Digital Data as a Continuous Entity

Circuit Simulation and Derivatives

In Design Methodology Insert B, we established that a circuit simulator is “digitallyagnostic,”
meaning that it is, in essence, an analog simulator. Voltage, current, and time are treated as ana-
log variables. This accurate modeling, combined with the nonlineatity of most of the devices
leads to a high overhead in simulation time.

Substantial effort has been invested to decrease the computation time at the expense of
generality. Consider an MOS digital circuit. Due to the excellent isolation property of the MOS
gate, it is often possible to partition the circuit into a number of sections that have limited inter-
action. A possible approach is to solve each of these partitions individually over a given period,
assoming that the inputs from other sections are known or constant. The resulting waveforms
can then be iteratively refined. This relaxation-based approach has the advantage of being com-
putationally more effective than the traditional technique by avoiding expensive matrix inver-
‘sions, but it is restricted to MOS circuits [White87]. When the circuit contains feedback paths,
the partitions can become large, and simulation performance degrades.

Another approach 1s to reduce the complexity of the transistor models used. For example,
linearization of the model leads to a dramatic reduction in the computational complexity. Yet
another approach is to employ a simplified table-lookup model. While this approach, by neces-
sity, leads to a decreased accuracy of the waveforms, it still allows for a good estimation of tim-
ing parameters such as propagation delay and rise and fall times. This explains why these tools
often are called timing simulators. The big advantage is in the execution speed, which can be one
or two orders of magnitude higher than that of SPICE-like tools. Another advantage is that, in
contrast to the tools that are discussed next, timing simulators still can incorporate second-order
effects such as leakage, threshold drops, and signal glitches. Examples of an offering in this
class is the NanoSim (formerly TimeMill/PowerMill) tool set from Synopsys [TimeMill]. As a
point of reference, simulators in this class typically give up 5 to 10% in accuracy on timing
parameters, with respect to full-blown circuit simulators.

C.2 Representing Data as a Discrete Entity

In digital circuits, we generally are not interested in the actual value of the voltage variable, but
only in the digital value it represents. Therefore, it is possible to envision a §imulator in which
data signals are either in the 0 or 1 range. Signals that do no comply with either condition are
denoted as X, or undefined. '

This tertiary representation {0, 1, X] is used extensively in simulators at both the device
and gate level. By augmenting this set of allowable data values, we can obtain more detailed
information, while retaining the capability of handling complex designs. Possible extensions are
the Z-value for a tristate node in the high-impedance state, and R- and F-values for the rising and
falling transients. Some commercially offered simulators provide as many as a dozen possible
signal states. :
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7 1 ?

Figure C-1 Discretizing the time variable.

While substantial performance improvement is obtained by making the data representation
space discrete, similar benefits can be obtained by making time a discrete variable as well. Con-
sider the voltage waveform of Figure C-1, which represents the signal at the input of an inverter
with a switching threshold V,,. It is reasonable to assume that the inverter output changes its
value one propagation delay after its input crossed V,,. When one is not strictly interested in the
exact shape of the signal waveforms, it is sufficient to evaluate the circuit only at the interesting
time points, ¢, and ¢,.

Similarly, the interesting points of the output waveform are sitwated at #; + f,;; and
by + 1, 5 A simulator that only evaluates a gate at the time an event happens at one of its inputs
is called an event-driven simulator. The evaluation order is determined by putting projected
events on a time queune and processing them in a time-ordered fashion, Suppose that the wave-
form of Figure C-1 acts as the input waveform to a gate. An event is scheduled to occur at
time ¢;. Upon processing that event, a new event is scheduled for the fan-out nodes at #; + £,
and is put on the time queuve. This event-driven approach is evidently more efficient than the
time-step-driven approach of the circuit simulators. To take the impact of fan-out into account,
the propagation delay of a circuit can be expressed in terms of an intrinsic delay (r,,) and a load-
dependent factor (), and it can differ over edge transitions:

prH = inLH + tILH X CL . (Cl)

The load C; can be entered in absolute terms (in pF) or as a function of the number of fan-out
gates. Observe how closely this equation resembles the logical-effort model we introduced in the
preceding chapter.

‘While offering a substantial performance benefit, the preceding approach still has the dis-
advantage that events can happen any time. Another simplification could be to make the time
even more discrete and allow events to happen only at integer multiples of a urir fime variable.
An example of such an approach is the unit-delay model, where each circuit has a single delay of

“one unit. Finally, the simplest model is the zero-delay model, in which gates are assumed to be
free of delay. Under this paradigm, time proceeds from one clock event to the next, and all
events are assumed to occur instantaneously upon arrival of a clocking event. These concepts
can be applied on a number of abstraction levels, resulting in the simulation approaches dis-
cussed next. '
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Figure C-2 Switch-level model of CMOS inverter.

Switch-Level Simulation

The nonlinear nature of semiconductor devices is one of the major impediments to higher
simulation speeds. The swiich-level model [Bryant81] overcomes this hurdle by approximat-
ing the transistor behavior with a linear resistance whose value is a function of the operating
conditions. In the off-mode, the resistance is set to infinity, while in the on-mode, it is set to
the average “on” resistance of the device (Figure C-2). The resulting network is a time-vari-
ant, linear network of resistors and capacitors that can be more efficiently analyzed. Evalua-
tion of the resistor network determines the steady-state values of the signals and typically
etmploys a {0, 1, X} model. For instance, if the total resistance between a node and GND is
substantially smaller than the resistance to Vpp, the node is set to the O-state. The timing of
the events can be resolved by analyzing the RC network, Simpler timing models such as the
unit-delay model are also employed.

Example C.1 Switch versus Circuit-Level Simulation

A four-bit adder is simulated using the switch-level simulator IRSIM ([Salz89]). The sim-
ulation results are plotted in Figure C-3. Initially, all inputs (IN1 and IAN2) and the carry-
input CIN are set to (0. After 10 nsec, all inputs IN2 as well as CIN are set to 1. The display
window plots the input signals, the output vector OUT[0-3], and the most significant out-
put bits QUT]2] and OUTT3]. The output converges to the correct value 0000 after a transi-
tion period. Notice how the data assumes only O and 1 levels. The glitches in the output
signals go rail to rail, although in reality they might represent only partial excursions. Dur-
ing transients, the signal is marked X, which means ‘“‘undefined,” To put this result in per-
spective, Figure C-3 plots the SPICE results for the same input vectors. Notice the partial
_glitches. Also, it shows that the IRSIM timing, which is based on an RC model, is rela-
‘ -tively.accurate and sufficient to get a first-order impression.
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Figure C-3 Comparison between circuit and switch-level simulations.

Gate-Level (or Logic) Simulation
Gate-level simulators use the same signal values as the switch-level tools, but the simulation prim-

itives are gates instead of transistors. This approach enables the simnlation of more complex cir-

cuits at the expense of detail and generality. For example, some common VLSI structures such as
tristate busses and pass transistors are hard to deal with at this level. Since gate level is the preferred
entry level for many designers, this simulation approach remained extremely popular until the
introduction of logic synthesis tools, which moved the focus to the functional or behavioral
abstraction layer. The interest in logic simulation was so great that special and expensive hardware
accelerators were developed to expedite the simulation process (e.g., [Agrawal90]).

N

Functional Simulation
Functional simulation can be considered as a simple extension of logic simulation. The primi-
tive elements of the input description can be of an arbitrary complexity. For instance, a simu-
lation element can be a NAND gate, a multiplier, or an SRAM memory. The functionality of
one of these complex units can be described using a modern programming language or a dedi-
cated hardware description language. For instance, the THOR simulator uses the C program-
ming language to determine the output values of a module as a function of its inputs [Thor88].
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The SystemC language [SystemC] uses most of the syntax and semantics of C, but adds a
number of constructs and data types to deal with the peculiarities of hardware design—such as
the presence of concurrency. On the other hand, VHDL (VASIC Hardware Description Lan-
guage) [VHDLES] is a specially developed langnage for the description of hardware designs.

In the structural mode, VHDI. describes a design as a connection of functional mod-
ules. Such a description often is called a retlist. For example, Figure C-4 shows a description
of a 16-bit accumulator consisting of a register and adder.

The adder and register can in turn be described as a composition of components such as
full-adder or register cells. An alternative approach is to use the behavioral mode of the language
that describes the functionality of the module as a set of input/output relations regardless of the
chosen implementation. As an example, Figure C-5 describes how the output of the adder is the
two's-complement sum of its inputs.

enfity accumulator is
port { -- definition of inpur and output terminals
DI in bit_vector(15 downto 0) -- a vector of 16 bit wide
DO: inout bit_vector(15 downto 0);
CLK: in bit
)5

end accumulator;

architecture structure of accumulator is
compoenent reg -- definition of register ports
port (
DI : in bit_vector(15 downto 0,
DO : out bit_vector(15 downto 0);
CLK : in bit
);
end component;
component add — definition of adder ports
port (
ING : in bit_vector{15 downto ();
IN1 : in bit_vector(15 downto 0);
OUTO : out bit_vector(15 downto 0)
)
end component;
-- definition of accumularor structure
signal X : bif_vector(15 downto 0);
begin
addl : add
port map (DI, DO, X); - defines port connectivity
regl : reg
port map (X, DO, CLK),
end structure;

Figure C-4 Functional description of an accumuiator in VHDL.
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entity add is
port (
INO : in bit_vector(15 downto 0);
IN1 : in bit_vector(15 downto 0);
OUTO : out bit_vector(15 downto 0)
B
end add;

architecture behavior of add is
_ begin
process(INQ, IN1)
variable C : bit_vector(16 downto 0);
variable S : bit_vector(15 downto 0);
begin
loopl:
foriin 0 to 15 loop
S(1) := INO(1) xor IN1(i} xor C(i);
C(i+1):=INO(i) and IN1{i) or C(i} and (INO() or IN1(i));
end loop loopl,
OUTO <= §;
end process;
end behavior;

Figure C-5 Behavioral description of 16-bit adder.

The signal levels of the functional simulator are similar to the switch and logic levels. A
variety of timing models can be used—for example, the designer can describe the delay between
mmput and output signals as part of the behavioral description of a module. Most often the zero-
delay model is employed, since it yields the highest simulation speed.

C.3 Using Higher-Level Data Models

When conceiving a digital system such as a compact disk player or an embedded microcontrol-
ler, the designer rarely thinks in terms of bits. Instead, she envisions data moving over busses as
iﬁteger or floating-point words, and patterns transmitted over the instruction bus as members of -
an enumerated set of instruction words (such as [ACC, RD, WR, or CLR}). Modeling a discrete
design at this level of abstraction has the distinct advantage of being more understandable, and it
also results in a substantial benefit in simulation speed. Since a 64-bit bus is now handled as a
single object, analyzing its value requires only one action instead of the 64 evaluations it for-
merly took to determine the curreat state of the bus at the logic level. The disadvantage of this
approach is another sacrifice of timing accuracy. Since a bus is now considered to be a single
entity, only one global delay can be annotated to it, while the delay of bus elements can vary
from bit to bit at the logic level.

It also is common to distinguish between functional (or structural) and behavioral
descriptions. In a functional-level specification, the description mirrors the intended hardware
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structure. Behavioral-level specifications only mimic the input/output functionality of a design.
Hardware delay loses its meaning, and simulations are normally performed on a per clock-cycle
(or higher) basis. For instance, the behavioral models of a microprocessor that are used to verify
the completeness and the correctness of the instruction set are performed on a per instruction
basis. '

The most popular languages at this level of abstraction are the VHDL and VERIL.OG
hardware-description languages. VHDL allows for the introduction of user-defined data types
such as 16-bit, two’s-complement words or enumerated instruction sets. Many designers tend to
use traditional programming approaches such as C or C++ for their first-order behavioral mod-
els. This approach has the advantage of offering more flexibility, but it requires the user to define
all data types and to essentialiy write the complete simulation scenario.

Example C.2 Behavioral-Level VHDL Description

To contrast the functional and behavioral description modes and the use of higher level
data models, consider again the example of the accumulator (see Figure C-6). In this case,
we use a fully behavioral description that employs integer data types to describe the mod-
ule operation.

Figure C-7 shows the results of a simulation performed at this level of abstraction.
Even for this small example, the simulation performance in terms of CPU time is three
times better than what is obtained with the structural description of Figure C-4.

entity accumulator is
port {
DI : in integer;
DO : inout integer ;= 0;
CLK : in bit
)

end accumulator;

architecture behavior of accumulator is

begin
process(CLK)
variable X : integer := 0; -- intermediate variable
begin
if CLK ="'1' then
X «<=DO+DI;
DO <=X;
end if;
end process;

end behavior;

Figure C-6 Accumulator for Example C.2.
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Figure C-7 Display of simulation results for accumulator example as obtained
at the behavioral level. The WAVES display tool (and VHDL simulator) are part
of the Synopsis VHDL tool suite (Courtesy of Synopsys.).
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Layout Techniques for Complex Gates

Weinberger and standard-cell layout techniques
Euler graph approach

In Chapter 6, we discussed in detail how to construct the schematics of complex gates and how
to size the transistors. The last step in the design process is to derive a layout for the gate or cell;
in other words, we must determine the exact shape of the various polygons composing the gate
layout. The composition of a layout is strongly influenced by the interconnect approach. How
does the cell fit in the overall chip layout, and how does it communicate with neighboring cells?
Keeping these questions in mind from the start results in denser designs with less parasitic
capacitance.

Weinberger and Standard-Cell Layout Techniques

‘We now examine two important layout approaches, although many others can be envisioned. In
the Weinberger approach [Weinberger67], the data wires (inputs and outputs) are routed (in
metal) parallel to the supply rails and perpendicular to the diffusion areas, as illustrated in
Figure D-1. Transistors arc formed at the cross points of the polysilicon signal wires (connected
to the horizontal metal wires) and the diffusion zones. The “over-the-cell” wiring approach
makes the Weinberger technique particularly suited for bit-sliced datapaths. While it is still used
on an occasional base, the Weinberger technique has lost its appeal over the years in favor of the
standard-cell style. ‘
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Mirrored cell, sharing well
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Static CMOS Pseudo-NMOS
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Figure D-1 The Weinberger approach for complex gate layout
{(using a single metal layer).

In the standard-cell technique, signals are routed in polysilicon perpendicular to the
power distribution (Figure D-2). This approach tends to result in a dense layout for static
CMOS gates, as the vertical polysilicon wire can serve as the input to both the NMOS and the
PMOS transistors. An example of a cell implemented using the standard-cell approach is
shown in Figure 6-12. Interconnections between cells generally are established in so-called
routing channels, as demonstrated in Figure D-2. The standard-cell approach is very popular at
present due to its high degree of automation. (For a detailed description of the design automa-
tion tools supporting the standard-cell approach, sec Chapter 8.)

Layout Planning using the Euler Path Approach

The common use of this layout strategy makes it worth analyzing how a complex Boolean func-
tion can be mapped efficiently onto such a structure. For density reasons, it is desirable to realize
the NMOS and PMOS transistors as an unbroken row of devices with abutting source—drain con-

Metall

Vss

i

Signals i
5

Routing channel

Polysilicon

Figure D-2 The standard-cell approach for complex gate layout.
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- (a) Input order {a ¢ b) {b} Input order [a b ¢}
Figure D-3 Stick Diagram for x=(a + b} - c.

nections, and with the gate connections of the corresponding NMOS and PMOS transistors
aligned. This approach requires only a single strip of diffusion in both wells. To achicve this
goal, a careful ordering of the input terrinals is necessary. This is illustrated in Figure D-3,
where the logical function x = (a + b) - ¢ is implemented. In the first versjon, the order {a c b} is
.adopted. It can easily be seen that no solution will be found using only a single diffusion strip. A
reordering of the terminals (for instance, using {2 b c}), generates a feasible solution, as shown
in Figure D-3b. Observe that the “layouts” in Figure D-3 do not represent actual mask geome-
tries, but are rather symbolic diagrams of the gate topologies. Wires and transistors are repre-
sented as dimensionless objects, and positioning is relative, not absolute. Such conceptual
representations are called stick diagrams, and often are used at the conception time of the gate,
before determining the actval dimensions. We use stick diagrams whenever we want to discuss
gate topologies or layout strategies. ‘

Fortunately, a systematic approach has been developed to derive the permutation of the
input terminals so that complex functions can be realized by uninterrupted diffusion strips that
minimize the area [Uchara81]. The systematic nature of the technique also has the advantage
that it is easily antomated. It consists of the following two steps:

L. Construction of logic graph. The logic graph of a transistor network (or a switching
function) is the graph of which the vertices are the nodes (signals) of the network, and the
edges represent the transistors. Fach edge is named for the signal controlling the corre-
sponding transistor, Since the PUN and PDN networks of a static CMOS gate are dual,
their corresponding graphs are dual as well—that is, a parallel connection is replaced by a
series one and vice versa. This is demonstrated in Figure D-4, where the logic graphs for
the PDN and PUN networks of the Boolean function x = (a + b) - ¢ are overlaid (notice
that this approach can be used to derive dual networks). '

2. Identification of Euler paths. An Euler path in a graph is defined as a path through all
nodes. in the graph such that each edge in the graph is only visited once. Identification of
such a path is important, because an ordering of the inputs leading to an uninterrupted dif-
tusion strip of NMOS (PMOS) transistors is possible only if there exists an Euler path in
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Figure D-4 Schematic diagram, logic graph, and Euler paths forx=(a+ b} - c.

the logic graph of the PDN (PUN) network. The reasoning behind this finding is as
follows:

To form an interrupted strip of diffusion, all transistors must be visited in sequence; that is,
the drain of one device is the source of the next one. This is equivalent to traversing the logic
graph along an Euler path. Be aware that Euler paths are not unique: many different solutions
may exist.

The sequence of edges in the Euler path equals the ordering of the inputs in the gate lay-
out. To obtain the same ordering in both the PUN and PDN networks, as is necessary if we want
to use a single poly strip for every input signal, the Euler paths must be consistenst—that is, they
must have the same sequence.

Consistent Euler paths for the example of Figure D-4a are shown in Figure D-4c. The lay-
out associated with this solution is shown in Figure D-3b. An inspection of the logic diagram of
the function shows that {a ¢ &} is an Euler path for the PUN, but not for the PDN. A single-dif-
fusion-strip solution is, hence, nonexistent (Figure D-3a).

Example D.1 Derivation of Layout Topology of Complex Logic Gate
As an example, let us derive the layout topology of the following logical function:
x=ab+cd

The logical function and one consistent Einler path are shown in Figure D-5a and
Figure D-5b. The corresponding layout is shown in Figure D-5c.
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Figure D-5 Deriving the layout topology for x = (ab + cd).

The reader should be aware that the existence of consistent Euler paths depends on the
way the Boolean expressions (and the corresponding logic graphs) are constructed. For exam-
ple, no consistent Euler paths can be found forx = a + b - ¢ + d - e, but the functionx = b - ¢ + a

| + d - e has a simple solution (confirm that this is true by preserving the ordering of the function

when constructing the logic graphs). A restructuring of the function is sometimes necessary

} before a set of consistent paths can be identified. This could lead to an exhaustive search over all

i _ possible path combinations. Fortunately, a simple algorithm to avoid this plight has been pro-

‘ posed [Uehara81]. A discussion of this is beyond our scope, however, and we refer the inter-
ested reader to that text.

Finally, it is worth mentioning that the layout strategies presented are not the only possi-
bilities. For example, sometimes it might be more effective to provide multiple diffusion strips
stacked vertically. In this case, a single polysilicon input line can serve as the input for multiple
transistors. This might be beneficial for certain gate structures, such as the NXOR gate, and
therefore, case-by-case analysis is recommended.

To Probe Further

A good overview of cell-generation techniques can be found in [Rubin87, pp. 116-128]. Some
of the landmark papers in this area include the following:
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SECOND EDITION

DIGITAL INTEGRATED CIRCUITS

A DESIGN PERSPECTIVE
JAN M. RABAEY = ANANTHA CHANDRAKASAN
BORIVOJE NIKOLIC

Since the publication of the first edition of this book in 1996, CMOS manufacturing technology has contin-
ued its breathtaking pace, scaling to ever-smaller dimensions. Minimum feature sizes are now reaching

the 100-nm realm. Circuits are becoming more complex, challenging the productivity of the designer, while
the plunge into the deep-submicron space causes devices to behave differently and brings to the forefront
a number of new issues that impact the reliability, cost, performance, power dissipation, and reliability of
the digital IC. This updated text reflects the ongoing (r)evolution in the world of digital integrated circuit
design. caused by this move into the deep-submicron realm. This means increased importance of deep-
submicron transistor effects, interconnect, signal integrity, high-performance and low-power design, timing,
and clock distribution. In contrast to the first edition, the present text focuses entirely on CMOS ICs.

http://bwre.eecs.berkeley.edu/IcBook—A Dynamic Companion

Even more than for the first edition, this book uses its companion website to evolve and grow over time.
It contains complete Microsoft PowerPoint presentations covering all the material, updates, corrections,
design projects, and extensive instructor material. Most importantly. all problem sets are now available on
the website (and have been removed from the text).

Ouistanding Features of the Text

m [t focuses solely on deep-submicron CMOS devices, the workhorses of today’s digital integrated circuits.
A simple transistor model for manual analysis, called the unified MOS model, has been developed and is
used throughout.

Design Examples stress the design of Digital ICs from a real-world perspective. Design challenges and
guidelines are highlighted. 0.25-micron CMOS technology is used for all the examples and problems.

Design Methodology inserts are interspersed throughout the text, highlighting the importance of
methodology and tools in today's design process.

m A Perspective section at the end of each chapter gives an insight into future evolutions.

About the Cover: Detail of *Wet Orange.”

by Joan Mitchell (American, 1925-1992). Oil

on canvas, 112 x 245 1n. (284.5 x 622.3 cm).

Cameme Museum of Art, Pittsburgh, PA.
Kautmann’s Department Store and

L

Prentice Hall Digital Intedrhaied Circuits
Education | Upper Saddle River, NJ 07458 Used — Good

SR

www.prenhall.com




IAILD3IdSYId NDISIA V JNONIN
NVSYIVIANYHD

SLI DAL A Gt LY 3 O LRE IV EESRNER. |

m
GjJ
50
0 =
Zz I

140





