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Symbols, Conventions, Notations and Abbrevations 

Conventions and Notations 

The following notations are used for the subscripts of voltage and current signals to 
indicate their instantaneous, AC or DC value. The notation method of [Laker 1994] is 
used. 

lour DC or average value of a current signal; 
lour amplitude of the AC-component of a current signal in steady state; 
i0 u, instantaneous value of the AC component of a current signal; 
iour total instantaneous value of a current signal, so iour = lour + iour. 

When the unit dBm is used throughout this text, it is not used in its original defini­
tion of0 dBm being equal to 1 mW in 50 n. Unlike in discrete realizations, integrated 
RF systems often use impedance levels th~t differ from 50 n. In order to allow a 
comparison with classical discrete RF design, the unit dBm is still used, however re­
defined as the corresponding voltage level in 50 n systems. 0 dBm is thus defined as 
223 mV,m, independent of the impedance level. 20 dBm is equal to 2.23 Vrms• 

Bibliografic References 

In this text, bibliographic references contain information on the first author, the pub­
lication source and the year of publication, possibly extended with an extra character 
when more than one publication of the same author has been publis~ed in the journal 
in the same year. In this way the reader finds already a lot of information on bibli­
ographic references within the text. The full information can of course be found in 
the bibliography. An example is [Crols JSSC95a]. 'Crols' are the first five letters of 
the first author's name. 'JSSC' is an abbrevation for the journal the reference was 
published in. '95' is the year of publication and the character 'a' has been added to 

vii 
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avoid ambiguity with another bibliographic reference. A list of the most important 

abbrevations used for publication sources has been given below. The absense of such 

an abbrevation in a reference indicates that it refers to a book. 

ACD 
CASH 
CICC 
ESSC 
ISSCC 

JSSC 
VLSI 

Analog Circuit Design 

IEEE Transactions on Circuits and Systems II 

proceedings of the Custom Integrated Circuits Conference 

proceedings of the European Conference on Solid-State Circuits 

digest of technical papers of the International Conference 

on Solid-State Circuits 

IEEE Journal of Solid-State Circuits 

proceedings of the Symposium on VLSI Circuits 
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Symbols 

The symbol convention given below is used in the circuit schematics throughout this 
. text. Unless otherwise indicated, the bulk of nMOS transistors is always assumed to 
be connected to the ground and the bulk of pMOS transistors is al ways assumed to be 
connected to their source. 

+ + -!- ' crossing connected ground power 
wires wires supply 

D- --0 0-- -G-

input output bidirectional bondpad 
terminal terminal terminal 

~t ~t -( -( 
nMOS pMOS npn pnp 

~ 
_L • T 

resistor capacitor inductor 

$ ~ ~t 
AC voltage DC voltage DC current 

source source source 

---o:::===>-
transmission line 
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Abbreviations 
,I, 
ii 
I ' 

This list gives the full description of the abbreviations used troughout the text. 
I 

I 
ADC analog-to-digital converter 
AC alternating current 
AGC automatic gain control 
BB baseband 
BER bit error rate 
BPF bandpass filter 
CMOS complementary MOS 
CPU central processor unit 
DAC digital-to-analog converter 
DC direct current 
DDS direct digital synthesis i· 
DECT digital European cordless telephone ! 

DR dynamic range 
DSP digital signal processor 
EEPROM electrically erasable prograrnable ROM 
FER frame error rate 
FFT fast Fourier transform 
FM frequency modulation 
FS frequency shift 
GaAs gallium arsenide 
GMSK gaussian minimum shift keying 
GSM global system mobile 
HDn nth order distortion 
HF high frequency 
I in phase 
IF intermediate frequency 
!Mn nth order intermodulation 
IPn nth order intermodulation intersection point 
ISDN integrated services digital network 
LF low frequency 
LNA low noise amplifier 
LO local oscillator 
LPF lowpass filter 
LTF linear transfer function 
modem modulator-demodulator 
MOS metal oxide semiconductor 
MOSFET MOS field effect transistor 
NF noise figure 
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PLL 
PSD 
Q 
QPSK 
RBER 
RF 
RMS 
ROM 
'Ell. 
SNR 
spec 
SSB 
SUSR 
TDMA 
transceiver 
vco 
VGA 
Xtal 

operational transconductance amplifier 

phase locked loop 
power spectral density 
in quadrature 

· quad phase shift keying 
residual bit error rate 
radio frequency 
root mean square 
read only memory 
sigma-delta 
signal-to-noise ratio 
specification 
single sideband 
signal-to-unwanted-signal ratio 
time domain multiple access 
transmitter-receiver 
voltage controlled oscillator 
variable gain amplifier 
crystal 

xi 

12



13



14



15



16



17



18



19



2 TRANSMITTERS AND RECEIVERS 

2.1 INTRODUCTION 

A few years ago the world of wireless communications and its applications started to 
grow rapidly. The introduction of digital data transmission in combination with digital 
signal processing and a digital signal flow control, has created the breeding ground for 
the development of many new wireless applications. High quality digital networks for 
voice communication with global and local coverage, like the GSM and the DECT 
system, are only faint and early examples of the wide variety of wireless services that 
will become available on a large scale in the remainder of this decade. Applications 
will vary from very cheap low-end wireless e-mail services, over general purpose wire­
less identification and tracking systems, to fully equipped high performance portable 
multi-media terminals. 

These new evolutions in wireless communications set new requirements for the 
transceivers used in its applications. Higher operating frequencies, a lower power 
supply voltage, a lower power consumption and a very high degree of integration, are 
new design specifications which ask for design approaches ·quite different from the 
classical RF design techniques. New digital techniques allow for the use of complex 
modulation schemes and elaborate demodulation, encryption and error correction al-
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Jnj(1rmation Transceiver 
~ 
~ 

Medium 

Transceiver Injr1rmation 

Figure 2.1. The basic configuration of a communication system, showing transceivers 

and the communication channel. 

gorithms, resulting in high-quality wireless links with low bit-error rates. In these new 
transceivers it is the analog transceiver front-end, the part which performs the inter­
facing between the antenna and the digital signal processing, that forms the bottleneck 
for further advancement. The analog receiver has to convert in successive stages of 
filtering, amplifying and downconverting, a high frequency, very high dynamic range 
signal into a low frequency, low dynamic range signal that can be sampled easily. The 
transmitter has to upconvert a signal to the same high frequency with a very good 
linearity and a large output power. Integratability and power consumption reduction 
of the digital part will further improve with the continued downscaling of technolo­
gies, but this is completely different for the analog front-end, for which integratability 
and power consumption are closely related to the physical limitations imposed by the 
transceiver topology and not by the used technology. 

2.2 TRANSCEIVERS 

A transceiver (transmitter-receiver) is the two-way interface between an information 
source and the communication channel which will be used to exchange the informa­
tion. Fig. 2.1 shows this basic configuration that holds for any communication system. 
The transmitter translates a data stream into a form which is suited for the communica­
tion channel. This translation is called modulation. During the process of modulation, 
information will be reordered and reformatted. It is also possible that extra information 
is added. In this way the signal can be adapted to the specific needs of the communi­
cation channel concerning frequency and time domain spectrum. A good adaptation 
of the transmitted signal to the channel is necessary to obtain a high quality commu­
nication link. The receiver performs the reverse operation, called demodulation. 

There are many different types of communication systems. Examples vary from 
twisted-pair analog telephony, over optical fiber broadband ISDN networks, to cell­
based digital wireless mobile networks. Each system has its typical behavior and 
therefore has its own demands for such things as frequency spectrum, time spectrum, 
data parallelism and required communication quality. All wireless applications have 
two aspects in common : they operate in a passband around a carrier frequency and 
the carrier frequencies are constantly increasing with every newly introduced appli-

21
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cation (GSM operates for instance in a 30 MHz band around 890 MHz). Both are 
closely related to the fact that all wireless applications have to share their medium : 
electromagnetic waves through open air. Band limited operation prevents interference 
between the different applications and the use of higher and higher operating frequen­
cies is, in com.blnation with lower transmit radii and smaller cells, the only way to 
obtain more bandwidth. Both aspects have a very big impact on the specific nature of 
transceivers for wireless applications. 

2.3 INTEGRATED RECEIVERS 

The specific nature of wireless communication channels (passbands around high oper­
ating frequencies) makes that almost all receiver types for wireless applications consist 
of two main parts : a front-end which performs the frequency downconversion and a 
back-end part in which the actual demodulation of the signal is performed. A third 
part, called the user-end, transforms the received information into a form suitable for 
the user. This part is however not considered to be part of the receiver. Over the 
years many different receiver types have been developed for many different applica­
tions. Their basic way of operation is however always the same. Fig. 2.2 shows this 
basic configuration : the downconverter brings the antenna signal down from its high 
operating frequency to a suitable, lower, frequency on which then the demodulation 
can be performed in an elegant way (remark that the values indicated on this figure 
and on any other receiver or transmitter block schematic shwon in this chapter are not 
directly related to an existing realization; they are shown to give the reader an indi­
cation of their magnitude in a typical application). The antenna signal consists of a 
very broad spectrum of many different information channels and noise sources. The 
wanted signal is, in its modulated form, only a very small part of this broad spectrum. 
The front-end part converts this antenna signal in a signal that can be demodulated by 
the back-end part in a feasible way. 

2.3.1 Downconversion in the Front-End 

The receiver front-end has to be able to downconvert very small signals (e.g. a band­
width of a few I 00 kHz and an amplitude which can be as low as 5 µ, Yrms) from a 
high operating frequency (typically between 900 MHz to 2.4 GHz) to a much lower 
intermediate frequency (typically 10 MHz or lower) or to the baseband, where it can 
be demodulated (more information on the specifications for wireless communication 
system is given in chapter 5). This small signal is present in a noisy environment 
and it can be sunounded with other signals which can be as large as 300 mVrms· This 
requires from the front-end a high operating frequency and, at the same time, a high in­
put dynamic range. These specifications make that the front-end is always realized as 
an analog circuit which mainly consists of mixers, filters and variable gain amplifiers 
which, in successive stages, further and further filter the antenna signal and downcon-

22
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200.kHz 
@ 

I GHz 

Anrenna 
signal 

Front 
End 

200 kHz 
@ 

OHz 

Back 
End 

150 kbit/s 

Undemodulated Demodulated 
wantt!d .,·i}!nal wanred signal 

User 
End 

20kHz 

u.,er 
i~formation 

Figure 2.2. The basic configuration of a receiver for wireless communications. 

vert it to lower frequencies to become finally a low frequency signal that consists only 
of the modulated wanted signal. 

2.3.2 Demodulation in the Back-End 

The demodulation technique that will be used in the back-end part of the receiver 
will mainly depend on two things : the modulation technique that is applied and the 
type of front-end that is used. It is obvious that the type of demodulator depends on the 
modulation that has been performed : for an FM modulated signal an FM demodulator 
is required and for a QPSK modulated signal a QPSK demodulator is required [Shanm 
1979, Orone TCOM76, Muro TCOM81]. 

A front-end has no influence on the form of the wanted signal (see section 2.3.1), 
but it does determine the center frequency at which the wanted signal is provided to 
the back-end part. There are two possibilities. The wanted signal is provided either on 
an IF frequency or it is provided as a quadrature baseband signal. 

Today, most new wireless applications use digital data communication. Digital 
wireless has many advantages such as high quality communication due to signal regen­
eration and error correction systems, computer control of the communication and inte­
gration of different services in one application. Fig. 2.3 shows the block schematic of a 
typical transceiver for a digital wireless application [Stetz ISSCC95, Marsh ISSCC95]. 
In a receiver for a digital wireless application the demodulation is always performed 
in a digital signal processor (DSP) [Salla ISSCC90). Almost all these DSP's perform 
the demodulation on a quadrature baseband signal. The front-end for a digital wire­
less receiver must therefore produce these baseband quadrature I and Q signals. This 
however not necessarily has to be done in an analog way. The wanted signal may be 
downconverted to an intermediate frequency (IF, e.g. 10.7 MHz). After sampling, it 
can then be further downconverted to the baseband in the DSP [Chien JSSC94]. Thus, 
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in this case, the final part of the front-end is digital. This situation is shown in fig. 2.4. 

2.4 RECEIVER FRONT-END ARCHITECTURES 

2.4. 1 Heterodyne or IF Receivers 

The heterodyne receiver is without any doubt the most often used receiver topology 
[Shanm 1979, Okan TCE82]. It has been in use for a long time already and its way of 
operating is very well known. Its main feature is the use of an intermediate frequency 
(IF frequency). For this reason the heterodyne receiver is often also called the IF 
receiver. The latter phrasing will be used in this text. 

2.4.1.1 The Single-Stage IF Receiver. In fig. 2.5 the schematic representation of 
a single-stage IF receiver's topology is given. The wanted signal is downconverted 
from its carrier frequency to the intermediate frequency by multiplying it with a single 
sinusoidal signal. It can then be demodulated on this frequency or it can be further 
downconverted. In a single stage version it will not be further downconverted. 

The main disadvantage of the IF receiver is that, apart from the wanted signal, 
also an unwanted signal, called the mirror frequency, is converted to the IF. This is 
illustrated with fig. 2.6. When the wanted signal is situated on fc, the mirror frequency 
is at fc: + 2/;. Equation 2.0 gives the calculation of this effect. The mixer gives a 
frequency component on f; for fx = fc and fx = fe + 2/;. The antenna signal a(t) 
is in this calculation a phase modulated signal and equal to cos(2rrfxt + m(t) + ¢). 

a(t) x sin(2rr<fc + f;)t + i/t) 
= cos(2rrfxt + m(t) + ¢) x sin(2rr(fc + f;)t + i/t) 

= ½ [sin(2rr(/x + fc + f,)t + m(t) + </> + i/t) 
-sin(2rr(/x - fe - f;)t + m(t) + </> - i/t)] (2.1) 

The mirror frequency has to be suppress~ ,before it is mixed down to the IF. This is 
done by means of a high frequency (HF) filter. Such an HF filter can only be realized 
when the intermediate frequency f; is high enough because the wanted signal ( on fe) 
must be relatively far away from the minor frequency. Even when the ratio fc/f; is 
as small as 10, the specifications for the HF filter are very severe. The HF filter must 
have a very high quality factor Q (50 to 100, Q is defined as the center frequency 
over the bandwidth), it must have a sufficiently high order (up to qth order for high 
quality applications) and in some cases the center frequency must be tunable. A fil­
ter with these specifications can not be integrated. The accuracy requirements would, 
for a Q of 20 or more, be much too high for an integrated filter because their power 
consumption is proportional to Q2 [Groen CAS91, Voorm 1993], resulting in totally 
unacceptable power consumption specifications. HF filters are therefore always real-
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Back-end 

HX) kHz <e> 0 Hz 150 kbil/, 

Figure 2.4. Front-end where the final downconversion from lF to baseband is per­
formed in the digital domain. 

DSP 

Figure 2.5. Block diagram of a single-stage IF receiver. 
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Figure 2.6. The frequency translations performed by mixing in a single-stage IF re­
ceiver. 
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16 CMOS WIRELESS TRANSCEIVER DESIGN 

ized as discrete off-chip components, but these are very expensive and vulnerable in 
use. Off-chip components require extra handling, extra board space and an increased 
pin-count and they reduce board yield. Their power consumption is high because they 
have to be driven al a low impedance (e.g. 50 f2) to compensate for the large parasitic 
capacitances inherently present due to their large physical size. 

Once the signal is downconverted to the IF, it has to be further filtered in order 
to obtain only the wanted signal. This filter must also have a sufficiently high Q 
(e.g. 50) and order (8'h or 10th order). Integrating these IF filters is also very hard. 
Although ever more analog integrated IF filters are published [Silva JSSC92, Silva 
KUL92, Wang ISSCC89, Wang JSSC90], due to their intrinsic lower power consump­
tion ceramic resonators are still used in most applications. Again, these are high 
quality discrete components and their use is very expensive compared to integrated 
components. 

2.4.1.2 Multi-Stage IF Receivers. The operating frequency of newly introduced 
wireless applications is constantly increasing (from 900 MHz, to 1.8 GHz, to 2.4 GHz, 
to ... ). The signal bandwidths however stay the same (between 200 kHz and 2 MHz). 
The same goes for the total bandwidth reserved for the application (10 to 50 MHz). 
The ratio between the operating frequency and the wanted signal bandwidth increases 
and this makes it harder and harder to use a single stage IF receiver. Going for instance 
directly from a 900 MHz operating frequency to a IO MHz IF is impossible. The ratio 
is about 100, which would require from the HF filter a quality factor Q of 1000, a value 
that can not even be realized with very accurate discrete components. The single stage 
IF receiver is therefore unsuited for all newly introduced wireless applications. 

A solution is the use of more than one IF stage. From stage to stage the wanted 
signal is further and further downconverted until the final IF is reached. The ratio 
between the operating frequency before and after a downconversion is always kept 
lower than 10. In order to avoid the need for dynamic tuning of the HF filter it is most 
of the time even kept lower than 5. An example : a signal at 900 MHz may in a first 
stage be downconverted to a first IF of 250 MHz, from there it is further filtered and 
downconverted to 50 MHz and in a final stage it is then downconverted to 10 MHz. 
Each downconversion stage has the same mirror frequency problem typical for the IF 
receiver and extensive filtering between stages is still necessary. These filters have still 
a high center frequency and a high Q and they will therefore all be discrete. This is the 
major drawback of the multi-stage IF receiver : its signal needs to go through many 
off-chip components which makes it vulnerable, expensive and sensitive to external 
parasitic signals. Its power consumption will be increased due to the many off-chip 
components which have to be driven at a low impedance. 
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PSD 

LO 

Wanted 

Freq 

Figure 2.7. Frequency translations in an IF receiver when the IF is zero. 

2.4.2 Homodyne or Zero-IF Receivers 

In zero-IF receivers the wanted signal is directly downconverted to the baseband. The 
IF is chosen to be zero. In this case the signal on the mirror frequency is the wanted 
signal itself. This does however not eliminate the problem of the mirror frequency. 
Both signals, the wanted signal and the signal from the mirror frequency, are not the 
same. They are each others mirror image. Fig. 2.7 shows that this results in the lower 
and upper sideband being placed on top of each other in the baseband, which means 
that they become inseparable. 

This problem is solved by doing the downconversion twice. Once with a sine and 
once with a cosine. This is called quadrature downconversion. The topology of a 
zero-IF receiver is given in fig. 2.8. In equations 2.2 and 2.3 the downconversion of an 
antenna signal a(t) is calculated. 

u,(t) 

· uq(t) 

a(t) x cos(2rrfct + 1/f) 
a(t) x sin(2rrfct + 1/f) (2.2) 

The original signal m(t) can, in case of phase modulation (see equation 2.0), be found 
as the angle of the vector ( v,(t), Vq(t) ), a lowpass filtered version of (u;(t), uq(t)). 

(

V (t)) 
m(t) = arctan _q_ + 1/r - </> 

v,(t) 
(2.3) 

The demodulation in a DSP can be done by means of an angle measurement algorithm. 
The CORDIC algorithm is an example of such an algorithm [Ravi JSSC80]. 

The advantages of zero-IF receivers are obvious. There is no need for high Q HF or 
IF bandpass filters to suppress mirror signals. Nevertheless, in most zero-IF receiv~r 
designs an HF filter is still used to reduce the dynamic range requirements for the 
downconverter and prevent mixing of the RF signal with harmonic components of the 
LO signal. The lowpass filters, required after the downconversion mixers, can easily be 
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LF 

DSP 

Figure 2.8. Block diagram of the zero-IF receiver. 

realized as analog integrated filters. Another advantage of the zero-IF receiver is that 
the downconverted signals are delivered to the DSP as baseband I and Q quadrature 
signals, which results in the lowest possible AID-converter requirements. 

The precision with which both demodulation paths (I and Q) can be matched deter­
mines how good the mirrored signal can be suppressed. The specifications on mirror 
suppression for a zero-IF receiver are not as severe as they are for an IF receiver. In an 
IF receiver extra suppression is needed because on the mirror frequency the signal can 
be bigger than the wanted signal. This is not possible in the zero-IF receiver where the 
mirror signal is a frequency mirrored version of the wanted signal. However, a mirror 
signal suppression of 25 dB is still needed in a good quality zero-IF receiver [Rab 
ACD93]. The zero-IF receiver is thus sensitive to matching and to phase and am­
plitude error in the quadrature oscillator. It is due to this need for good matching 
properties that the implementation of the zero-IF receiver has only become feasible 
since the introduction of the trend towards on-chip integrated design of receivers. 

Another problem in zero-IF receivers are parasitic baseband signals which are cre­
ated during downconversion. They are mainly the result of the crosstalk between the 
RF and LO inputs of the mixers. The multiplication of the LO signal with itself results 
in a DC (or almost DC) signal. This DC-offset is superimposed on the wanted signal 
in the baseband. It can only be removed by means of very long time constants (at 
least 1/10 of a second [Brown ICLMR85]) and it always results in the loss of a part 
of the wanted signal. This has an effect that is comparaple to distortion because low 
frequency information correlated to the wanted signal is removed [Brown ICLMR85]. 
The distortion will be lower and of an acceptable level if the time constant is longer 
(e.g. 1 s), but this long time constant makes the settling time of the complete receiver 
system too long. For instance, at each change of the carrier frequency the receiver 
would have to settle for at least a second when a highpass filter of l Hz is used. Fur-
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DC Compensation 

HF 
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Figure 2.9. Dynamic suppression of parasitic DC-signals in a zero-IF receiver by 
means of a DSP. 

thennore, long time constants can not be integrated with an analog implementation 
technique because of the large capacitor area that would be required. 

The principle of zero-IF receivers has been already known for years [Weav IRE56). 
It was however the DC-offset problem that have kept the zero-IF receiver from use in 
practical applications. It is only with the introduction of DSP's that for some specific 
applications this problem has found a solution [Seven CICC91, Rab ACD93]. In 
the DSP a complex non-linear algorithm can be realized that detennines the DC-level 
dynamically. This value can then be fed back to the analog part. This is shown in 
fig. 2.9. In this way saturation of the lowpass filters is prevented and the distortion is 
kept acceptable. 

At high operating frequencies there will be crosstalk between the two inputs of 
a mixer. This is caused by capacitive coupling or is, in a fully balanced mixer where 
the differential structure reduces the crosstalk, due to mismatch in capacitive coupling. 
The crosstalk between the LO and RF inputs of a mixer results in a DC-voltage caused 
by multiplication of the LO signal with itself (aw is the sinusoidal LO signal) : 

Acro.1·.m1/k · aLo · aLo 

Acrox.vJa/k • Aw sin(2rrfwt) · Aw sin(2rrfLot) = 
2 (I sin(4rrfwt)) 

Acros.,·tulk ' A LO · 2 + 
2 

(2.4) 

This crosstalk however does not only result in a parasitic DC signal. The multiplica­
tion of the RF signal with itself results in broadband parasitic baseband signal (twice 
the bandwidth of the RF signal). A considerable part of the power of this signal is 
situated in the lower baseband. This is an unwanted effect because this means that this 
signal too is superimposed on the wanted baseband signal and once this is done these 
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two signals can not be separated anymore. Fig. 2.10 shows this effect in the frequency 
domain. It is the result of the convolution of the signal with itself. The actual ampli­
tude and power spectral distribution (PSD) of this parasitic baseband signal depends 
on the PSD of the RF signal and on whether or not the RF signal is self-correlated. 
The t_w6 cases are discussed. 

■ No self-correlation 
When a signal is not self-correlated it means that there is no correlations between 
any two frequency components of the signal. In other words : · there is no relation­
ship between the amplitude and phase of one frequency component and the ampli­
tude and phase of another frequency component of the signal. All four parameters 
can vary independent. 

■ Total self-correlation 
Total self-correlation means that there is a relationship between the amplitude and 
phase of each frequency component. None of them can be varied independently. 

An RF signal is, in general, only limited self-correlated. It is self-correlated within 
small bands. The RF signal is the antenna signal that may already have gone through 
one filtering step. It has therefore a bandwidth between 10 MHz and 200 MHz. It con­
sists of a collection of signals with a small bandwidth (called channels, with a band­
width from 200 kHz to 2 MHz) which have total self-correlation, but which are not 
correlated with each other. The correlation bandwidth of a signal is defined as the max­
imum space between two correlating frequency components. Frequency components 
further apart will not correlate. In the case of an RF signal, its correlation bandwidth 
is equal to the channel bandwidth ( or a weighted average of channel bandwidths when 
channels with different bandwidth are included). A signal with no self-correlation has 
a correlation bandwidth of O Hz. 

The power spectral density (PSD) of the square of a signal (caused e.g. by self­
mixing) is for a signal with no self-correlation equal to the convolution of the PSD 
of the sigal with itself. This is not the case for a self-correlated signal. Correlation 
between its frequency components may either cause an increase or decrease of the 
PSD of its square. Due to the wanted effect of the self-correlation this will often 
be an increase. The parasitic signal caused by RF-to-LO crosstalk will therefore be 
a combination of the two effect. This is shown in fig. 2..11. A large portion of the 
power will be situated at low frequencies. It can be said that this is the case because 
the infonnation sources (the channels) within the RF signal are of a lo~ frequency 
nature. The fact that most of the power of the parasitic signal generated by RF-to-LO 
crosstalk is situated at low frequencies poses again a problem for the zero-IF receiver 
whose wanted signal is situated at baseband. 
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Figure 2.10. The parasitic baseband signal due to crosstalk between the RF and LO 
input of a high frequency mixer. 
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Figure 2.11. The power spectral density of the parasitic baseband signal caused by 
RF-to-LO crosstalk. 
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2. 4. 3 Combined Architectures 

The zero-IF receiver topology is, due to its direct downconversion topology, highly 

sensitive to parasitic baseband signals. It is for this reason that the zero-IF receiver 

has been used until now in only a very limited number of realizations [Rab ACD93, 

Min CICC94]. Today, the receiver topology that is most commonly used for newly 

introduced applications in the 900 MHz to 2 GHz range is the combined IF zero-IF 

topology [Stetz ISSCC95, Marsh ISSCC95]. The antenna signal is downconverted to 

a first IF, which is still at a relative high frequency (e.g. from 900 MI-Jz downconverted 

to 350 MHz), and from there it is further filtered and then directly downconverted with 

a quadrature downconversion to the baseband. The transceiver shown in fig. 2.3 uses 

a combined IF zero-IF receiver. 
This approach has, compared to the multi-stage IF receivers, the advantage that the 

number of stages and external filters is reduced. There is only one IF stage and there­

fore only 2 HF filters and 2 oscillators and mixer stages. It has also the advantage that 

the output are already quadrature baseband signals so that the wanted signal does not 

have to be sampled on the IF anymore. Compared to the zero-IF receiver, it has the 

advantage that, because of the lower frequency from which the direct downconversion 

is performed, the crosstalk between mixer inputs, caused by capacitive coupling, is 

reduced. At the same time the wanted signal can be amplified more due to the bet­

ter filtering at the IF. This gives the wanted signal a higher amplitude and a smaller 

sensitivity to parasitic signals after downconversion to the baseband. 

2.4.4 New Receiver Architectures 

The only receiver topologies which are used today are the IF receiver (single or multi­

stage), the zero-IF receiver and combinations of both. So, it may seem that, apart 

from such an obvious but unrealizable solution like direct broadband AID-conversion, 

these are the only possible receiver topologies. This is not true. The development of 

new receiver topologies starts from the perception that it must be possible to realize 

a receiver which combines the advantages of both known receiver types (the IF and 

the zero-IF receiver). If one would use two downconversion paths in an IF receiver, 

all required information for the separation of the wanted signal from the mirror signal 

would still be available in the two IF signals, as it is in a zero-IF receiver. In this way 

it must be possible to postpone the mirror suppression from the high frequency part 

to the intermediate frequency part. In other words : a quadrature downconversion to 

an IF instead of direct downconversion must be possible. A. high quality HF filter for 

mirror signal suppression would in that case not be necessary anymore and the use of 

a high IF would also not be required anymore, while at the same time, the receiver 

would not use baseband operation, eliminating in this way the typical problems of the 

zero-IF receiver. 
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Although the concept for new receiver topologies has been proposed in the previous 
paragraph, it is still not clear how such a receiver can be realized. In [Kaspe PTR83] 
a receiver which uses a low IF and no high frequency mirror signal suppression was 
presented. It is however based on the property, typical for FM public radio broadcast­
ing at 100 MHz, that there is never a mirror signal at 150 kHz from the wanted signal 
and that, at the cost of a lower performance, the bandwidth of an FM signal can be 
reduced (in this case from J 00 kHz to 75 kHz). In this topology there is no mirror 
signal suppression at low frequency and it brings therefore no real solution to the pre­
viously made suggestions. In [Okan TCE92] a receiver topology for FM public radio 
broadcasting with true mirror signal suppression at a low IF was presented. A discrete 
realization and the use of a mirror signal suppression technique which is not suited to 
obtain a high mirror signal suppression lead however again to a limited performance. 
It is therefore necessary that a new and general theory is developed that analyzes how 
the information available in both IF signals can be used to separate the wanted signal 
fI;om the mirror signal after downconversion. The next chapter, chapter 3, introduces 
the complex signal technique for analog multi-path systems. This technique is a key 
concept for the analysis and synthesis of receiver topologies. In chapter 3 receiver 
topologies which use quadrature mirror signal suppression at low frequencies are de­
veloped with this method, but also many other new receiver topologies are developed 
and their advantages and disadvantages are discussed. 

2.5 INTEGRATED TRANSMITTERS 

2.5. 1 The Modulator 

The operation of a transmitter can, similar to the receiver, also b.e split into two parts : 
the back-end which performs the modulation of the information and the front-end 
which performs the upconversion of the modulated signal to its carrier frequency. 
Fig. 2.12 shows this basic configuration. The information, generated in the user-end, 
is transformed by the modulator into a form which is suited for the wireless communi­
cation channel. Again, only digital modulation techniques are considered here as these 
have become the most widely used for all newly developed wireless applications. 

Similar to what was discussed for receivers in section 2.3.2, there are basically two 
ways in which the digital modulator is interfaced to the upconverting front-end. Either 
the modulated signals are delivered to the upconverter as quadrature baseband signals 
or they are converted to the analog domain on an intermediate carrier frequency. The 
latter technique is called 'direct digital synthesis' [Andre JSSC92], . 

Fig. 2.13 shows an upconversion front-end which uses direct digital synthesis. The 
first upconversion, a quadrature upconversion, is performed in the digital domain. The 
advantage of this technique could, similar to what was discussed for receivers in sec­
tion 2.4.2, be that there is no baseband operation anymore, making in this way the 
transmitted signal much less sensitive to parasitic baseband signals. This is not the 
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Figure 2.12. The basic configuration of a transmitter tor wireless communications; the 
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Figure 2.13. A transmitter front-end using direct digital synthesis. 

case. The big difference between a receiver and a transmitter is that in a transmitter 
the only signal present is the wanted signal. The wanted signal is then of course the 
largest signal present and this imposes only low dynamic range requirements on the 
transmitter's components. In a receiver the wanted signal can be a very small signal 
situated next to a very large signal, resulting in the need for a very high dynamic range 
of its components. The conclusion is that a transmitter is much less sensitive to par­
asitic signals which are not correlated with the wanted signal. This already indicates 
why there is no need for the development of new transmitter topologies which avoid 
baseband operation. 

The advantage of direct digital synthesis is that the quadrature upconversion is ei­
ther performed in the digital domain or that it is performed implicitly in the DSP by 
using an algorithm which does not require quadrature upconversion. The quality of a 
quadrature upconversion is highly dependent on the matching between the two paths. 
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Figure 2.14. The heterodyne topology for transmitters. 

It is impossible to achieve perfect matching in the analog domain, while this can be 
achieved without any problem in the digital domain. 

2.5.2 The Upconverter 

2.5.2.1 Heterodyne Upconversion. The heterodyne transmitter topology is, even 
today, still the most often used transmitter topology. Its basic structure is shown in 
fig. 2.14. The difference between a heterodyne receiver and a heterodyne transmitter 
is that the transmitter not necessarily requires an IF filter. In the receiver this filter 
performs the suppression of all adjacent channels, but in a transmitter only the wanted 
signal is present and whether or not filtering before upconversion is required depends 
only on the quality with which the modulated signal on the intermediate carrier fre­
quency is generated. A filter on the IF frequency can be used for instance to suppress 
aliasing products. 

The heterodyne upconverter requires thus only a high frequency filter for the sup­
pression of the mirror signal. Such a filter is necessary anyway for any type of trans­
mitter in order to suppress sufficiently out-of-band parasitic signals like harmonic 
components. The integratability of the heterodyne transmitter therefore would not 
be so bad. There is however a problem. A single-stage heterodyne transmitter can 
only be used when the intermediate carrier frequency of the modulated signal gener­
ated with the direct digital synthesis technique is high enough. An application working 
at 900 MHz will for instance require an IF.of 200 MHz or more to obtain sufficient 
suppression of the mirror signal with a standard HF filter. Direct. digital synthesis 
at such a high frequency has been reported [Tan JSSC95], but in general it is very 
hard to achieve. The only solution which remains is the use of a lower frequency for 
the DDS and a multi-stage heterodyne upconversion topology. The result is however 
again a low integratability, due to the need for many off-chip bandpass filters, and a 
high power consumption, needed to drive these off-chip passive components. 
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Figure 2.15. The direct upconversion topology tor transmitters. 

2.5.2.2 Direct Upconversion. The direct upconversion transmitter directly upcon­
verts the modulated baseband signals to their carrier frequency, equal to the local 
oscillator frequency. Fig. 2.15 shows this topology. The direct upconversion topology 
can be integrated in a much better way than the classically used heterodyne structure 
because there is no need for the suppression of any mirror signal generated during up­
conversion. In the direct upconversion topology the upper and lower sideband of the 
wanted signal are each others mirror signal and unwanted interference is prevented by 
doing the upconversion in quadrature. 

The disadvantage of the direct upconversion structure is the fact that its local os­
cillator frequency is equal to the carrier frequency of the wanted signal. This has two 
drawbacks. First, the crosstalk of the LO signal to the RF output of the upconversion 
mixers will be transmitted. It is situated at the same frequency as the wanted signal 
and therefore it can not be suppressed by means of a bandpass filter at the output. 
The other drawback is the self modulation of the local oscillator that may occur. The 
wanted signal is upconverted to its carrier frequency and then amplified with a power 
amplifier to obtain the necessary signal strength for transmission. In some applica­
tions the output power of the transmitted signal can be as large as 2 Watt. Such a 
large signal can easily couple with the sensitive local oscillator when both have the 
same frequency. The effect will be a of the local oscillator frequency, resulting in a 
performance loss. 

A solution can be found in the use of combined direct upconversion heterodyne 
topologies [Stetz ISSCC95, Marsh ISSCC95]. In these topplogies the baseband sig­
nals are directly upconverted to an IF of e.g. 400 MHz and from there they are further 
upconverted to their wanted carrier frequency. The drawback is a reduced integrata­
bility. In chapter 3 new transmitter topologies are developed which combi~e the ad­
vantages of a very good integratability with a good performance, by using a local 
oscillator frequency significantly different form the wanted signal carrier frequency. 
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2.6 CONCLUSION 

Wireless applications have an important property : they all share the same communica­
tion medium, free air. The consequence is that they have to operate in a small passband 
around a center frequency dedicated to their specific application. This bandpass oper­
ation allows for a clear split of the transmitter and receiver functionality in two parts, 
respectively modulation and upconversion or downconversion and demodulation. The 
modulation-demodulation (modem) function of a transceiver (transmitter-receiver) has 
experienced enormous changes with the introduction of digital signal processing. Dig­
ital data transmission, digital modulation-demodulation and digital signal flow control 
has led to high quality wireless applications and an improved frequency re-usability 
due to cell based operation. The degree of integration of modem and its power con­
sumption has improved significantly and still improves with each introduction of a 
new technology with lower feature sizes, leading to portable hand-held applications. 

The bottleneck in this evolution is the analog front-end which forms the interface 
between the antenna and the modem. It performs the up- and downconversion. With 
each newly introduced application the spectrum gets more and more full and apart 
from the use of cell based systems, the use of ever higher center frequencies is un­
avoidable. Today, new applications are situated at frequencies between approximately 
1 and 2 GHz. These high frequency are a problem for the classically used heterodyne 
up- and downconverters. In order to achieve a good performance they require more 
intennediate frequency stages and each stage requires a high quality off-chip band­
pass filter and an on-chip driver that consumes a considerable amount of power to 
drive these off-chip components. Integration is low and the power consumption and 
cost price stay high. This is the opposite of what is required by the newly emerging 
wireless applications. 

In view of these problems some progress has been made over the last years towards 
a better integration of transceivers. Zero-IF receivers and direct upconversion trans­
mitters have been developed and implemented. Their operation is based on respec­
tively quadrature upconversion and quadrature downconversion. Both are multi-path 
topologies which highly depend on matching between two parallel analog signal pro­
cessing paths. The trend towards integration of several RF signal processing blocks 
on one chip has made their implementation possible. 

Several problems, linked to the fact that they do a direct up- and downconversion, 
remain however in these topologies and this has limited their use to specific applica­
tions which allow a lower performance of the up- and downconverters. The principle 
of quadrature up- and downconversion and multi-path topologies can ,however be used 
for much more than only direct up- and downconversion. What is needed is the de­
velopernent of a general technique to analyze and synthesize multi-path topologies. 
In the next chapter such a technique is introduced and used for the development of 
several new receiver and transmitter topologies which combine the advantage of the 

38



i; 
!'•. 

28 CMOS WIRELESS TRANSCEIVER DESIGN 

classical heterodyne topologies (a high performance), with the advantages of the zero­
IF receiver and the direct upconversion transmitter (a very high degree of integration, 
a low power consumption and a low cost price). 
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3 TRANSCEIVERS IN THE 
FREQUENCY DOMAIN 

3.1 INTRODUCTION : FILTERING, AMPLIFYING AND FREQUENCY 
WARPING 

A transceiver front-end has to perform three tasks in both the receive and transmit 
path: 

■ The center frequency of the modulated wanted signal has to be changed from a 
low frequency to a very high frequency (in the transmit path) or from the very high 
frequency to a low frequency (in the receive path). 

■ All unwanted signals situated outside the wanted signal channel have to be sup­
pressed so that they do not interfere with the correct operation of the wireless com­
munication link and the digital modem. 

■ The signal levels have to be adjusted in order to obtain the highest possible perfor-
mance. 

The transceiver front-end does not make any change to the shape or form of the modu­
lated signal. This is done in the back-end at low frequencies by means of the modula­
tion and demodulation process. A receiver or transmitter will therefore almost always 
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be realized as a string of operations where each operation is either one of these three 

frequency domain operations : 

• a filter, for the suppression of signals outside the wanted signal channel; 

■ an amplifier, to adjust the signal level; 

■ a mixer, to change the center frequency. 

Mixers are in this scope actually the combination of both its drivi'rig oscillator and its 

multiplication function. In this way all three functions can be regarded as single-input 

single-output operators. A receiver and a transmitter are thus both a single chain of 

operations in the frequency domain without any side branches. 

From the previous conclusions it may seem that there are not many transmitter 

and receiver architectures possible. They must after all be a sequence of one or more 

times a bandpass filter, followed by an amplifier that re-adjusts the gain, followed by 

a multiplication with a sine (or a near sine) generated by an oscillator. The design of a 

transceiver consists then of a proper choice of the bandwidths of the bandpass filters, 

the gains of the amplifiers and the frequencies of the oscillator. The only architecture 

choice that can be made is in how many of these stages the up- or downconversion is 

done. This is the design technique that has been used by most RF designers for the 

last 50 years and it has led to the very wide spread use of the heterodyne receiver and 

transmitter topology (both single- and multi-stage). 

The heterodyne topology is not the only possible transmitter or receiver architec­

ture. The heterodyne topology is not very well suited for integratio~ and with the 

increase of the operating frequencies this becomes even worse as more and more in­

termediate frequencies are required. The zero-IF receiver has been developed [Weav 

IRE56), especially in the last few years [Seven CICC91, Rofou CICC96], as an alter­

native receiver topology which does seemingly not consist of the cascade of bandpass 

filters and mixers typical for heterodyne receivers. Its integratability is much better, 

but it suffers some major drawbacks and this has limited its widespread use in wire­

·less applications. It is therefore the combined IF zero-IF receiver that gives a good 

trade-off between integratability and performance which is now the most widely used 

topology in new transceiver realizations [Stetz ISSCC95, Marsh ISSCC95]. 

The problem with the zero-IF receiver and the combined IF zero-IF receiver that 

has been derived from it, is that in these topologies the quadrature approach is only · 

used for direct up- or downconversion. From this the conclusions could be drawn 

that quadrature signals can only be used in direct conversion topologies. This is not 

true. Quadrature signal and quadrature operators can be used, just as in a heterodyne 

topology, as a sequence of several filtering, amplifying and mixing stages. It is even 

possible to develop new analog signal processing blocks which operate on quadrature 

signals and which have special properties in the frequency domain that only apply to 
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quadrature signals. In order to gain an insight in these effects, it is necessary that new 
analysis and design techniques are developed. 

In this chapter the complex signal technique is introduced. The complex signal 
. technique is an analysis and synthesis technique which is used in different fields of 
digital signal processing [Lee 1990, Lee IEEG92, Wack ASSP86]. Its key concept is 
the use of multi-path signal processing systems which are analyzed as single path sys­
tems. Transmitter and receiver topologies which use quadrature signals are an obvious 
example of such multi-path systems. With the proposed complex signal technique they 
can be observed as a string of single-input single-output operators with no branches, 
just like the heterodyne topologies. A logical consequence is that again, sequences of 
filter, amplifieri. and mixers can be built, but now also for multi-path signal processing. 

The quality of multi-path signal processing depends heavily on how good the paral­
lel operations in each path are matched with each other. In digital systems this match­
ing can be perfect, in analog systems a perfect matching is impossible. In this chapter, 
the complex signal technique is therefore extended for the analysis of analog multi­
path system and a technique which includes the effects of path mismatch is proposed. 
The complex signal technique for analog signal processing will be used to analyze the 
zero-IF topology, the most obvious analog multi-path system. Starting from this dis­
cussion several new receiver and transmitter architectures, based on analog multi-path 
signal processing, will be proposed and analyzed. These newly proposed topologies 
open the way to a new evolution in transceiver front-end design because their architec­
tures are such that they combine the advantages of both the heterodyne and the zero-IF 
topology (i.e. a high performance, a very high degree of integration and a low power 
consumption), rather than to give a good trade-off between them. 

3.2 THE COMPLEX SIGNAL APPROACH 

3.2. 1 Real Signals and their Properties 

All electrical signals are real signals. The measured value of a voltage on a given node 
renders for instance a real number. Measured in time this renders a real signal. The 
properties ofreal signals are given in the following equation (with X (jw) the Fourier 
transform of the signal x(t)). 

x(t) E JR<=> X(jw) = X*(-jw) (3.1) 

This means that the negative frequency components of a real signal are always the 
complex conjugate of the positive frequency components. It is ther~fore pointless to 
differentiate for real signals between positive and negative frequencies. There is after 
all a one-to-one relationship between both. An example : 

eJ"',·r - e-i"',·' 
x(t) = sin(wct) = 

2
j (3.2) 
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This real signal has a positive and a negative frequency component. It suffices to 
know that the amplitude of the positive frequency component is 1/2, while its phase 
is e.g. 90° . The negative frequency component has, for real signals, always the same 
amplitude and the opposite phase (in this case -90°). 

3.2.2 Complex Signals and their Properties 

A complex signal is defined as a pair of two real signals which may be totally indepen­
dent [Bout RFD89, Lee 1990]. It is a two-dimensional vector of real signals. In most 
practical cases, this means that a complex signal consists of the voltage waveform on 
two electrical nodes. Many different representations are possible. The complex rep­
resentation, with a real and imaginary part, is preferred in this text. The voltage on 
one node will be assigned to the real part, while the voltage on another node will be 
the imaginary part. Both signals can be totally independent, although in many ap­
plications they will be correlated in one way or another. Practical examples of such 
complex signal can be found in systems which use multi-path topologies. For instance, 
the quadrature I and Q signal in zero-IF receivers form a complex signal with I being 
the real part and Q the imaginary part. In general we have : 

For example : 

x(t) 

X(iw) 

...:... Xt (t) + jx2(t) [by definition] 

= X1(iw) + jX2(iw) (3.3) 

x(t) = e.iro,.r = cos(wct) + j sin(wJ) (3.4) 

In this example the complex signal x (t) has only a positive frequency component and 
no negative frequency component. A complex signal contains the information of two 
real signals. It contains therefore more information and it is two-dimensional while 
real signals are one-dimensional. This is reflected in the fact that, different from real 
signals, for complex signals the positive and negative frequency components can be 
totally different. Therefore, when using complex signals (in analyzing e.g. multi-path 
systems) it is important to always make the difference between positive and negative 
frequencies. Today, in analog circuit design, signals are only considered as real signals 
and the difference between positive and negative frequencies is never made. 

3.2.3 Po/yphase Signals and their Properties 

It is always possible to take a number of real signals and handle them as one n­
dimensional signal vector. Such a signal vector is, in analog design, called a polyphase 
signal. Not all combinations are however as interesting for analog design. Apart from 
the complex, 2 dimensional, signals, only the combination of 4 parallel signals is also 
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used [Ging EC73]. Therefore, often the term 'polyphase signals' is used to indicate a 
4 dimensional polyphase signal [Ging EC73]. 

When used in analog parallel signal processing systems, the 4 dimensional poly-
. phase signals are used as the fully differential version of a complex signal. They are 
therefore analyzed as a complex signal in which both the real and imaginary signal 
have a differential and a common mode component. Operations defined on these sig­
nals will be designed to process the two differential components, while they will have 
extra circuitry to suppress any common-mode component applied at its input. In this 
case the polyphase signal has again only two independent components left.· 

It is possible to analyze polyphase signals as signal vector with 4 truely independent 
components on.which some special operation can be defined. The use of 4 independent 
parallel signals may not be a wanted effect in multi-path systems, but some signal 
processing building blocks may not have any common mode suppression circuitry and 
in this case the polyphase signal analysis technique gives extra information. 

A polyphase signal x(t) is defined as : 

(3.5) 

Operations on polyphase signals, like the multiplication, are defined with the property 
a4 = l (similar to j2 = 1 for complex signals). 

3.3 OPERATIONS ON COMPLEX SIGNALS 

The use of the complex notation for signals has by itself no real benefits. It is nothing 
more than a different way of representing available infonnation. Many other ways of 
representation are possible. The coinplex representation gives a clear insight in the 
positive and negative frequency infonnation content of a pair of signals. It becomes 
interesting when one defines operations on these signals which conserve the properties 
of the proposed representation. For complex signals this means that the properties 
of multiplication and convolution should be preserved. This is true for the complex 
multiplication( (A+jB)-(C+ jD) = (AC-BD)+j(AD+BC) ), which is the reason 
why the complex notation ( defined by j2 = -1) is preferred for the representation of 
two-signal pairs. 

3.3.1 The Complex Amplifier 

A complex amplifier multiplies a complex signal with a constant. The result is again 
a complex signal. The multiplication factor is a complex number. The complex am­
plification is a linear operation which preserves the frequency position of information 
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x,(L) + y,(() 

>----~+I----► 

+ 
>-----~+,._0---Y',.,._(l) 

Figure 3.1. Amplification of a complex signal with a complex constant A + j B. 

available in the complex signal. 

y(t) ~ Z · x(t) whh I 
After substitution this gives : 

y(t) 

x(t) 

z 

= Yr(t) + jy;(t) 

= Xr(t) + jx;(t) 

= A + jB 

{ 
Yr(t) = A ·_x,.(t) - B · x;(t) 

y;(t) B · Xr(t) +A· x;(t) 

(3.6) 

(3.7) 

The physical realization of a complex amplifier becomes easy starting from equa­

tion 3.7. The block diagram is shown in fig. 3.1. 

The use _of the complex amplifier offers, as such, not many advantages over the 

normally used real amplifiers. The complex amplifier introduces the same amplitude 

and phase change to all frequency components of a signal (both positive and negative 

frequencies). A real amplifier does the same for the amplitude and a constant phase 

change on all frequency components is, for a stand-alone signal, not important. The 

amplification with a complex constant is therefore important in feed-back systems, like 

e.g. complex filters, wherein signals with different phase sb.ifts are compared. This is 

further discussed in section 3.3.3. 

Special cases of the complex amplifier are for instance the real amplification of a 

complex signal (Z = A ) and the phase shift over 90° (Z = j) (remark that this gives a 

+90° phase shift for both positive and negative frequencies). Both cases are shown in 

fig. 3.2. 
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(a) 

(b) 

Figure 3.2. Special cases of complex amplification : a) a real amplifier and b) a 90 " 
phase shift. 

3.3.2 The Complex Mixer 

The multiplier is a very important building block for transmitters and receivers because 
it is used to perform the necessary up- and downconversions. The multiplication of 
two complex signals can also be physically realized. The implementation complex 
multiplication,implementation can again be found from the equations. 

y(t) 

Y(jw) 

After substitution this gives : 

{ 
Yr(t) 

y;(t) 

z(t) • x(t) 

= Z(jw) ® X(jw) 

Zr(t) · Xr(t) - Z;(t) · X;(t) 

z;(t) · x,(t) + z,(t) · x;(t) 

The realization of this is given in fig. 3.3. 

(3.8) 

(3.9) 

(3.10) 

The big advantage of the complex multiplication is that it makes it possible to 
multiply a signal, complex or real, with a single positive frequency. The consequence 
is that the problem of the mirror frequency, as illustrated with equation 2.0, does not 
occur. The mirror sign!tl problem is a side effect introduced by the multiplication with 
a sine, i.e. the combination of a positive and negative frequency component. With a 
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x,(l) 

x1 (l) Y; (l) 

z,(l) 

Figure 3.3. Block schematic of a complex mixer. 

complex signal z(t) 

the multiplication becomes : 

{ 
z,(t) 

Z;(t) 

==> 

= cos(wct) 

= sin(wct) 

z(t) = ejw,t 

y(t) = x(t) • ei"'•·' 

(3.11) 

(3.12), 

(3.13) 

In a zero-IF receiver a real signal (the antenna signal) is multiplied with a single pos­
itive frequency (the quadrature oscillator signal). This special case of the complex 
mixer is shown in fig. 3.4. 

3.3.3 Complex Filters 

A real filter has a real impulse response h,(t). Its transfer function H,Gw) is a rational 
polynomial in function of jw. This rational polynomial can only be real if H,Gw) = 
H:(-jw). A real filter converts a real signal into a new real signal. On the other hand, 
the impulse response of a complex filter is a complex signal : 

h(t) = h,(t) + jh;(t) 

HGw) H,Gw) + jH;Gw) 

(3.14) 

(3.15) 

H (jw) is a rational complex polynomial in function of jw. This means that the coeffi­
cients of the polynomial function can be complex. Substituting the equation 

YGw) = HGw) · XGw) (3.16) 
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Y,(t) 

x,(t) 

Y; (t) 

Figure 3.4. The multiplication of a real signal with a complex signal (a positive fre­
quency, fc = wc/2rc), as used in the zero-IF receiver. 

results in: 

x,(L) 

h ,(t) 
+ Y,(l) ,__ ___ + >-----

~ ,(t) 

h ,(t) 

X, (l) 

h ,(t) 
+ Y;(l) 

1-----;+;.1 + t------;~ 

Figure 3.5. General block schematic of a complex filter. 

H,(jw) · X,(jw) - H;(jw) • X;(jw) 
{ 

Y,(jw) 

Y;(jw) Hi(jw) · X,(jw) + H,(jw) · Xi(jw) 

{ 
y,(t) = h,(t) ® x,(t) - hi(t) ® x;(t) 

y;(t) = h;(t) ® x,(t) + h,(t) ® x;(t) 

(3.17) 

(3.18) 

Fig. 3.5 gives a representation of these equations. A special case is a real filter that 
filters complex signals. This is shown in fig. 3.6. Another special case is the filtering 
of a real signal with a complex filter. This results in a complex signal. 

3.3.3.1 Linear Freqqency Translation. The main application for complex filters 
is the selective suppression of positive or negative frequency components of a complex 
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~ y,(t) 
-------t~t------➔ .. 

x,(t) ~ y,(t) 
------<~I-------..... 

Figure 3.6. A special complex filler: the real filter for complex signals. 

Hliool H(j0>) 

Lowpass filter Complex bandpass filter 

jw ====> 

Figure 3.7. A linear lowpass to bandpass transformation, resulting in a complex band­
pass filter with a transfer function which passes only positive frequencies. 

or real signal [Voorm 1993]. This effect can be realized by using bandpass filters which 
are obtained by the linear frequency transformation of a lowpass filter. The classical 
lowpass to bandpass transformations preserve the real properties of the filter 

(3.19) 

In this case the bandpass filter has the lowpass filter transfer function centered around 
w ~ ±we. In contrast, the linear transformation is defined as : 

jw ➔ jw- jwc (3.20) 

This introduces complex coefficients in the rational polynomial function which implies 
that it can only be realized with a complex filter. The obtained bandpass filter has only 
the frequency shifted lowpass filter characteristic for positive frequencies ( w ~ +we). 
Fig .. 3.7 gives an example of such a transfer function. It shows the suppression of 
negative frequency components. 

The physical implementation of a linear translated lowpass filter could be done 
with the method of equation 3.17 and fig. 3.5. This is however highly inefficient. For 
instance, a first-order lowpass filter will be transformed to a second order positive 
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bandpass filter. 

(3.21) 

The implementation according to equation 3.17 would require the actual r:ealization of 
four real second-order filters. 

I + (jw - jwc)RC 

l - jwRC + j wcRC 
1 + (w - wc)2 R2C2 1 + (w - wc)2 R2C2 

(3.22) 

Hbp,r + jHbp,i 

This requires thus two second-order filter functions which have to be implemented 
both twice. The direct synthesis of this filter, discussed below, would only require 
the realization of two first-order filters. This is even more efficient than the use of a 
real bandpass filter for the complex signal (equation 3.19). As is shown in fig. 3.6, this 
would require two second-order filters, while it would give about the same out-of-band 
suppression, but it would not discriminate between positive and negative frequencies. 

3.3.3.2 Direct Synthesis of Complex Filters. The most efficient way to realize the 
second-order complex bandpass filter of equation 3.21 is with the direct synthesis of 
the filter transfer function [Voorrn USP90, Stey ACD94 J. 

Y(jw) . 

XG'·') = Hhp(iw) = 
~ 1 - j2Q + jw/w0 

I We 
with w0 = - and Q = -

RC 2w0 

(3.23) 

In this equation w,, is the bandwidth of the original lowpass filter (before frequency 
translation), 2w0 is the bandwidth of the bandpass filter. Q is the quality factor for 
bandpass filters, defined as the center frequency (we) over the bandwidth (2w0 ). This 
equation can be rewritten as : 

(1 - j2Q + jw/w0 ) • f(ja,) X(jw) 

jw/w" • Y(ja,) = X(jw) + (j2Q - 1) · Y(jw) 

(3.24) 

(3.25) 

According to equation 3.25 the filter can be directly synthesized bY, means of an in­
tegrator and a complex amplifier. This is symbolically represented in fig. 3.8. The 
convention of [Lee 1990] for the represntation of complex signals is used here. The 
double lines with a single anow in this figure represent complex signals. The dou­
ble lines are thus actually representing a pair of two real signals which are treated as 
if it was one signal. The building blocks can stand for complete complex operators. 
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X(jro) XUco) 
=====:::::>: + J:===:::>l jcolco., 

Figure 3.8. Direct synthesis of a second order complex bandpass filter for positive 
frequencies. 

This convention will be used from now on for the compact representation of multi­
path circuits. The compact representation can always be translated back in the full 
implementation with real signals. Fig. 3.9 gives for instance the full block schematic 
for the actual realization of fig. 3.8. This figure shows that the implementation of the 
second-order complex bandpass filter with a passband for only positive frequencies 
indeed requires only two integrators. 

The realization of the second-order complex bandpass filter is nothing else than the, 
realization of a linear frequency translated version of a pole. It is also the realization 
of a complex pole which is not compensated by the realization at the same time of 
its complex conjugate. Higher order complex bandpass filters can be synthesized by 
cascading the filter stage of fig. 3.9 several times, once for each frequency translated 
pole. Fig. 3.10 shows the effect of the linear frequency translation of a 5<h order 
low pass filter in the s-plane. One real pole and two complex pole pairs are transformed 
in five uncompensated complex poles. The five uncompensated poles can be realized 
by using for each pole the filter stage of fig. 3.9. Fig. 3.11 gives the transfer function 
of a frequency translated 5 th order Butterworth filter for complex signals. It has an 
out-of-band signal suppression which is comparable to the suppression of a 10th order 
bandpass filter, while it needs only IO integrators. An extra advantage is that the linear 
frequency translation gives a perfect lowpass to bandpass filter which preserves the 
properties of the filter (such as maximally flat amplitude or group delay). A lowpass 
to bandpass transformation for real filters does not preserve these properties and it 
gives two passbands, one at positive and one at negative frequencies. 

3.3.3.3 Polyphase Filters. The passive sequence asym,metric polyphase filters are 
another class of analog complex filters [Ging EC73). Fig. 3.12 shows such a filter with 
two stages. The main difference between the passive sequence asymmetric polyphase 
filter and the active complex bandpass filters of the previous section is that they are 
not bandpass filters, but bandstop filters. They have instead of a passband at only pos­
itive (or negative) frequencies, a stopband at only negative (or positive) frequencies. 
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Xi(jro) -----©-

1 

jro/ro0 

I 

jro/ro0 

Yi(joo) 

Figure 3.9. Expanded block schematic of a second-order complex bandpass filter. 

P1 
)( Ps 
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Re(s) 
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lm(s) 

P, 
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X j( 
)( 
P2 )( 

P, fle(•l 

Figure 3.10. The linear frequency translation of a lowpass filter to a bandpass tilter in 
the s-plane. 
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Figure 3.11. The transfer function for positive and negative frequencies of a 5th-order 

complex bandpass filter. 

Fig. 3.13 shows the transfer function of a two-stage polyphase filter for positive and 
negative frequency components. In comparison with passive sequence asymmetric fil­
ters complex bandpass filters are often called 'active integrated sequence asymmetric 
polyphase filters'. However, in this text the phrasing 'complex bandpass filter' is pre­
ferred and passive sequence asymmetric filter are often shortly called 'polyphase fil­
ters'. Complex bandpass filters are, because of their active implementation, preferably 
used in low frequency, low Q implementation, while the passive nature of polyphase 
filters allows them to be used at very high frequencies. 

Passive polyphase filter are actually a symmetric and repetitive version of the classi­
cal RC-CR allpass filter, often used for the generation of quadrature VCO signals [Stey 
JSSC92]. Fig. 3.14 shows an RC-CR quadrature generator. It can be seen that it gives 
the correct representation of a single-stage polyphase filter when all inputs but one 
are connected to the ground node. A polyphase filter stage is a repetitive structure of 
four times an RC-CR allpass filter and each RC of one input is shared as a CR with 
another input. The advantage of this repetitive nature is that several polyphase filter 
stages can be cascaded. By taking the RC of each stage slightly different, this allows 
for the realization of a broad stopband. Fig. 3.13 illustrates this effect. 
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Figure 3.12. A two-stage passive sequence asymmetric polyphase filter. 

ID 

0 

-10 

~ 
~ -20 
C. e 
< 

-30 

-40 

-50 

-60 
10 100 l000 10'4 

Freq [MHz] 

Figure 3.13. The transfer function of a 2-stage polyphase filter for positive frequencies 
(thick line) and negative frequencies (thin line). 
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R 

Figure 3.14. An RC-CR filter, classically used for the generation of quadrature oscil­
lator signals. 

3.4 COMPLEX OPERATIONS IN THE ANALOG DOMAIN 

3.4. 1 Mismatch 

Complex operators are made with pairs of real operators, amplifiers, mixers and filters. 
The performance of the system in which complex operators are used degrades when 
these pairs of real operators are not perfectly matched. In digital systems matching 
can be perfect and complex operations are widely used [Lee IEEG92, WackASSP86]. 
In analog integrated implementations mismatch between components like transistors, 
resistors and capacitors is unavoidable. 

3.4.2 Frequency Crosstalk 

An example of the effects of mismatch on a complex operation is given in fig. 3.15. 
A perfect amplification of a complex signal with a real constant A does not change 
the frequency distribution of the signal. The mismatched amplification of fig. 3.15a 
can, for analysis purposes, be split in four different operations : a perfectly matched 
amplification with the constant A, an amplification with the mismatched component 
t..A, a complex multiplication with the constant -j and an interchanging of the real 
and imaginary part of the complex signal. This is shown in fig. 3.1 Sb. The first three 
operations are complex operations which preserve the frequency distribution. The 
fourth operation, the interchanging of the real and imaginary part is not an operation 
which is part of the possible operations defined on complex signals and it does not 
preserve frequency locations. Interchanging the vector components of a complex sig­
nal is equal to reversing the vector sequences. A positive sequence becomes a negative 
sequence and vice-versa. The interchanging of the vector components of a complex 
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signal is defined in equation 3.26. In equation 3.27 this is written down for a positive 
and a negative frequency. These equations show that an interchanging of the vector 
components results in a mirroring of all frequency components around the O Hz axis . 

. Here, this effect is called frequency crosstalk (i.e. crosstalk between the information 
content at positive and negative frequencies). 

x(t) = x,(t) + jx;(t) ➔ y(t) = x;(t) + jx,(t) (3.26) 

{ 
y,(t) X;(t) 

y;(t) x,.(t) 

ei"'•' = cos(wct) + j · sin(wct) ➔ sin(wct) + j • cos(wct) = j • e-jw,.r 

e-jw,-t = cos(wct) - j · sin(wct) ➔ sin(wct) - j · cos(wct) = -j · el"'•' 

(3.27) 

With the interchange operation the total transfer function for the mismatched am­
plifier of the example of fig. 3.15 can be calculated. An applied frequency component 
will be magnified with a factor A, but it will also be mirrored to its opposite frequency 
and magnified with a factor flA. The superposition principle for linear systems is still 
valid. The ratio between the unwanted mirrored signal and the wanted original signal 
will therefore be flA/ A. An amplitude error of 1 % gives a -40 dB crosstalk between 
positive and negative frequencies. 

The results of a phase error between the two signal paths is also an unwanted mir­
roring of signals to their opposite frequencies. Equation 3.28. gives the effect of a 
phase error on a positive frequency component. 

ei"'•·r = cos(cvct) + j sin(wct) ➔ cos(Wct +fl¢) + j · sin(cvct - fl</>) 

= cos(fl</>) • (e1"''1 
- j • tan(fl</>) • e-J"', 1) 

(3.28) 

Apart from the wanted frequency, the total transfer function generates again also a 
negative and unwanted frequency component. The ratio between the unwanted and 
the wanted signal is tan(flcp ) , which can be taken equal the fl¢> for small values of 
fl¢>. This means that for instance a phase error of 1 ° results in a -35 dB crosstalk 
between positive and negative frequencies. 

3.4.3 Frequency Crosstalk in Analog Implementations 

The relationship between component matching and amplitude and phase errors is il­
lustrated with an example. Fig. 3.16 gives the realization of an active-RC single pole 
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x, (t) 

~ 
<; (l) 

~ 
(a) 

_,,_<n..---+-_,_---~----- A 

~---</'>.A 

Complex 
Operations 

Frequencies are preserved 

(b) 

Y,(t) 
a, 

Y; (l) 
a, 

Non-Complex 
Operation 

Frequency mirroring 

Figure 3.15. a) The complex amplifier with mismatch and b) its equivalent schematic. 
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lowpass filter for complex signals. All passive devices differ from their nominal val­

ues. There are three sources of unwanted frequency crosstalk in this circuit. One is a 

constant amplitude error caused by the mismatch on R1 and R2 . Equation 3.29 gives 

a calculation and approximation for this error using a worst case analysis. 

R2 + l:!.R2 R2 - l:!.R2 

R1 - LlR1 R, + l:!.R1 

2
R2 

R1 

! . (1 + l:!.R2/R2 _ l - l:!.R2 / R2) 

2 l - l:!.R1/R1 1 + l:!.Ri/R1 

~. ( (1 +~~I). (1 + l:!,.R:
2 
)-

(1 _ l:!.ti) · ( 1 _ l:!.R:2 )) 
l:!.R1 l:!.R2 
-+-

R1 R2 
(3.29) 

The other two sources of unwanted frequ~ncy mirroring are the frequency depen­

dent amplitude and phase error caused by mismatch between the cut-off frequencies 

of the two lowpass filters. Equations 3.29 gives the amplitude error caused by pole 

position mismatch in function of frequency for a worst case situation. 

l:!.A 

A 

= 

= 

I + (c,,-(R2+ 6 ~2)-(C+ 6 C))1 - ✓ I +(ru-(R2- 6~2)-(C-6C))2 

✓l+(;RC)2 / 

✓ I +(wRC)2•(1+6 ~
2
/ R

2
) 2+6C/ C)I - ✓,...l_+_(..,_R_C_)l-. (-1--6-R-~-/ R-,-)2--(-1-- -6C_/_C)_2 

✓ l+(;RC)2 

I ✓ " I 
I +(a,RC)2-(l +26Ri/ R2 + 26C/ C) - I + (c,,RC)2-(1 -26R2/R2-26C/ C) 

✓ l+(~RC)2 

(3.30) 

[for wRC = 1] (3.31) 
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C-~C 

Figure 3.16. Mismatch in a first-ord~! lowpass filter for complex signals. 
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Equation 3.31 gives the phase error caused by pole mismatch in function of frequency. 

tan(ll¢) = tan ( ¢,; ¢;) 

= tan(~. arctan ( wRC. (1 + ClR:
2
). (1 + ~C)) 

-~ . arctan ( wRC. ( l - ~:
2

) . ( l - L\cC))) (3.32) 

tan(L\¢) (llR2 LlC) [for wRC « 1] (3.33) ~ wRC· --+-
R2 C 

tan(ll</>) ~ 
L\R2 L\C 
2R2 + 2C 

[for wRC = 1] (3.34) 

These three sources of frequency crosstalk are plotted versus frequency in fig. 3.17. 
The curves of fig. 3.17 are given for a 1 % mismatch on each component. From 
fig. 3.17 the following conclusions can be drawn: 

• Amplitude errors caused by pole position mismatch are small, i.e. capacitor mis­
match does not result in amplitude errors. 

■ Phase errors are caused by resistor and capacitor mismatch. They occur however 
only at the edge of the passband, meaning that when the filter's passband is larger 
than the wanted signal band, the phase mismatch is greatly reduced. 

■ The amplification mismatch is the main cause of signal frequency crosstalk in the 
passband. It completely depends on resistor matching. 

For equations 3.29, 3.29 and 3.31 and fig. 3.17, the worst case analysis technique 
has been used for the simplicity of the equations and the good insight that can be 
obtained. An exact statistical analysis of the frequency crosstalk errors of a circuit, 
its mean values and its variation can be obtained by doing a Monte-Carlo analysis. 
Fig. 3.18 shows the results of a Monte-Carlo analysis for a linear frequency translated 
5th order Butterworth filter implemented with the active-RC technique. A O'R of 0.1 % 
on resistor values and a O"c of 0.2 % on capacitor values is assumed. 

3.4.4 Frequency Crosstalk in Complex Operators 

In analog implementations perfect matching of components, like resistor, capacitors 
and transistors, is not possible. It is therefore important to take this' into account on 
the different levels of transceiver design. 

■ High-Level Design : The architecture that is chosen has in several ways an influ­
ence on the overall quadrature accuracy that can be achieved due to mismatch in its 
complex building blocks. 
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complex signals in function of frequency. 
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Figure 3.18. Monte-Carlo simulation of the signal crosstalk from negative to positive 
frequencies for a translated 5th order Butterworth filter (in thin lines; the thick line is the 
filter's transfer function). 
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The architecture itself can be more or less sensitive lo quadrature inaccuracies 
of the building blocks it uses. An example is the double quadrature architec­
ture which will be discussed further on in this text. This architecture is highly 
insensitive to the mismatch induced frequency crosstalk in its quadrature gen­
erat.ors. 

The architecture choice has also an influence on the overall accuracy via the 
building blocks it requires. Some building blocks are more sensitive to mis­
match than others. In a complex filter for instance only the first stage has a 
significant influence on the crosstalk. In a higher order real bandpass filter, 
all stages contribute equally, resulting in a higher overall frequency crosstalk. 
The reason for this is the fact that the unwanted signals al opposite frequencies 
are already significantly reduced with the filter function of the first stage of a 
complex filter. A real bandpass filter does not suppress these signals. 

The architecture choice can also influence the matching that can be achieved 
in the building blocks via the intermediate operating frequencies it requires. 
Some architectures will require only a good matching at a low intermediate 
frequency. Building blocks operating at lower frequencies can be designed to 
have a better matching. This is because larger devices can be used in these 
circuits. 

• Building Block Design : For the building blocks it is important to choose an imple­
mentation technique that depends on components which have a good matching. For 
the active-RC implementation resistor and capacitor matching is for instance im­
portant, while in case of the OTA-C technique this will depend on a good transistor 
matching. 

3.4.5 Corrections of Frequency Crosstalk 

In systems where the information content of the complex signal is not random, it is 
possible to correct phase and amplitude errors. The most obvious example of such sig­
nals are the baseband I and Q signal in a GSM receiver. OSM uses OMSK modulation 
which implies a constant and equal amplitude for both components of the complex sig­
nal [Orone TCOM76, Muro TCOM81]. Amplitude errors can therefore be corrected 
by measuring the amplitude difference between the two parallel signals and adjusting 
their gain via a high accuracy variable gain amplifier. 

The main problem in correcting amplitude and phase errors is to determine their 
magnitude. For phase and amplitude errors that vary in function of frequency this is 
almost impossible to do and, in general, corrections are therefore only made for phase . 
and amplitude errors which are constant in function of frequency [Faulk EL91]. In 
the previous section it was calculated that phase and amplitude errors vary in function 
of frequency. Their variation is related to the bandwidth of the building block. The 

62



~I 

: . 
! I. i 
1. Ii I 

I' 

1 · 

52 CMOS WIRELESS TRANSCEIVER DESIGN 

bandwidth of low frequency building blocks in transceivers is of the same magnitude 
as the bandwidth of the wanted signal and their phase and amplitude errors can there­
fore not be corrected. The bandwidth of high frequency building blocks is much larger 
than the wanted signal bandwidth and their phase and amplitude appear in the wanted 
signal band as nearly constant. These errors can be corrected. They will in fact also be 
the largest errors, because high frequency building blocks have.to use smaller devices, 
resulting in large device mismatch. 

A difference between two error correction techniques has to be made : tuning and 
trimming. Trimming is the technique in which the phase and amplitude errors are 
measured once, during production. The corrections can be made manually, with ex­
ternally trimmed resistors or capacitors, on-chip by means of laser trimming resistors 
or electronically by storing during production a digital code in a ROM or EEPROM 
and applying this to a DAC [Seven ISSCC94J or a digital correction algorithm. The 
advantages of trimming is that the signals best suited for the measurement can be ap­
plied (typically this will be a sine) and that high quality measurement equipment can 
be used. Disadvantages are the high cost of the extra production step and the impos­
sibility to correct variations over time of the phase and amplitude (for instance due 
to temperature effects). Tuning is a technique which continuously, or quasi contin­
uously, measures and corrects the errors during operation. Very low residual errors 
can be achieved. A lot of digital wireless applications are based on the transmission 
of data frames. This allows for a fully digital feed forward implementation of the 
tuning algorithm in the DSP. Phase and amplitude errors are measured per frame and 
the measured values are then used to correct the data in the frame. A problem is the 
high complexity of the signal analysis algorithms which fully exploit the properties 
of the used modulation technique. Currently, the overhead of extra chip area required 
to implement these algorithms is so high that they are not used for wireless applica­
tions. Today, quadrature error correction is mainly limited to trimming techniques, but 
it may be expected that advanced signal analysis techniques will become more impor­
tant with the increasing performance of DSP's. In the work that is presented here, the 
emphasis is on the development of transceiver architectures and building blocks that 
do not require any form of tuning or trimming, either because they achieve a very high 
intrinsic quadrature accuracy, or because they do not require a very high quadrature 
accuracy. 

3.5 TRANSCEIVER SYNTHESIS 

3. 5. 1 Receivers 

3.5.1.1 The Zero-IF Receiver. The obvious example of a receiver type that uses 
a multi-path topology is the zero-IF receiver. It can therefore be analyzed with a very 
good insight via the complex signal analysis technique for analog systems. The topol­
ogy of a zero-IF receiver is given, in compact notation, in fig. 3.19 . The RF signal is 
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Figure 3.19. The block schematic of the zero-IF receiver in the compact complex 
representation. 

broadband filtered and then downconverted with a single positive frequency equal to 
the carrier frequency. The broadband filter has to suppress large out-of-band block­
ing signals, it does not perform any mirror signal suppression. The mixing with a 
positive frequency makes that only the negative frequency components of the wanted 
signal are downconverted directly to the baseband and that no mirrored signal is found 
in the baseband. This process is illustrated with fig. 3.22. In fig. 3.22 the PSD of 
the input signals and the PSD of the output signal of the downconversion mixer are 
shown. The arrows between the two PSD representations illustrate the convolution 
process that takes place in the frequency domain during mixing: one single tone com­
ponent of the LO signal (white arrow) is mixed with one, either wanted or unwanted, 
frequency distributed RF signal component (black arrows) and. the result is a down­
converted frequency distributed output signal. Fig. 3.20 shows for comparison the 
same downconversion process in an IF receiver. 

The zero-IF receiver performs a direct downconversion of the wanted signal to the 
baseband. The consequence is that the mirror signal is equal to the wanted signal. 
This does however not mean that there would not be a mirror signal problem in the 
zero-IF receiver. This would only be true for double sideband modulated signals for 
which the upper and lower sideband are identical or, in fact, each other's mirror sig­
nal. In such a system a downconversion to baseband by multiplication with a single 
sine would be sufficient (shown in fig 3.21). For all other systems, in which the upper 
and lower sideband are different, the downconversion must be performed in quadra­
ture. The quadrature downconversion, which is the multiplication :-vith the positive 
frequency Jw,.t, makes sure that the upper and lower sideband can still be distinguished 
at baseband. Matching imperfections in the high frequency quadrature signal and in 
the quadrature downconversion will cause frequency crosstalk and a suppressed su­
perposition of the upper and lower sideband of the wanted signal. The mirror signal 
suppression that can be achieved is determined by the amplitude error !).A/ A and the 
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phase error tan(.6.4>) of the downconversion mixer .and the quadrature signal genera­
tor. At high frequencies the quadrature signal error is mainly determined by the phase 
error. 3° is a typical value for this error, equivalent to a 25 dB mirror signal suppres­
sion [Stey JSSC92]. A mirror signal suppression of 25 dB is sufficient for a zero-IF 
receiver for most applications. In the zero-IF receiver the mirror signal is equal to a 
mirrored version of the wanted signal and a mirror signal suppression of 25 dB will 
therefore result in a mirror signal which will after downconversion be 25 dB smaller 
than the wanted signal. In an IF receiver this would not be true. In the IF receiver the 
mirror signal can be bigger than the wanted signal, resulting in a higher mirror signal 
suppression specification for IF receivers. 

3.5.1.2 The Low-IF Receiver. The concept of th~ low-IF receiver starts from 
the observation that all information necessary to separate the mirror signal from the 
wanted signal is available in the two low frequency signals after quadrature down­
conversion (Crols CASII97]. Fig. 3.22 shows that this is true for the zero-IF receiver. 
Fig. 3.23 shows that this is also true for an IF different from zero. Mixing with a single 
positive frequency converts only negative frequencies down. In the complex IF signal 
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Figure 3.21. The downconversion process in a zero-IF receiver when multiplication 
with a single sine is used. 
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Figure 3.22. The downconversion process in a zero-IF receiver. 
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Figure 3.23. The downconversion process in a low-IF receiver. 

the wanted signal is now situated at positive frequencies, while the mirror signal is 
situated at the same, but negative, frequencies. 

The downconversion to an IF by multiplication with a single positive frequency 
has large consequences. They are illustrated with fig. 3.2.4. It is now not necessary 
anymore to do any mirror signal suppression at high frequencies before the down­
conversion. Normally the IF has to be large (10 to 500 MHz) in order to be able to 
perform the high frequency mirror signal suppression with a bandpass filter with lim­
ited Q ( < 100). In the low-IF receiver with quadrature downconversion this filter is 
not required and a low IF frequency can be used (a few hundred kHz, about once to 
twice the bandwidth of the wanted signal). The result is an integratability that is as 
good as the integratability of the zero-IF receiver. The zero-IF receiver is actually only 
a special case (IF= 0) of a receiver with a downconversion by means of multiplication 
with a positive frequency. The use of the zero-IF makes the topology however highly 
sensitive to parasitic baseband signals like DC offset voltages, second-order distortion 
products and self mixing products. 

The finite matching between the mixers and, more important, the limited phase and 
amplitude accuracy that can be achieved in a classical RC-CR quadrature ge11erator, 
make it impossible to generate a perfect single positive frequency. This may be not so 
important for a zero-IF receiver, but it is when a quadrature downconversion to an IF 
frequency. The mirror signal is in that case completely different from the wanted signal 
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Figure 3.24. The basic schematic of a downconverter for a low-IF receiver topology. 

and it can, depending on the application and the exact position of the IF, vary widely 
in amplitude. Close to the wanted signal it may still have the same amplitude as the 
wanted signal, while far away it may be more than 50 dB higher than the wanted signal 
(exact numbers in function of frequency are, for the GSM system, given in chapter 5. 
In order to realize a low-IF receiver, the use of a quadrature downconverter with a high 
accuracy must always be combined with a careful choice of the IF frequency. 

The accuracy of a quadrature downconverter is too limited and often it is still nec­
essary to do some extra mirror signal suppression at high frequencies before the down­
conversion. Fig. 3.25 gives two possibilities to do this. A quadrature downconverter 
combined with a classical HF filter, shown in fig. 3.25a, gives only a limited improve­
ment. Fig. 3.26 gives its operation in the frequency domain. The IF must still be 
chosen relatively high (e.g. 100 MHz) in order to have a sufficient suppression by 
the high-Q bandpass filter. Although its requirements may be reduced, the HF filter 
still can not be integrated. However, this does not have to be a disadvantage because 
the filter is often already necessary for the suppression of blocking signals. A bigger 
disadvantage is that a high IF requires a downconversion in seve!al stages (e.g. from 
1 GHz to 100 MHz, from 100 MHz to 10 MHz and from 10 MHz to I MHz), resulting 
in a large area and power consumption because of the many mixers and oscillators 
which are required. 

A better alternative which truly combines the advantages of both the IF and the 
zero-IF receiver, is given in fig. 3.25b [Cr9ls JSSC95b]. A more close observation 
of the downconversion process by multiplication with a single frequency component 
shows that it is only the mirror signal situated at negative frequencies that is superim­
posed on the wanted signal situated at the IF, while the wanted signal 1s downconverted 
from positive frequencies. This means that it is not necessary to suppress the mirror 
signal at both positive and negative frequencies, as is done with the classical high-'Q 
HF filter. This is shown with fig. 3.27. The suppression of only the negative frequency 
components does not require a high Q, even when the wanted and mirror frequency are 
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Figure 3.25. Low-IF downconversion with a) an extra external HF filter and b) a se­
quence asymmetric polyphase filter. 
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Figure 3.26. Extra suppression of the mirror signal at HF before quadrature downcon­
version with an external HF filter to compensate for a limited quadrature accuracy of 
the LO signal. 
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Figure 3.27. Extra suppression of the mirror signal at HF before quadrature down-_ 
conversion with a sequence asymmetric polyphase filter to compensate for a limited 
quadrature accuracy of the LO signal. 
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situated very close to each other (e.g. a few hundred kHz). The filtering can be done 
with a sequence asymmetric polyphase filter. Its output signals will of course be an 
I,Q-signal pair, requiring for the downconversion mixer the full four-mixer structure 
of fig. 3.3. This newly proposed topology of fig 3.25b is based on the multiplication of 
two high frequency signals that are both put in quadrature with a quadrature generator. 
It is therefore called 'double quadrature downconverter'. 

3.5.1.3 The Low Frequency Signal Processing. The topology of fig. 3 .25b allows 
for the downconversion in quadrature of the wanted signal to a low IF of a few hun­
dred kHz. In this topology the mirror signal is also downconverted to this same low IF. 
It is the quadrature structure that ensures that both signals can still be separated after 
downconversion. The wanted signal is situated at the positive frequency components 
of the quadrature low IF signal, the mirror signal is situated at negative frequencies. 
Here is discussed how the mirror signal can be suppressed after the quadrature down­
conversion from high frequencies and how the wanted signal can be downconverted 
to the baseband with a final, low frequency, downconversion. In this discussion, it is 
assumed that the high frequency quadrature downconversion is done with a perfect 
downconverter. 

There are two ways to separate the wanted signal from the mirror signal at low 
frequencies : the bandpass filtering of only positive frequency components with a 
complex filter (either active or passive) followed by a quadrature downconversion, or 
a further downconversion to baseband by multiplication with a single positive fre­
quency component followed by a lowpass filter operation. Fig. 3.28 shows both con­
figurations. In both operations it is the filter operation that largely reduces the dynamic 
range of the received signal by suppressing the unwanted sideband and mirror signals. 
A downconversion to baseband can, in the analog domain, only be done with a high 
accuracy for a low dynamic range signal. High dynamic range signals are too sen­
sitive to parasitic baseband signals. This is the problem of the zero-IF receiver and 
this is also valid for the topology of fig. 3.28a. The analog version of fig. 3.28a is 
therefore not a good option. It is however the only possible option when a high IF 
(e.g. 100 MHz) is used. This is because of the high Q that would be required when a 
filter is used at a high IF [Gray CICC95]. The circuit of fig. 3.28b renders a signal that 
can be downconverted to baseband without any difficulty. The dynamic range and the 
center frequency of the signal after the filter are even so low ( e.g. 40 dB and 250 kHz) 
that it is better sampled at its low IF frequency. This is shown in fig. 3.29b. 

The choice between the mirror signal suppression techniques of fig. 3.28a and 
3.28b is mainly determined by where the conversion from the analog to the digital 
domain will be performed. Sampling the low frequency signals before the mirror sig­
nal has been suppressed, will require an AID-converter with a larger dynamic range: 
As the level of integration and the power efficiency of AID-converters is continuously 
improving, allowing for ever more digital signal processing and less low frequency 
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analog signal processing, the low frequency mirror signal suppression in the digital 
domain is becoming ever more feasible. Fig. 3.29a shows a topology in which this is 
the case. The final downconversion and baseband filtering are now done in the DSP 

• with a high accuracy. The analog front-end implements only a very coarse and broad­
band anti-aliasing filtering. The AID-converters sample a combination of the wanted 
signal, the mirror signal and some adjacent channels, resulting in a signal with a dy­
namic range and bandwidth higher than the wanted signal (e.g. 60 dB and I MHz). 
These are specifications that can be achieved at a reasonable area and power cost with 
today's embedded AID-converters. The power cost can even be further reduced by us­
ing bandpass :E.6.-converters that only have to achieve the required dynamic range in 
the band of the.wanted signal [Jantz JSSC93, Pelu ACD96]. This makes the topology 
of fig. 3.29a the preferred topology for the realization of fully integrated high perfor­
mance receivers. It must of course be used in combination with a highly accurate high 
frequency quadrature downconverter that does not require the use of a high IF. This 
can be done with the high frequency downconversion topology that has been presented 
in fig. 3.25b. Fig. 3.30 shows the full block schematic of the proposed low-IF receiver. 

3.5.1.4 The Wideband IF Receiver. The wideband IF receiver is, like the low­
IF receiver, also a receiver topology that has recently been introduced as a new re­
ceiver topology that combines a high performance with a good integratability [Gray 
CICC95, Briant ACD96]. Fig. 3.31 shows this receiver topology. For the high fre­
quency downconversion it uses a quadrature downconversion in combination with a 
high frequency mirror signal suppression filter to give some extra mirror signal sup­
pression (this is the HF topology of fig. 3.25a). The wideband IF receiver uses a fixed 
frequency downconversion oscillator for the HF downconversion. It downconverts the 
full application band to a high IF frequency. Channel selection is only done in the 
second downconversion stage with a variable frequency oscillator. Fixed frequency 
oscillators have the advantage that a lower phase noise can be obtained due to the 
lower PLL bandwidth that can be used, allowing on its turn the use of a more noisy 
voltage control1ed oscillator (VCO). 

The wideband IF receiver has to use a high IF frequency (e.g. 200 MHz) in order 
to allow the extra high frequency mirror signal suppression and the downconversion 
of the full application band. A lower IF frequency would make the relative tuning 
range of the second oscillator too large. The low frequency downconversion (the sec­
ond downconversion stage) uses the proposed double guadrature downconversion (see 
fig. 3.28). Due to the wideband signal al the IF frequency, only a limited amount of 
lowpass filtering can be used at the IF and the mirror signal will still be present during 
the low frequency downconversion. 

The main advantage of the wideband IF receiver, compared to the zero-IF and low­
IF receiver, is that it uses an LO freguency that lies out of the application band, while it 
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Figure 3.31. The wideband-IF receiver topology. 

still offers a very good degree of integratability. In this way the spurious transmission 
of the LO signal can be reduced. Its main disadvantage is that it performs almost no 
filtering after the HF downconversion. This makes that the second downconversion 
stage has to handle high dynamic range signals and all problems common to the zero­
IF receiver will be encountered here. The sensitivity to parasitic baseband signals will 
only be slightly reduced. The wanted signal has not become larger (which is the case 
in the combined IF zero-IF receiver), but signal crosstalk will be lower at the lower IF 
frequency. For the second downconversion, the mirror signal problem is larger than in 
a zero-IF receiver, because here the mirror signal is different from the wanted signal. 
The HF bandpass filter before the HF downconversion reduces this problem. 

3.5.1.5 The wideband IF low-IF receiver. In the wideband IF receiver the mirror 
signal is already different from the wanted signal. In that case there is no reason why 
the second downconversion could not be done to a low IF of a few hundred kHz. This 
is proposed in fig. 3.32. A slightly bigger ND-converter would be required, but the 
receiver would not be sensitive to parasitic baseband signals anymore. The mirror 
signal suppression can be improved by doing a mirror signal filtering before the final 
downconversion. A bandpass filter is not required for this. A polyphase filter can be 
integrated and it will give a wideband suppression of the mirror signal which is in 
this topology situated at the opposite frequencies of the wanted signal. The mirror 
signal suppression can be so good that a double quadrature downconversion may not 
be necessary anymore, in this way reducing the required number of mixers and thus 
the area and power consumption. 
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Figure 3.32. The proposed wideband IF low-IF receiver topology. 

3.5.2 Transmitters 

3.5.2.1 Direct Upconversion. The direct upconversion transmitter topology can 

be compared with the zero-IF topology for receivers. A quadrature baseband sig­

nal is directly upconverted with a quadrature mixer to the wanted carrier frequency. 

Fig. 3.33 shows the direct upconversion topology in the compact representation for 

complex signals. In a transmitter the wanted signal is a large signal and sensitivity to 

baseband signals is therefore not a problem. A limited separation between the upper 

and lower sideband of the transmitted signal due to a limited quadrature accuracy is a 

problem that still remains. The main disadvantage of the direct upconversion transmit­

ter topology is however self-modulation. The wanted signal is in the power amplifier 

boosted to a high power level with the same carrier frequency as the LO frequency. 

This strong wanted signal can easily crosstalk to the VCO and pull the LO frequency 

to the frequency of the modulated wanted signal. This is called self-modulation. Self­

modulation can be prevented by making a good isolation between the power amplifier 

output and the sensitive oscillator LC-tank, by using a high loop bandwidth in the PLL 

or, of course, by using an LO frequency different from the carrier frequency. 

3.5.2.2 Double Quadrature Upconversion. The double quadrature downconver­

sion topology, presented in fig. 3.25b, can also be used for upconversion to improve the 

achievable mirror signal double quadrature upconversion suppression and to reduce 

the sensitivity to quadrature errors. The double quadrature upconversion topology is 

shown in fig. 3.34. The quadrature baseband signal is upconverted with a true com­

plex amplifier, resulting in a quadrature high frequency signal. This high frequency 

quadrature signal is filtered with a polyphase filter. This suppresses the U!lwanted 

mirror signal generated by quadrature errors (phase and amplitude errors) on the LO 

signal. The quadrature accuracy in this structure is therefore reduced and only deter­

mined by the matching between the four upconversion mixers. 
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Figure 3.33. The block schematic of the direct upconversion transmitter topology in 
the compact representation. 
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Figure 3.34. The block schematic of the double quadrature upconversion transmitter 
topology. 

78



' f1 

;' ',i ; 

- I 

i. 
I, 

_ , 

! ~ . ' 
I ' : I 
I , 

68 CMOS WIRELESS TRANSCEIVER DESIGN 

100 kHz 
8 bit JOOkHz 
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Q I Q 
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Figure 3.35. The block schematic of a two-stage quadrature upconversion transmitter 

topology with an IF. · · 
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Figure 3.36. The block schematic of a classic IF upconversion topology. 

3.5.2.3 Quadrature IF Upconversion. A quadrature IF upconversion topology, as 

presented in fig. 3.35, can be seen as the equivalent of the wideband IF receiver for 

upconversion. The quadrature IF upconversion topology has the advantage over the 

classic IF upconversion topology, shown in fig. 3.36, that no extra HF filter is required 

after the final upconversion to suppress the unwanted mirror signal. A HF filter will 

be necessary anyway for any type of transmitter topology after the pow~r amplifier, 

but the signal level of the mirror would then already be too large to be sufficiently 

suppressed in order to meet the very high specification on transmission of spurious 

out-of-band signals. 
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Figure 3.37. Two quadrature IF upconversion topologies which combine a high per­
formance with a high integratability. 

3.5.2.4 Special Quadrature IF Upconversion Topologies. Fig. 3.37 shows two 
variants of the quadrature IF upconversion topology. The polyphase filter in the topol­
ogy of fig. 3.37a gives an extra suppression of the mirror signal and it compensates in 
th.is way the quadrature errors of the first LO, This is the same technique as used in 
the double quadrature upconverter (fig 3 .34 ): However, the frequency. of the first LO is 
much lower than the operating frequency of the second LO and its quadrature error can 
therefore be made lower. The double quadrature structure may thus not be required 
and fig. 3.37b gives an IF upconversion topology which can be fully integrated, which 
uses a polyphase filter for mirror signal suppression and which uses only a two mixer 
quadrature upconversion in the first upconversion st~ge. 
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3.6 CONCLUSION 

The IF (heterodyne) and zero-IF (direct down- and upconversion) topologies are the 
most often used architectures for the realization of transceiver front-end for wireless 
applications. Both have their disadvantages (respectively a low integratability and a 
low performance) and this has led in recent years to the development of the combined 
IF zero-IF topology which looks for a good compromise between the advantages and 
disadvantages of the two topologies. 

In this chapter it has been demonstrated that many more receiver and transmitter 
topologies are possible. For this purpose the complex signal technique has been intro­
duced. With this technique, abstraction can be made of the multi-path approach, which 
is used in, for instance, zero-IF receivers. With the complex signal technique, the anal­
ysis and synthesis of multi-path topologies is greatly simplified. Special multi-input 
multi-output operators, like the complex mixer, the complex filter and the complex 
amplifier, have been introduced. As a consequence, a whole new range of multi-path 
based receiver and transmitter topologies could be developed with these techniques. 
Different from the combined IF zero-IF topologies, these topologies do not compro­
mise between integratability and performance. They combine the property of a very 
good integratability with a high quality reception and transmission performance. 

Essential to the good operation of a multi-path topology is a good matching be­
tween the different parallel signal processing paths. In order to be able to. use the 
complex signal technique and multi-path topologies in analog signal processing sys­
tems, such as transceiver front-ends, the complex signal technique has been extended. 
'Frequency crosstalk' has been introduced as the effect which represents the unwanted 
operations caused by mismatch in complex and multi-path operators. Sources and ef­
fects of phase and amplitude errors can be much better analyzed with this extension of 
the complex signal technique, even for highly complex transceiver topologies which 
use many different parallel signal processing paths that are added, subtracted and mul­
tiplied with each other. 

The general conclusion is that, in this chapter, a new technique has been introduced 
which broadens the possibilities for receiver and transmitter architecture development 
significantly. Several new topologies have been presented in this chapter and their 
advantages and disadvantages have been fully analyzed. These new topologies have 
such big advantages compared to conventionally designed topologies that it can be ex­
pected that the proposed design technique will have an impact on future developments 
of transceiver architectures for wireless applications. 
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5 HIGH-LEVEL SYNTHESIS 

5.1 INTRODUCTION 

In chapter 4 the theoretical principles of high-level design have been introduced. An 
actual high-level design for a given application and a given architecture is given in 
this chapter with the GSM system taken as demonstrator. The complete high-level 
design of a highly integrated transceiver front-end will be performed for a mobile 
GSM handset. All the new techniques presented in chapters 3 and 4 will be used 
to propose a topology that achieves a level of integration and performance that goes 
far beyond present day state-of-the-art realizations. Starting from the specification 
for the GSM system and an architecture selection, the most optimimal building block 
specifications for the chosen architecture are derived. 

Although a formal method for high-level design and optimization has been pro­
posed in chapter 4, this method will not be used in the presented practical design 
example to its full extend. This design example is set to comply with the GSM stan­
dard as defined by the ETSI (European Telecommunications Standard Institute). This 
standard is given, more or less, as a number of situations under which each time acer­
tain performance must be achieved. This is the same representation as is used in the 
formal high-level design method proposed in the previous chapter. The problem with 
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standards for present day applications is that they are simplified in such a way that they 
allow for hand calculation and experience driven high-level design, rather than struc­
tured high-level design. The number of possible situations and required performances 
is drastically reduced, resulting in an over-specification and a reduced possibility for 
optimization. The formal high-level design and optimization allow_s for a structured 
high-level design approach and a much better optimization and power consumption re­
duction, when a more elaborate description of the practical requirements for the GSM 
system would be available. The results given in this chapter are based on this struc­
tured high-level design methodology, but the nature of the GSM standard brings them 
close to an experience based high-level design. 

5.2 DIGITAL WIRELESS APPLICATIONS 

Today, many new digital wireless applications are being introduced. Some have to 
replace and improve existing, analog, applications, others are new applications for 
new markets. The following list gives only a brief and limited overview of some of 
these systems and their application : 

■ GSM : GSM (Global System Mobile) is the European digital wireless system for 
person-to-person voice and data communication around 900 MHz. It uses typically 
medium sized cells (radii of approximately 10 km) and a 2 Watt transmission power. 
Originally developed in Europe, it is now also very successful in Asia, Africa and 
South-America. 

■ DECT : The DECT system (Digital European Cordless Telephone) uses smaller 
cells than GSM for indoor and office use (radii of approximately 100 m) [McDon 
CICC92]. Its operating frequencies are situated at 1880 MHz. 

■ NADC: NADC stands for North American Digital Cellular. It is a North American 
alternative for the GSM system. Different from GSM, it uses spread spectrum 
techniques for channel multiplexing. 

■ DCS 1800 and DCS 1900: DCS 1800 and DCS 1900 are almost exact copies of 
the GSM system, implemented however at respectively 1800 MHz and 1900 MHz. 
They are used in countries where either the GSM band is already occupied by 
another application or where more bandwidth is needed than available in the GSM 
band. 

■ ERMES : ERMES is the European low cost system for paging applications (Eu­
ropean Radio Messaging System). Base stations cover areas with radii of up to 
I 00 km. Its operating frequencies are located at 170 MHz. 

■ ISM: The ISM band (Industrial-Scientific-Medial) is a North American frequency 
band reserved for small range unlicensed wireless communication [Hull ISSCC96]. 
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Figure 5.1. GSM is a cell based system, a mobile station communicates with the 
nearest base station. 

Applications in this band use the spread spectrum technique to avoid interference 
between different users and different types of applications. The ISM band is situ• 
ated around 880 MHz. 

A more elaborate introduction to the many different digital wireless systems that exist 
can be found in [Rapal 1994]. 

5.3 GSM 

5.3. 1 The GSM System 

Among the different wireless communication systems presented in the previous sec• 
tion, the GSM system has played during the passed years the role of technology driver. 
It was the first wireless system based on a digital and cell based technology that was 
introduced in a mass market. Many new techniques were therefore first developed 
for the GSM system. In this text, the GSM system has therefore been chosen as the 
demonstration application for which the proposed techniques of chapters 3 and 4 are 
used to do the high level design of a fully integrated transceiver chip in an optimal 
way. The GSM system is a system with a wide spread use and a typical configuration. 
It is a cell based system with mobile stations communicating with a network of base 
stations (see fig. 5.1). It is a band limited system which has its own bands of operation 
(890 MHz to 915 MHz for mobile transmission and 935 MHz to 9p0 MHz for mo· 
bile reception) wherein no signal foreign to the GSM system may be transmitted. Its 
operation bands are subdivided into different communication channels with 200 kHz 
spacing. It uses a TOMA (Time Domain Multiple Access) technique in which trans• 
mission and reception of the mobile station at the same time is not possible. Fig. 5.2 
shows a frame sequence in the time domain for the GSM system. 
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Figure 5.2. Typical sequence of frames within one receive and one transmit channel, 
shown in the time domain. 

The GSM system has a setup which is, more or less, similar to most digital wire­
less systems. Compared to other applications it has very high specifications concern­
ing low input noise, required dynamic range and required synthesizer accuracy. This 
makes the GSM system a good example of a high performance digital wireless appli­
cation. The high-level design given in this chapter will be done for the GSM system, 
but most aspects can be used for the high-level design of a transceiver for any other 
wireless application. 

The following sections give an overview of the GSM specifications as given by the 
ETSI (European Telecommunications Standard Institute) in [ETSI94], as far as they 
are important to the high level design of the transceiver and as far as they apply to the 
mobile unit. 

5.3.2 GSM Receiver Specifications 

5.3.2.1 Sensitivity. The required performance for a mobile station GSM receiver 
is specified in function of the bit en-or rate (BER), the frame error rate (FER) and 
the residual bit error rate (RBER, i.e. the bit error rate within a frame classified as 
'good') which must be met for different types of channels and propagation conditions. 
BER, FER and RBER are however specifications which are very unpractical for de­
signing. For a certain design, their values can not be obtained from calculations. They 
can only be obtained with lengthy BER simulations on a dedicated simulator with 
special libraries which model these channels and propagation conditions. BER, FER 
and RBER are a good way to specify the required performance of the GSM system 
as it takes into account all possible effects (like e.g. channel (ading) and looks at the 
specification which is overall important : the amount of received useful information. 
This representation is however not necessary for the design of the analog part of the 
mobile receiver: The mobile receiver has, as a part of the total GSM system, no influ­
ence on many of these effects. Fading is for instance generated in the communication · 
channel and corrected with an equalizer in the digital signal processor (DSP) after 
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reception. The receiver can only deteriorate the perfonnance by adding unwanted sig­
nals (like noise, mirror signals and intermodulation signals) to the wanted signal. The 
reference sensitivity perfonnance (this is the performance which must at least be met 
under all specified conditions) can therefore be translated in a signal-to-unwanted­
signal ratio (SUSR) specification which must be met by the receiver at all times (see 
also section 4.1). An approximate value for this SUSR can be found by me·ans of BER 
simulations. For the GSM system the required SUSR that meets the BER, FER and 
RBER specification is 9 dB [Fenk ACD95]. This value can be used for the design of 
the receiver, to make hand calculations and to do fast simulations. The value can only 
be an approximation because it is assumed that the performance will be deteriorated 
by the different types of unwanted signals in the same way. This has, in general, not to 
be true. The wanted signal may for instance be less sensitive to distortion (a SUSR of 
5 dB may be allowed) than to noise (where the 9 dB SUSR must be met). These differ­
ences are however small and the 9 dB SUSR specification can therefore be assumed, 
while the actual performance can be checked after design with BER simulations. 

The reference sensitivity level is defined as the lowest possible input signal level for 
which the reference sensitivity performance is still met when no other interfering sig­
nal is present. The ref~rence sensitivity level is required to be -102 dBm [ETSI(6.2)]. 
This means that the total equivalent input unwanted signal level at the frequencies of 
the wanted signal is -111 dBm. Noise is the only source of signal degradation when no 
other interfering signal is present. The total equivalent input noise level must therefore 
at least be lower than -111 dBm. 

5.3.2.2 Adjacent Channels. The reference interference performance is, like the 
reference sensitivity performance, also specified via BER, FER and RBER specifica­
tions, but again an equivalent SUSR of9 dB is assumed as specification. The reference 
interference performance has to be met when one of the following random modulated 
signals is present together with the wanted signal [ETSI(6.3)] : 

■ an interfering signal in the same channel as the wanted signal (called 'co-channel 
interferer') 9 dB below the wanted signal level ; 

■ an interfering signal in the channel directly adjacent to the channel of the wanted 
signal (at +200 kHz or -200 kHz) 9 dB above the wanted signal level; 

■ an interfering signal in the adjacent channel at ±400 kHz, 41 dB above the wanted 
signal level; 

■ an interfering signal in the adjacent channel at ±600 kHz, 49 dB above the wanted 
signal level. 

Although the achieved performance due to these interfering signals will in first order 
be rather independent of the actual signal level of both the wanted signal and the 
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Figure 5.3. Degradation of the receiver perlormance due to a signal in the adjacent 
channel 400 kHz from the wanted signal. 

Table 5.1. The in-band and the out-of-band blocking levels. 

FREQUENCY BLOCKING LEVEL 

IN-BAND 

600 kHz ~ If - Jo I < 1.6 MHz -43 dBm 

1.6MHz ~ I /-Jo I < 3MHz -3.3 dBm 

3MHz ~ I f-fo I -23 dBm 

OUT-OF-BAND 

lO0kHz ~ f < 915 MHz 0dBm 

980MHz :::; f < 12.75 GHz 0dBm 

interfering signal, the interference ratios are specified for a wanted signal level of -
85 dBm. Fig. 5.3 gives an example of an interfering signal at 400 kHz. 

5.3.2.3 Blocking Signals. The effects of interfering sigpals further than 600 kHz 
away from the wanted signal are specified with the blocking signal characteristics 
[ETSI(5.l)]. This specification says that the reference sensitivity performance (9 dB 
SUSR) shall be met for a wanted signal 3 dB above the reference sensitivity level (i.e. 
-99 dBm) when a second signal, a continuous sine wave signal, is present at the level 
given in table 5.1. 

I 
I 
I 
l 
I 
J 
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Figure 5.4. Degradation of the receiver performance due to intermodulation. 

5.3.2.4 Intermodulation. A performance degradation will also occur when two 
signals generate a 3rd order intermodulation signal that lies at the wanted signal fre­
quency. The reference sensitivity performance (9 dB SUSR) must also be met when 
the following signals are present [ETSI(5.2)] : 

■ a wanted signal of -99 dBm at a frequency Jo; 

■ a pseudo-random modulated signal of-43 dBm at a frequency ft; 

■ a continuous sine wave signal of-43 dBm at a frequency h-

/1 and fz must be placed at 800 kHz from each other and their 3 rd order intermodula­
tion component (2h - fr) must be at the wanted signal frequency J0 . Fig. 5.4 shows 
this intermodulation effect in the frequency domain. 

5.3.3 GSM Transmitter Specifications 

5.3.3.1 Output Power. There are five different classes of mobile stations defined 
for GSM, depending on their maximum peak power. In this chapter only the class 4 
mobile stations are considered. They have a 2 Watt maximum peak output power with 
a ±2 dB tolerance [ETSI(4.l)]. This 2 Watt power class is today the most commonly 
used GSM mobile station for hand carried applications. 

The nominal peak power level needs to be adaptive in steps of 2 dB for power 
level control and up and down ramping, starting from a 12 dBm level.up to the maxi­
mum peak power level of 36 dBm. The power control steps have to form a monotone 
sequence and the required tolerance on the 2 dB intervals is ± 1.5 dB. 

5.3.3.2 Output RF Spectrum. The output RF spectrum of the transmitted signal 
results from two effects : 
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Table 5.2. Specifications for the allowed RF output spectrum due to the modulation 

process. 

POWER. LEVEL MAXIMUM LEVEL MEASURED 

600kHz 

@ lO0kHz @ 200kHz @ 250kHz @ 400kHz to 

1.8 MHz 

37dBm +0.5 dBm -30dBm -33 dBm -60dBm -64 dBm 

35dBm +0.5 dBm -30dBm -33 dBm -60dBm -62 dBm 

~ 33dBm +0.5 dBm -30dBm -33 dBm -60dBm -60dBm 

Table 5.3. Specifications for the allowed RF output spectrum due to switching tran­
sients process. 

POWER LEVEL MAXIMUM LEVEL MEASUREO 

@ 400kHz @ 600kHz @ 1200kHz @ 1800kHz 

~ 37 dBm -23 dBm -26dBm -32dBm -36 dBm 

• the modulation process; 

• up and down ramping of the power at the beginning and end of a transmitted frame. 

The allowed output RF spectrum due to the modulation process is specified in ta­
ble 5.2 [ETSI(4.2)]. It gives the maximum allowed level relative to the carrier in 
function of the frequency from the carrier and the carrier signal level for a 30 kHz 
bandwidth. 

Table 5.3 gives some specifications for the allowed RF output spectrum due to 
switching transients (up and down ramping) [ETSI(4.2)]. Power levels are again given 
for a 30 kHz bandwidth. 

5.3.3.3 Spurious Emissions. The output RF spectrum specifications of the previ­
ous section give some infonnation about transmitted signals which are not situated in 
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Table 5.4. Measurement bandwidths for the spurious emissions specifications. 

FREQUENCY OFFSET MEASUREMENT BANDWIDTH 

IN-BAND FREQUENCIES (890 MHz - 915 MHz) 

~ 600k:Hz 

~ 1.8 MHz 

~6MHz 

~2MHz 

~5MHz 

~ 10MHz 

~ 20MHz 

~ 30MHz 

OUT-OF-BAND FREQUENCIES 

lOkHz 

30kHz 

lO0kHz 

30kHz 

lO0kHz 

300kHz 

1MHz 

3MHz 

the wanted signal band but which are inherently part of the wanted signal due to the 
effects of either modulation or transient switching. There are however also in-band 
and out-of-band specifications for any type of spurious signal [ETSI(4.3)]. 

The power measured in a bandwidth as specified in table 5.4 must for a mobile 
station, when allocated a channel, be no more than : 

■ 250 n W in the frequency band from 9 kHz to 1 GHz; 

■ 1 µ,Win the frequency band from l GHz to 12.75 GHz. 

The power measured in a 100 kHz bandwidth must for a mobile station, when not 
allocated to a channel, be no more than : 

■ 2 n W in the frequency band from 9 kHz to I GHz; 

■ 20 nW in the frequency band from 1 GHz to 12.75 GHz. 

The power emitted by the mobile station must, under all conditions, be lower than 
4 p W in a 30 kHz bandwidth in the band from 930 MHz to 960 MHz except for five 
channels of 200 kHz. In these five channels the power level may be up to 36 dBm. 
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Figure 5.5. The proposed transceiver architecture for GSM.' 

5.3.3.4 Spurious Emissions of the Receiver. Although not intended to perform 
any transmission, a receiver can also transmit spurious signals. The spurious emissions 
of a mobile station receiver, measured in a 30 kHz band, are specified to be lower than 
[ETSl(5.4)]: 

■ 2 n W in the frequency band from 9 kHz to 1 GHz; 

■ 20 nW in the frequency band from 1 GHz to 12.75 GHz. 

5.4 A TRANSCEIVER ARCHITECTURE FOR GSM 

5.4.1 Block Diagram 

Fig. 5.5 gives a schematic representation of the proposed transceiver architecture. It 
does not show differential and quadrature signals. The proposed architecture is a direct 
upconversion transmitter, combined with a low-IF receiver. The mirror signal suppres­
sion of the receiver is performed in the digital modulator/demodulatmpart. A highly 
integrated transceiver chip is proposed : the transmitter and receiver are realized on 
the same chip in combination with a synthesizer. There is a single synthesizer serving 
both the receiver and transmitter. This is possible because reception and transmission 
of frames does not occur at the same time (see fig. 5.2). 

With the proposed transceiver chip it is possible to build a complete wireless com­
municatfon system with only five extra components : an antenna, an antenna multi­
plexer, a high frequency blocking filter, a power amplifier ~d a low frequency digital 
signal processing chip for the demodulation and modulation of the baseband signals. 

Fig. 5.6 shows a more elaborate representation of the proposed transceiver chip. 
It gives an overview of the configuration of all differential and quadrature signals 
and building blocks. All high frequency signals, except for the local oscillator, are 
single-ended unbalanced signals. All low frequency and baseband signals are fully 

91



son 

In 
/n+1 

HIGH-LEVEL SYNTHESIS 

Receive 

AGC 

Transmit 

,__ __ __,_,Q 

XREF 

r-----------c-r---oFREQ 

Figure 5.6. Block diagram of the transceiver chip. 
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differential. The chip has a single RF input for the receiver that has to be driven from 
a 50 n signal source, and a single RF output for the transmitter which can drive a 
50 n load. There are no external components present in the receive and transmit path, 
which reduces drastically the complexity and cost of the transceiver. The signal levels 
for the low frequency input and output are assumed to be 6 dBm, the required high 
frequency output signal level is assumed to be 0 dBm. For the combined duplexer and 
high frequency filter a 3 dB signal loss is assumed. 

5.4.2 The Receiver · 

5.4.2.1 The Low-IF Architecture. The proposed receiver uses a low-IF topol­
ogy. This topology allows for a direct downconversion in a single stage without the 
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disadvantages of the highly sensitive baseband operation, typical for zero-IF direct 
downconversion receivers. 

The single stage downconversion has big advantages. It requires only one mixing 
stage followed by lowpass filters, resulting in a low power consumption. Single stage 
downconversion implies that there is no need for filtering in between stages. This re­
duces the number of external components (no need for ceramic IF filters), the number 
of external nodes (and thus bondpads) and it reduces the power consumption because 
external nodes have to be driven at much lower impedances than internal nodes. 

The classically used single stage receiver is the zero-IF receiver. ·The zero-IF re­
ceiver however has the big disadvantage that it uses the baseband for its, still weak, 
wanted signal directly after downconversion. Moreover, parasitic DC signals caused 
by mismatch, local oscillator self-mixing and RF signal crosstalk also appear in the 
baseband. These signals vary dynamically under different reception circumstances. It 
is therefore very difficult to suppress them and separate them from the wanted signals 
without severe loss of reception quality. 

The low-IF receiver uses an, although low, IF frequency. The low-IF receiver uses, 
like the zero-IF receiver, a single stage quadrature downconversion. The mirror signal 
suppression is performed at low frequencies, after downconversion, which eliminates 
the need for a high frequency mirror signal suppression. In the proposed architecture 
the mirror signal suppression is performed in the digital modem part. A more elaborate 
discussion of this low-IF architecture was given in section 3.5.1.2. 

A careful choice of the low IF frequency allows for a significant reduction of the 
required building block specifications. The IF frequency is chosen equal to 100 kHz. 
Fig. 5.7 illustrates that the adjacent channel (at -100 kHz) is then the mirror signal. 
This signal is defined by the adjacent channel interference specification for the signal 
on 200 kHz from the carrier. The reference interference performance must be met 
when the adjacent channel is 9 dB higher than the signal in the wanted channel. The 
required performance will be met when this mirror signal is suppressed to -9 dB under 
the wanted signal level. This would thus require an 18 dB mirror signal suppression. 
However, the mirror signal suppression must be taken higher in order to sufficiently 
suppress the tail of the adjacent signal at fiF - 400 kHz. This adjacent signal can be 
41 dB higher than the wanted signal level, but it is not folded on to the wanted signal. 
Only its tail can interfere with the wanted signal. This interference is limited to the 
interference of the adjacent signal at fI F - 200 kHz when it is suppressed to the same 
level. The required mirror signal suppression is then : 

Required mirror signal suppression = 

41 dB 

9 dB 

32dB 

[signal at 400 kHz to wanted signal ratio] 

[signal at 200 kHz to wanted signal ratio] 
(5.1) 

l 
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Figure 5.7. The low-IF configuration in the frequency domain after downconversion, 
showing the wanted signal and its adjacent channels. 

This is equivalent with a 1.5° phase accuracy and a 225 rndB relative amplitude accu­
racy. These are however very safe values which may not be necessary. The interfer­
ence of the tail is probably very low and a much lower mirror signal suppression may 
be sufficient. The exact reduction of the interference performance caused by the tail of 
the signals at 200 kHz and 400 kHz from the carrier can be checked with a dedicated 
system level design software tool for RF which allows for bit-error-rate simulations. 
This has however not been done in the work that is presented here. With such soft­
ware it is possible to determine more exactly the required mirror signal suppression 
to achieve the specified frame error, bit error and residual bit error rates. The result 
however will, as shown in the previous paragraph, be lower than 32 dB. However, the 
quadrature generator is not only used to suppress the mirror signal in the receive path; 
it is also used to obtain the required single sideband upconversion in the direct up­
conversion transmitter. The specification for the suppression of unwanted sideband in 
the transmitter is higher (35 dB) and it is therefore pointless to determine the required 
mirror signal suppression more accurately by means of BER simulations. A phase 
accuracy of l O and 150 mdB is implemented. This is equivalent to a mirror signal 
suppression (receiver) and an unwanted sideband suppression (transmitter) of 35 dB. 

The choice of 100 kHz for the IF also has the advantage that the ~nwanted trans­
mission (during reception) of the LO signal is situated between two channels. This 
means that it does not directly degrade the quality of any signal in these channels: 
Nonetheless, the LO feedthrough to the antenna must be limited to -30 dB. 

94



118 CMOS WIRELESS TRANSCEIVER DESIGN 

in-band 

Figure 5.8. The blocking signal levels without HF bandpass and LF lowpass filtering. 

5.4.2.2 The Lowpass Filters. The lowpass filtering will be implemented within 
or directly after the downconverter. This is possible when the filters are limited to a first-order lowpass filter. A corner frequency of 300 kHz± 75 kHz, i.e. untuned, 
is proposed. These lowpass filters introduce, in combination with the automatic gain control (AGC), a further reduction of the dynamic range of the low frequency output signals. The required number of bits for the AID-converters is directly related to this 
dynamic range. The dynamic range reduction that can be achieved depends on the order of the lowpass filter that is implemented. Here a very compact implementation 
with only limited filtering capabilities is chosen, resulting in higher AID-converter specifications as they will also have to sample the signal in the close neighborhood of the wanted signal. There are two types of signals specified which can be present in the neighborhood of the wanted signal : adjacent channels and blocking signals. The adjacent channels are shown in fig. 5.7, the blocking signals in fig. 5.8. 

Fig. 5.7 shows that there can be a large adjacent signal at 400 kHz from the wanted signal channel. This signal is close to the wanted signal frequeI)cy and it can therefore not be suppressed with the lowpass filter when a corner frequency of 300 kHz ± 75 kHz is used. The required signal-to-noise ratio (SNR) for the wanted sjgnal is 9 dB (see section 5.3.2. l ), the signal at 400 kHz can, unfiltered, be 41 dB higher than 
the wanted signal, all signals further away will, due to the lowpass filtering, be less than or almost equal to 41 dB higher (e.g. first-order filtering of a -49 dBm signal at 600 kHz with a corner frequency of 300 kHz gives a 7 dB suppression resulting again 
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in a maximum signal of 42 dB higher than the wanted signal). The overall required 
dynamic range for the proposed receiver architecture is thus 51 dB (or 9 bits). 

At 600 kHz from the wanted signal carrier a blocking signal of -43 dBm can appear. 
The wanted signal of 99 dBm (3 dB above the reference sensitivity level) must under 
these conditions still achieve a signal-to-noise ratio of 9 dB. The required dynamic 
range would be 65 dB (i.e. 11 bits). A first-order lowpass filter with a ·worst case 
corner frequency of 375 kHz will attenuate the blocking signal at 600 kHz with 4.5 dB 
to -47.5 dBm and aU blocking signals further away will, due to the lowpass filtering, 
be less than -47.5 dBm. The required dynamic range is thus 60.5 dB (i.e. 11 bits). 

With higher order filtering the dynamic range can be reduced down to a theoretical 
value of 30 dB (or 5 bits) (this is the dynamic range of the wanted signal only for 
all possible signal levels). However, the cost of an 11 bit AID is not high anymore, 
especiaUy when a delta-sigma converter is used (because a conversion bandwidth of 
200 kHz is then sufficient) and it is therefore better to implement a transceiver with 
a lower complexity (an untuned first-order lowpass filter) at the cost of a better AID­
converter (11 bit at 200 kHz). 

The use of a lowpass filter with a nominal corner frequency of 300 kHz allows 
for an untuned implementation. An untuned implementation will result in a comer 
frequency variation (assuming 25 % variation in both directions due to capacitor and 
resistor variations) from 225 to 375 kHz. As shown above, 375 kHz will still give 
sufficient suppression of the adjacent signals. A 300 kHz corner frequency is situated 
100 kHz from the closest possible wanted signal component (situated from near DC 
to 200 kHz), resulting in this way in a minimal in band phase and amplitude distortion 
for the wanted signal. 

5.4.2.3 The AGC. The dynamic range of the low frequency output signals is not 
only determined by the ratio between the smallest possible wanted signal and the 
largest possible adjacent signals after filtering. The ratio between the smallest and 
the largest possible wanted signal is also important. This ratio gives a dynamic range 
of: 

Required dynamic range without AGC = 

[largest possible wanted signal] 

[smallest possible wanted signal] 

-12dBm 

(-102 dBm) 

9 dB 

99dB 

[required SNR on the smallest possible wanted signal] 

(5.2) 

This is a very large value, Because both cases can not appear at the same time, this 
dynamic range can be greatly reduced (down to the 60.5 dB spec of the previous 
paragraph) by using automatic gain control. 

.1 
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A high signal in the adjacent channels will limit the maximum applicable gain to 
the wanted signal to : 

Required gain when adjacent channels are present = 
6dBm 

(-43 dBm) 

(-3 dB) 

= 52dB 

[ output signal level] 

[largest possible adjacent signal] 
[signal loss in the duplexer]. 

(5.3) 

For the smallest possible wanted signal the maximum applicable gain is only limited 
by the blocking levels : 

Required gain for the smallest possible wanted signal = 
6dBm 

(-47 dBm) 

(-3 dB) 

= 56dB 

[ output signal level] 

[largest possible blocking signal) 
[signal loss in the duplexer) 

(5.4) 

18 dB of this gain is realized in the LNA, 38 dB must be realized during and after 
downconversion. 

The largest possible wanted signal is -I 5 dBm (i.e. -12 dBm - 3 dB signal loss in 
the duplexer). It requires an overall gain of: · 

Required gain for the largest possible wanted signal = 
6dBm 

(-15 dBm) 

= 21 dB 

[ output signal level) 

[largest possible wanted signal signal) 
(5.5) 

The 18 dB of the LNA must under these conditions be switched off (to prevent block­
ing at the input of the downconverters) and the gain after downconversion must thus 
be 21 dB. 

During and after downconversion a variable and controlable gain must be realized 
which can vary between 21 and 38 dB. This gain can be controlled by the digital 
modem chip by measuring the signal level after AID-conversion. The gain of the LNA 
must be switchable between O and 18 dB. 

5.4.2.4 DC Blocking Filters. Parasitic DC signals, mainly due to crosstalk be­
tween the mixer inputs, will still be produced in the low-IF receiver topology. The 
difference with the zero-IF receiver is that they do not interfere anymore with the 
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wanted signal and that they can therefore be suppressed without degradation of the 
wanted signal. The proposed low~IF approach uses only a limited low frequency fil­
tering (first order), also resulting in a limited gain (max. 56 dB) in the receive path. 
Different from the zero-IF receiver (where up to 5th order lowpass filtering and 80 dB 
gain is used) this means that the parasitic DC signals will not saturate the lowpass 
filters and that they can be sampled. The maximum DC signal that can appear after 
downconversion, lowpass filtering and amplification with the AGC is about -6 dBm. 
The following AID-converter can sample +6 dBm, so the DC-signal can be sampled by 
increasing the dynamic range of the AID-converters with 2 dB (i.e. 1/3 of a ·bit). The 
DC-signals can then be suppressed in the digital part. By postponing this suppression 
until after the final downconversion to the baseband (performed in the DSP, see sec­
tion 5.4.5), the DC signal suppression will be done intrinsically with the final 100 kHz 
lowpass filter (the DC signal is upconverted to 100 kHz in the final downconverter). 

5.4.2.5 The HF Bandpass Filter before the LNA. A high frequency, high Q pas­
sive filter must be placed before the LNA. Without filtering, there can be no gain im- · 
plemented in the LNA. An out-of-band signal of O dBm can be present and any gain 
would therefore saturate the input of the downconverters. When no filtering is used, 
direct downconversion (i.e. without first amplifying the antenna signal) is necessary. 
This would require from the down conversion mixers an input dynamic range of : 

Required input dynamic range = 

[highest possible blocking level] 

[smallest possible wanted signal level] 

OdBm 

(-102 dBm) 

9dB 

111 dB 

[required SNR on the smallest possible wanted signal level) 

(5.6) 

And the noise figure (NF) for the downconverters must be equal to the NF usually 
required from the LNA. These are specifications which are very hard to achieve, if not 
impossible. 

When a SAW (standing acoustic wave) filter with a bandwidth equal to the GSM 
mobile station receive band is used, the out-of-band blocking signals are suppressed 
and an LNA can be used. The maximally allowable gain for the LNA is equal to : 

Maximum allowable LNA gain = 

OdBm 

(-23 dBm) 

(-3 dB) 

= 26dB 

[highest allowed downconverter input signal] 

[maximum in-band blocking signal] 

[signal loss in the duplexer] 

(5.7) 
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A high gain is however hard to achieve at high frequencies and a lower LNA gain may 
be used at the cost of a lower NF spec for the downconverters. The use of a blocking 
filter will introduce some signal loss. A maximum of 3 dB signal loss for the duplexer 
- blocking-filter combination can be accepted. 

A second reason for using a SAW filter is the parasitic mixing with higher order 
harmonics of the oscillator. Without filtering, the antenna signal is broadband and 
a 0 dBm signal at e.g. 2.7 GHz can be mixed with e.g. a 30 dB suppressed second­
order LO harmonic, resulting in a -30 dBm signal. This signal would, after mixing, 
be superimposed on a -99 dBm wanted signal. A strong suppression before mixing of 
the signals at 2.7 GHz is thus very important. 

5.4.2.6 The LNA. The gain in tl)e low noise amplifier (LNA) may, according to 
equation 5.7, be maximally equal to 26 dB. High gains are however difficult to achieve 
at high frequencies. The gain in the LNA is therefore set to 18 dB. Under these cir­
cumstances the largest possible blocking signal after the LNA is equal to -8 dBm. The 
largest possible wanted signal (-15 dBm) would be amplified to +3 dBm which is a 
too large value for both the output of the LNA and the input of the multipliers. The gain of the LNA must therefore be switchable between O dB (used under the condition 
of a large wanted signal) and 18 dB (used under the condition of a low input signal). 

The required total equivalent input noise figure (NF) which must be achieved at all 
times at the antenna input (i.e. before the duplexer) is equal to : 

Required total equivalent input NF = 

= 

-102 dBm 

9dB 
(-173.9 dBm+ 53.0 dB) 

9.9dB 

[smallest possible wanted signal] 
[required SNR on smajlest possible wanted signal) 
[the noise of 50 Qin 200 kHz] 

(5.8) 
An extra margin must be taken on this value in order to meet the required speci­fication even when accumulation with other noise sources (like the downconversion 

mixers and the VCO) occurs [Bird RFD93]. The total equivalent input noise figure 
spec is therefore set to 9 dB (maximum value). The loss in the duplexer and blocking 
filter is assumed to be typically 3 dB, maximum 3.5 dB. The noise figure for the LNA 
is set to 4 dB (maximum value). 

5.4.2. 7 A Bandpass Filter between LNA and Downconverter. The use of a band­
pass filter between the LNA and the downconverter is not necessary when a highly lin­
ear LNA and a non-switching downconversion mixer are used. A bandpass filter after 
the LNA suppresses the second and third order harmonic components of the RF signal 
(at 1.8 and 2.7 GHz) which are generated within the LNA due to a limited linearity. A 

99



- ---·· .. ·------

HIGH-LEVEL SYNTHESIS 123 

switching mixer (multiplication with a square or near square wave) would bring these 
unwanted harmonics down to the same IF frequency as the wanted signal. The use 
of a CMOS technology allows for the realization of a highly linear LNA (2nd and 3rd 

harmonic components < -50 dB) and a highly linear non-switching mixer (2nd and 3rd 

LO harmonic < -30 dB), resulting in a sufficient suppression of the unwanted mixing 
products. · · 

From the above specifications the required input third order intercept point perfor­
mance, IP3, for the LNA and the mixer can be calculated. 2nd harmonic distortion 
can be sufficiently suppressed by using a fully balanced LO signal. The required third 
order distortion spec, HD3, will be reduced because of the filtering effects which will 
occur at 2.7 GHz. Assuming a value of 10 dB filtering, the HD3 specification becomes 
40 dB. The third order intermodulation, IM3, is 10 dB higher than HD3, resulting in 
an IM3 of 50 dB for an input signal of -26 dBm. This is equivalent to an IP3 of -
1 dBm(= - 26 dBm+ 50 dB/2). The mixer must then have an input IP3 of 17 dBm 
(i.e. -1 dBm+ 18 dB LNA gain). 

The elimination of the filter between the LNA and the downconverter offers many 
benefits. It reduces the number of external components, and thus the cost, and it also 
reduces the power consumption, because going off-chip to drive the external filter 
requires a matching circuit which can drive a 50 Q load. The extra advantage is that 
the linearity of the LNA can be much higher when the impedance which it has to drive 
is higher (e.g. 250 Q). 

5.4.2.8 The Downconverter. The NF required from the components after the LNA 
added to the noise of the LNA (5 dB), must be lower than the required equivalent input 
noise figure before the LNA under worst case conditions (i.e. 5.5 dB, or 9 dB - 3.5 dB , 
the duplexer loss). This gives an equivalent NF before the LNAfor the components 
after the LNA of 3.1 dB. The required NF of the downconverter, lowpass filters and 
variable gain amplifiers, is therefore : 

Required NF for components after the LNA = 
3.1 dB 

+ 18 dB 

21.1 dB 

[excess NF] 

[LNA gain] 
(5.9) 

A safety margin should be taken on this noise figure. The noise figure of the down­
converter is therefore set to 20 dB (maximum value). This value results in a total 
equivalent input noise for the complete receiver {i.e. LNA and downconverter) at the 
antenna input (before the duplexer) of 6.6 dB NF {the required value is 9.9 dB, see_ 
equation 5.8). The noise figure of a quadrature downconverter is 3 dB higher than the 
noise figure of its individual downconverters (see section 4.2.2.2). The required NF 
for each individual downconversion path is therefore 17 dB. 
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5.4.3 The Synthesizer 

5.4.3.1 The VCO. A low phase noise voltage controlled oscillator (VCO) is an es­
sential building block for the transceiver. The phase noise specification is determined 
by the unwanted downconversion of adjacent channels. For the adjacent channel at 
400 kHz this gives: 

Required phase noise due to adjacent channels = 

-41 dB 

9dB 

53.0dB 

= -103 dBc/Hz@ 400 kHz 

[adjacent signal at 400 kHz to wanted signal ratio] 

[required SNR on smallest possible wanted signal] 

[200 kHz bandwidth] 

(5.10) 

For the blocking signal at 600 kHz this gives : 

Required phase noise due to blocking signals = 

-102dBm 

9dB 

(-43 dB) 

53.0 dB 

= -121 dBc/Hz@ 600kHz 

[smallest possible wanted signal] 

[required SNR on smallest possible wanted signal] 

[blocking signal at 600 kHz] 

(200 kHz bandwidth] 

(5.11) 

The latter is more stringent and therefore taken as specification [Cran CASil95] . An 
extra margin of e.g. 4 dB must be taken on this value. 

5.4.3.2 The PLL. Two aspects determine the design of the PLL : the phase noise 
of the synthesized signal and the transient synthesizer requirements such as settling 
time [Cran CASII95, Gard 1979]. Noise arises from three sources : the phase noise of 
the reference source, the phase noise of the VCO and the phase noise introduced by 
the fractional-N synthesis with sigma-delta ("I',/ Ll) techniques. The "I',/ /1 technique is 
proposed because it gives a much better performance than the classically used accu­
mulators [Riley JSSC93, Riley CASil94J. 

The prescaler must have a tuning range equivalent to the required VCO tuning 
range. Since the phase noise of the reference is multiplied with the division factor, 
this number must not be too high. However, the reference frequency must not be too 
high either, in order to allow an easy implementation of the z.J /1 modulator and the 
phase detector. The PLL requires the following blocks : a divide by 64+N counter, 
a 26.0 MHz Xtal clock reference, a phase detector, a loop filter and a sigma-delta 
modulator. 
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· 5.4.3.3 The Quadrature Generator. The quadrature generator must produce qua­
drature output signals with a phase accuracy of less than 1 ° and a relative amplitude 
accuracy ofless than 150 mdB (requirements set by the low-IF downconversion topol­
ogy arid the direct upconversion transmitter topology, see section 5.4.2.1) in a broad 
passband around 9·00 MHz. The broad passband is required to serve both th~ reception 
and the transmission path and to avoid any necessity for tuning or trimming. A large 
bandwidth can be achieved by using a second-order quadrature generator structure. 

5.4.4 The Transmitter 

5.4.4.1 The Upconverter. The proposed transmitter uses a direct upconversion ar­
chitecture. In this topology baseband signals are directly upconverted to the wanted 
carrier frequency by means of quadrature multiplication. This ensures very low out-of­
band spurious signals and it requires no external high frequency filter for mirror signal 
suppression. In this topology the carrier frequency is equal to the local oscillator fre­
quency and special attention must be given to the possible influence of the antenna 
signal with its high output power level on the PLL control phase locked loop loop. 
This effect is minimized by using a separate power amplifier which is implemented 
on a different die and by using at the same time a fully integrated VCO. In order to 
have a very good isolation not only the vari-cap is integrated on the die with the VCO, 
but the complete LC-tank (the inductor included) is integrated with the VCO [Cran 
VLSI96]. In that case the VCO has not a single external pin with a high frequency 
signal on, making it very insensitive to the signal at the output of the power amplifier 
on a different die. Nonetheless special care must be given to the design and layout of 
a VCO with very low sensitivity, e.g. by using large signals ( +6 dBm) in the VCO and 
at the input of the prescaler/counter. Special care will also have to be given to a very 
good decoupling of power supply and ground nodes. 

Both the phase and amplitude information of the wanted signal, together with the 
frame shape information (for up and down ramping) is generated in the digital modem 
chip and synthesized with a 6 bit DI A-converter. Control of the output power level 
and suppression of second and third harmonic distortion components is performed in 
the power amplifier. The power amplifier is dr1ven from a preamplifier which delivers 
a 0 dBm output signal to a 50 Q load at the input of the power amplifier. 

The required SNR for the transmitted signals is 30 dB. This implies a quadrature 
accuracy of less than 1.5°. An extra margin of 5 dB is taken for this value. This 
sets the quadrature accuracy requirements to a 1 ° phase error and an amplitude error 
of 150 mdB. Third other intermodulation must be smaller than -30 dB and the input 
dynamic range must be higher than 30 dB. 

5.4.4.2 The Anti-Aliasing Filter. The baseband quadrature signals, synthesized 
with the D/ A-converters in the digital modem chip, have to be lowpass filtered for anti-
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aliasing before upconversion. Extra filtering is necessary when the input bandwidth 

of the upconversion mixers is not low enough to perform this task. Especially when 

delta-sigma DIA-conversion is used, this anti-aliasing filtering can be of a first-order 

untuned passive .nature which can be easily implemented in the digital modem chip. 

5.4.4.3 The Preamp. The preamp must convert a O dBm signal from a high.impe­

dance (e.g. 250 Q) to a 50 Q output impedance. Its most important specifications are 

input bandwidth (200 kHz) and IM3 ( < -30 dB). 

5.4.5 The Digital MODEM Chip 

The digital modemchip has to perform the following functions : 

■ peak value measurement of the sampled receive signal and control of the analog 

VGA; 

■ final downconversion of the receive signal at low IF to the baseband; 

■ AID and DIA with anti-aliasing; 

■ high order lowpass filtering of the baseband receive signal; 

■ demodulation of the baseband quadrature receive signal; 

■ baseband synthesis of the quadrature signal to be transmitted. 

Only the functions in italics are different from the classical digital modem chips for 

zero-IF or zero-IF like receivers. The digital circuitry must of course also control the 

signal flow (frequency and time allocation), output levels and switching of the antenna 

signal, but this has no influence on the design of the analog transceiver front-end part 

as proposed here. 

5.4.5.1 The Final Downconversion, The block diagram for the digital downcon­

version from the 100 kHz IF frequency to the baseband, is given in fig. 5.9. The 

baseband signal, generated in the analog front-end is sampled with a 10 bit accuracy. 

The wanted information is still centered around the 100 kHz IF frequency, together 

with the mirror signal which is not yet suppressed and which has to be suppressed 

in the digital modem chip. The input signal is still a broadband signal (up to several 

MHz), but its dynamic range is guaranteed to be, for all frequencies, lower than 66 dB 

(see section 5.4.2.2). Only the lowest baseband signal, from DC to 200 kHz, has to 

be sampled with this accuracy. For all other signals it is only important that ~bey do 

not saturate the AID-converter and that they do not give aliasing components into the 

wanted signal band. Saturation can not occur as all signals bave a dynamic range lower 

than 66 dB. Aliasing can occur when non sufficient anti-aliasing filtering is performed. 
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Figure 5.9. Final downconversion to baseband in the digital modem chip. 

How much anti-aliasing has to be performed depends on the used oversampling ratio 
in the AID-converters. A I:,/ ~-converter would have a very high oversampling ra­
tio and a first-order anti-aliasing filter would suffice. This requires however the use 
of a decimation filter which has to be implemented in the digital signal processing 
part [Optey KUL90]. A trade-off can therefore be made in the digital design and the 
choice of the AID-converter. 

The final downconversion is performed in the digital modem chip by means of a 
double quadrature multiplication of the sampled signal with a quadrature sinusoidal 
signal of l 00 kHz. This will downconvert the wanted signal to the baseband, centered 
around DC, and it will upconvert the mirror signal to a center frequency of 200 kHz. 
This means that after this operation they can be separated by means of lowpass fil­
tering. For the actual implementation of the sine generator and the multipliers many 
trade-offs can be made. A lot depends on the used clock frequency and the ratio be­
tween the clock frequency and the IF of 100 kHz. The use of a I:, ~-converter for the 
AID-converter results, before decimation, in a bit stream signal. This has the advan­
tage that multiplication of this bit stream signal with a sine and cosine reduces to the 
inverting and non-inverting of numbers. Decimation can then be performed after the 
final downconversion together with the lowpass filtering. Again, many. trade-offs can 
be made in the design of the digital signal processor. 

5.4.5.2 The Digital Lowpass Filter. After the final downconversion all unwanted 
signals (mirror signal, adjacent channels and the upconverted parasitic baseband sig­
nals) must be fully suppressed. This can be done with two high order (e.g. 64 or 128 
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Figure 5.10. Peak detection, gain control and lowpass filtering in the digital modern 

chip. 

taps) digital lowpass filters with a corner frequency of 100 kHz. Fig. 5.10 shows the 
position of these lowpass filters. These filters are not different from the lowpass filters 
used in any other receiver topology. The corner frequency has to be taken slightly 
lower (e.g. 98 kHz) in order to also fully suppress the upconverted DC-signals which 

are now situated at 100 kHz. 

5.4.5.3 Peak Detection and AGC Control. After each filter operation the signal 
levels must be adjusted to the input signal capability of the succeeding stages. This 
is done by means of two AOC functions : an analog-digital AGC for the first lowpass 
filtering and a fully digital AOC for the fin'al high order lowpass filtering. The analog­
digital AGC is an analog VGA amplifier controlled from a digital peak-detector. The 
VGA can be changed in steps of 6 dB. The gain must be increased with 6 dB when 
the maximum of the peak values of the sampled I and Q signal is lower than -8 dB 
below the input signal capability of the AID-converters (+6 dBm). The gain must be 
decreased with 6 dB when the maximum of the peak values of the sampled I and Q 
signal is higher than 1 dB below the input signal capability of the AID-converters. The 
gain of the LNA ( 18 dB) must be switched off when the gain of the analog VGA can 
not be decreased any further while, according to the previous rule, it should. The gain 
of the digital AOC must be able to be varied between O and 55 dB. 

5.4.6 Overview of Circuit Level Specifications 

Fig. 5.11 shows the obtained level diagram for the proposed low-IF receiver architec­
ture. The signals in fig. 5.11 are : 

(1) : The highest possible wanted signal 

1 
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Figure 5.11. Level diagram for the proposed GSM transceiver. 

(2) : The smallest possible wanted signal when high adjacent channels are present 

(3) : The smallest possible wanted signal 

(a) : The highest possible blocking level under condition (3) 

(b) : The highest possible unwanted adjacent signal under condition (2) 

Tables 5.5, 5.6 and 5.7 give an overview of the derived building block specifica­
tions for respectively the receiver, the synthesizer and the transmitter of the proposed 
transceiver chip for GSM. 

5.5 CONCLUSION 

In this chapter the full high-level design of a GSM transceiver front-end was given as a . 
practical illustration of the new design techniques which where proposed in chapters 3 
and 4. As receiver architecture a low-IF receiver with the final downconversion per­
formed in the baseband, was proposed. On the one hand, this architecture gives a good 
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Table 5.5. Overview of the derived building block specifications for the receiver of the 
proposed GSM transceiver chip. 

Receiver 

BUILDING BLOCK SPECIFICATION VALUE 

HF bandpass filter Passband 935 MHz to 960 MHz 

Signal loss ~ 3.0 dB, typical 

LNA Gain 0 dB or 18 dB, switchable 

Bandwidth > 1 GHz 

Output signal capability -8 dBm 

Input signal capability -26 dBm 

-13 dBm with O dB gain 

Input IP3 -1 dBm 

Noise figure < 4 dB with 18 dB gain 

Downconversion mixers IF frequency 100 kHz 

Input bandwidth 1 GHz 

Output bandwidth see lowpass filter 

Input signal qpability -8 dBm 

Input IP3 13 dBm 

Output signal capability see VGA · 

LO mixing signal 0 dBm 

Conversion gain 21 dB, part of the VGA gain 

Noise figure < 17 dB 

Lowpass filters Corner frequency 300 kHz ± 75 kHz 

Variable gain amplifiers Gain 21 to 38 dB, in steps of 6 dB 

Bandwidth see lowpass filter 

Output signal capability 6dBm 

AID-converters Input bandwidth 200kHz 

Dynamic range 11 bit 
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Table 5.6. Overview of the derived building block specifications for the synthesizer of 
the proposed GSM transceiver chip. 

Synthesizer 

BUILDING BLOCK SPECIFICATION VALUE 

VCO Tuning range 890 MHz to 960 MHz 

Phase noise -121 dBc/Hz@ 600 kHz 

Phase locked loop Reference frequency 26MHz 

Frequency divider 64+N counter, with N = L9 

Quadrature generator Center frequency 900MHz 

Bandwidth > 200MHz 

Output signal 0dBm 

Phase accuracy < 10 

Amplitude accuracy < 150mdB 
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Table 5.7. Overview of the derived building block specifications for the transmitter of 
the proposed GSM transceiver chip. 

BUILDING BLOCK 

Upconversion mixers 

Preamp 

Transmitter 

SPECIFICATION 

Output bandwidth 

Input bandwidth 

LF input signal 

Output signal 

IM3 

Oscillator feedthrough 

LO mixing signal 

Conversion gain 

Bandwidth 

IM3 

Input signal capability 

Output signal capability 

Gain 

Output driving capability 

VALUE 

l GHz 

> 150kHz 

+6dBm 

0dBm 

< -30dBm 

<-30dBm 

0dBm 

-6dBm 

1 GHz 

< -30 dB 

0 dBm (high impedance) 

0dBrn 

OdB 

SQQ 

1 
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example of the high degree of integration that can be achieved by using the complex 
signal techniques to synthesize the receiver and transmitter architecture. On the other 
hand, this architecture gives also a good insight in how, with an ever further evolution 
of ND-converter technology, the interface between analog and digital signal process­
ing can be placed closer to the antenna. The proposed high-level design for a GSM 
transceiver front-end is therefore a representative example of how transceiver design 
for future generations wireless applications will be different from the classically used 
techniques. 
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6 BUILDING BLOCKS FOR CMOS 
TRANSCEIVERS 

6.1 INTRODUCTION 

Today, transceiver implementations usually use a combination of different technolo­
gies : CMOS for the baseband digital signal processing, silicon bipolar or BiCMOS 
for the downconversion, upconversion and IF signal processing and for instance GaAs 
for the LNA, the duplexer and the power amplifier. The level of integration that is 
reached in transceiver design is therefore, especially when compared to other inte­
grated telecommunication realizations, still very low. Market demands are however 
for a lower power consumption, a lower weight and physical volume and a lower cost. 
These demands require an evolution to a much higher degree of integration. This can 
be achieved by using new receiver and transmitter topologies (see chapter 3), but it 
also requires a unification of the technology used for the design of transceiver build­
ing blocks. 

A transceiver's baseband DSP consists of an enormous amount of digital gates (up 
to several hundred thousand gates). On itself it occupies more than 7 5 % of the totally 
used chip area in a transceiver. It is therefore obvious that it has to be realized in 
the technology which offers the highest possible density at the lowest possible power 
consumption and cost price. This means that for the DSP state-of-the-art CMOS tech-
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nologies have to be used. The use of any other technology, including BiCMOS tech­
nologies, would result in a significant reduction of the performance, an increase of the 
required chip area and a significant increase of the chip cost. Often it is argued that the . 
cost price per area of a BiCMOS technology is only slightly (e.g. 50 to 100 % ) higher 
than the. price per area of an advanced sub-micron CMOS process, which would make 
BiCMOS the preferred technology for RF integration because of the higher degree of 
integration and the faster design cycle that can be achieved. Today, when looking at 
the single-chip integration of the analog transceiver front-end, this is true, especially 
because the chip area required for the implementation of analog circuits does not de­
pend so much on the minimal gate lengths of the MOS devices in the used technology. 
However, as stated before, BiCMOS can not remain the preferred technology in the 
future if one is going to consider the single-chip integration of the full transceiver. A 
BiCMOS technology has only advantages for the analog front-end part which is only 
25 % or less of the full transceiver chip area. For the remaining 75 % of digital cir­
cuitry it has no advantages. ·1n fact, the area and cost of a DSP increases significantly 
when it is realized in BiCMOS instead of the most advanced CMOS process. This 
means that either the idea of full transceiver integration must be abandoned or new 
design techniques will have to be developed which will allow the implementation of 
RF circuits in the preferred process for the DSP, the most advanced sub-micron and 
deep sub-micron CMOS processes. 

There is of course one major drawback when using a CMOS technology for the 
realization of RF circuitry: the poor performance of MOS devices compared to bipolar 
devices. Bipolar devices can have, for the same current, a 5 to 10 times higher gm 
than nMOS transistors. This is a property which will not change with the further 
development of CMOS technologies towards deep sub-micron gate lengths. This MOS 
property is mainly a drawback for the realization of output buffers which have to drive 
signals off-chip into a 50 Q load. These are power consuming building blocks and a 
good power efficiency is therefore one of their main requirements. The use of new 
receiver and transmitter topologies that can be highly integrated, reduces this problem 
considerably. IF stages are omitted (see chapter 3), and in this way the number of high 
frequency output nodes terminated to 50 Q is reduced from 3,4 or 5 to only one, i.e. 
the output of the transmitter. 

A more important problem is the poor frequency performance of a MOS device 
compared to a bipolar device. A MOS device with a 5 times lower 8ml I ratio than 
a bipolar transistor, will on top of that also have a lower fr. A bipolar transistor 
can have an fr of 30 GHz. In today's sub~micron technologies, an nMOS transistor 
has at a low Vas - Vr (i.e. in the region where it has a good p'ower efficiency) an 
fr of maximally 10 GHz. The further downscaling of CMOS technologies to deep 
sub-micron gate lengths, like 0.15 µ,m, will however resolve this problem. fr 's of 
I 00 GHz have already been reported [Gray CICC95] and because of the much higher 
investments made for the development of CMOS processes than bipolar, it may be 
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expected that bipolar and BiCMOS technologies will not be able to follow this trend. 
With fr 's ofnMOS devices getting close to the Jr's of npn devices, deep sub-micron 
CMOS technologies will become a viable alternative for BiCMOS technologies to 
do system integration. In fact, some silicon foundries may decide not to develop a 
BiCMOS technology anymore derived from their deep sub-micron CMOS process. 
Instead they may choose to develop only an analog version (i.e. add only nigh quality 
resistors and capacitors) of their highly advanced CMOS process, making it in this 
way suited for the realization of advanced full system integration. 

In this chapter the realization of analog transceiver front-end building blocks in 
CMOS is studied. The goal is to demonstrate that RF circuits realized in deep sub­
micron CMOS technologies can be an alternative for bipolar RF circuits and that they 
can achieve equal or better performances. For this, new circuit techniques have to be 
developed which exploit the advantages of CMOS and which overcome its disadvan­
tages. It is not the intention to obtain improved results based on specific features of 
newly available CMOS technologies. Instead, circuit design techniques are introduced 
which depend on general properties of MOS devices and chip realizations are made 
in a wide variety of sub-micron CMOS technologies that have passive components 
available. In this way it is assured that the circuit design techniques for CMOS RF 
integration which introduced and demonstrated in this chapter will also hold for future 
generations of sub-micron and deep sub-micron technologies. 

6.2 CMOS MIXERS 

6.2. 1 Multiplying in CMOS 

The linearity of an RF mixer is in most cases rather limited. The Gilbert topology is 
the most common used in a bipolar technology [Gilb JSSC68, Gilb ISSCC83]. Its op­
eration is based on a translinear configuration, i.e. the use of the exponential voltage to 
current conversion of the bipolar transistor. Techniques like predistortion and emitter 
degeneration are necessary to obtain a reasonable linearity. Imperfections in this struc­
ture combined with a limited matching will render a third-order intercept point (IP3) 
which can only be slightly larger than O dBm [Meyer JSSC86]. In CMOS a double 
balanced structure which cancels out the quadratic term of the MOS transistor can be 
used [Saban JSSC85, Song JSSC90]. These mixers not only have a limited linearity 
which highly depends on matching, even more important is their limited frequency 
range. The input transistors of these mixers can only be biased with a relatively small 
V cs - Vr in order to keep them in saturation at all times. The res4lt is large input 
transistors which limit the maximal achievable input bandwidth to about 100 MHz. 

A better solution is to use the transistors in the linear region, preferably with a large 
V cs - Vr. In this way a small Rvs can be realized with a small transistor, allowing 
a high input bandwidth. This property has been used to realize high frequency GaAs 
commutating mixers [Rober 1989]. The transistors are being used as pass-transistors 
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138 CMOS WIRELESS TRANSCEIVER DESIGN 

and therefore the linearity of these mixers does not depend on the voltage-to-current 
conversion characteristic of the transistors. The linearity is mainly determined by the 
speed limitation of the pass-transistors and by the generation of spurious signals during 
switching. This technique can also be used in CMOS. The output signal after com­
mutation is however still a high frequency signal and it can therefore not be further 
processed in CMOS. However, receivers only require a downconversion mixer and 
this means that the output bandwidth may be limited. A solution based on subsam­
pling with a switched-capacitor structure has been proposed in [Chan ESSC93, Shen 
ISSCC96, Sheng ISSCC96]. The MOS-transistors are used as pass-transistors and an 
IP3 of 27 dBm has been reported. Drawback of subsampling is the high noise level 
that is obtained due to aliasing. 

A CMOS mixer with very high linearity can be realized by using the linear voltage­
to-current characteristic of the MOS transistor in its triode region [Song JSSC86]. The 
use of a double balanced structure cancels out the common-mode DC biasing signals 
and the non-linear dependency of 8Ds on VDs• The remaining problem is still the 
further processing of the high frequency output current. This limits in [Song JSSC86] 
the bandwidth to 200 MHz at the cost of a high power consumption and a reduced 
linearity of the output stage. 

6.2.2 A Highly Linear CMOS Downconversion Mixer 

Fig. 6.1 presents a new downconversion mixer topology with a very high linearity. The 
proposed topology is based on the topology of [Song JSSC86] and [Czarn CAS86] 
which use a cross-coupled structure of 4 nMOS transistors modulated in their linear 
region. There is however a very important difference. Two e>ttra capacitors have been 
added on the virtual ground nodes of this topology (the capacitors Cv in fig. 6.1). 
Indeed, the output stage, the opamp and the feedback resistors, which convert the 
output current of the mixing transistors back into a voltage, must, in a downconversion 
mixer, only be able to produce low frequency output signals. However, in order to let 
the input structure operate correctly for all frequencies, there may not be a signal on 
the virtual ground nodes of the mixer at any time. This is normally obtained with the 
feedback structure over the opamp which creates the virtual ground at its inputs, but 
when the op-amp is only capable of creating this virtual ground for low frequencies 
the transistors in the input structure will operate as pass-transistor for high frequency 
signals. It is for this reason that the capacitors Cv have been added. They ensure that 
all high frequency currents injected to the virtual ground nodes are filtered out and 
not converted into voltages. At low frequencies, the opamp iitill generates the virtual 
ground. By using the structure of fig. 6.1, it becomes possible to split the design of the 
input structure and the opamp. The input structure can now be optimized for operation 
at very high frequencies (more than 1 GHz), while the opamp can be designed for low 
frequency operation (a few MHz). 
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Figure 6.1. The proposed topology for a highly linear downconversion mixer. 

With a perfect virtual ground, the currents through the modulated transistors are 
given as [Laker 1994] : 

lns,1 = ( 
+ vta - Vw,nc) ( + ) /31 · VRF - Vw,nc - Vrn.t -

2 
· Vw - Vw,nc 

lns,2 = ( 
- Via-Vwnc) ( ) h · VRF - Vw,nc - Vrn,2 -

2 
· · Via - Vw.nc 

los.3 = ( 
+ VLa - Vw DC) ( ) /33 · VRF - Vw.nc - Vrn,3 -

2 
· ·· Via - Vw,nc 

l ns.4 = ( 
- vta-VLO,DC) ( + ) /34 · VRF - Vw.nc- VTn,4 -

2 
· Vw - Vw.nc 

(6.1) 

The bulk effect gives in first order a linear change around the bias point which 
is canceled with the double balanced structure [Song JSSC86]. Assuming perfect 
matching and no bulk-effect, the output signal is then : 

V,!, - v,;;;1 = R.r · ((/1 - /4) - (h - /z)) 

= /3 · Rt· (V;F - ViF) · (Via - Vi 0 ) (6.2) 

Mismatch between the input transistors has two effects. /3 and VT mismatches both. 
result in the appearance of residual DC-offset voltages. These offset voltages either 
appear directly on the output of the mixer or they result in direct feedthrough of the 
RF and LO signal to the output caused by multiplication of these signals with the 
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offset voltage. The RF and LO signal are however high frequency signals. A direct 
feedthrough of these signals will therefore be strongly suppressed by the added capac­
itors Cv, The second effect, caused by /3 mismatch, is the appearance of a quadratic. 
Vw component in the output signal (see section 2.4.2 for more information on this 
effect). 

V,!r - V,;;;1 = f3 ·Rf· (VitF - ViF) · (Vto - Via) 

+;,.,,13 ·Rf· (Vto - Vio)2 (6.3) 

This explains why the RF signal is best applied to the gates of the modulating tran­
sistors. A quadratic VRF component would be highly unwanted. The squared RF 
signal has frequency components at twice its center frequency and at the baseband. 
The high frequency components are filtered out, but the baseband components will 
degrade the wanted baseband signal. The bandwidth of this parasitic baseband signal 
is equal to the bandwidth of the RF signal ( e.g. 100 MHz). Most of its power will how­
ever be situated at the lower frequencies, in a band equal to the correlation bandwidth 
of the RF signal (which is about equal to the bandwidth of a transmission channel, 
e.g. 200 kHz). The squared LO signal results only in an extra DC component at the 
output of the opamp. This DC signal can also be a problem. It can be as large as the 
wanted signal and in that case it will saturate the succeeding filters, but with the use of 
dynamic DC suppression techniques these components can be sufficiently suppressed 
without generating too much distortion [Rab ACD93] (see also section 2.4.2). 

6.2.2.1 Mixer design. The DC biasing levels of the RF and LO signal must be 
chosen carefully. There will be a lot of distortion when the modulating transistors are 
not kept in the triode region at all times. Fig. 6.2 and equation 6.4 define the voltages 
applied to the sources, drains and gates of the modulated transistors. m(t) is in this 
equation the normalized antenna signal, varying between -1 and + 1. 

v;F = VRF,DC + VRF.AC 'm(t) 

ViF VRF,DC - VRF,AC · m(t) 

Via = Vw,vc + Vw,Ac · sin(wot) 

VZo Vw.Dc - Vw,Ac · sin(wot) (6.4) 

The smallest possible level that can appear at the gates is VRF,DC - VRF,AC· This 
level must be at least a Vr higher than the largest possible source level, which is 
Vw,DC· Otherwise the transistors will be turned off during a part of each mixing 
period. Saturation of the modulated transistors will appear when the largest possible 
drain-source voltage V vs becomes higher than the smallest saturation voltage V DS .. wt 

that can appear. The highest possible drain-source voltage is V LO.AC· The saturation 
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Linear region Saturation 

Figure 6.2. Definition of the different voltages applied to the source, drain and gate of 
one of the mixing transistors. 

voltage is equal to VGs - Vr and its smallest possible level is VRF,DC - VRF,AC -
Vw,nc - VT. Continuous operation in the linear region is thus guaranteed when: 

VGs,nc > VRF.AC + Vw,Ac + VT (6.5) 

Continuous operation in the linear region is not necessary. Saturation does not 
directly result in distortion. Operation in the saturation region results in the generation 
of quadratic components, but the cross-coupled double balanced structure makes sure 
that all quadratic components in the voltage to current conversion characteristic of 
the modulated transistors are cancelled out [Baban JSSC85, Song JSSC90]. It is only 
under the influence of mismatch between the four mixing transistors that they will 
interfere with the correct operation of the downconversion mixer. Therefore, excursion 
in the saturation region may be aliowed up to a certain point. The lower limit for 
correct operation becomes : 

(6.6) 

The proposed downconversion mixer is designed to operate on a 5 V power supply 
voltage in a standard 1.2 µm CMOS process. Information on the proposed process can 
be found in appendix A. The LO DC level is taken to be 1.15 V, making the maximal 
LO signal that can be applied 4.6 V p1p differential (this is equivalent to 17 .2 dBm). 
An RF DC level of 3.85 V allows an input signal of 4 times VRF.DC - Vw,nc - VT, 
which gives 8 V p1p differential or 22.0 dBm for the 1.2 µ,m CMOS process. These are 
very high values for an RF mixer, resulting in a topology which renders an excelient 
linearity. Saturation will occur when 4 · (VRF,AC + Vw.Ad > 8 Vp1p· J'he applied LO 
signal is for this reason limited to 2.5 Vptp differential, so that an RF signal of 5.5 V ptp 

still can be applied without driving any of the modulated transistors into its saturation 
region. 

The use of a large VGs - VT makes it possible to realize a large nominal (i.e. 
biased at V RF,DC) conductance g ns with a smalI transistor, which gives small parasitic 
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capacitances (less than 20 fF) and thus a high input bandwidth. The W / L of the 
modulated transistors is 6, their gvs is 1 mS. The four modulated transistors are the 
only high frequency part on the chip and they take up very little area. Because of 
their small parasitic capacitances the on-chip RF-to-LO crosstalk, which is mainly 
determined by the absolute mismatch between Ccs values, is also very small. Hence, 
RF to LO crosstalk is mainly caused by off-chip crosstalk and crosstalk between the 
bonding wires. The mismatch between small transistors may be large, resulting in a 
larger self-mixing of the LO signal. A trade-off has to be made here, but in general 
more LO self-mixing can be allowed than RF-to-LO crosstalk (see previous section). 

The use of a large V cs - VT, and thus small mixing transistors, has also as effect 
that the input bandwidth is completely determined by capacitances of the bonding 
pads. As a result very high frequency performances can be achieved. 

6.2.2.2 Frequency Domain Behavior. The wel1 known negative feedback config­
uration of fig. 6.3 suppresses any signal at the virtual ground node when a perfect 
opamp is used. An opamp has however always a limited gain-bandwidth GBW and 
DC-gain A0 . With a limited GBW the transfer function from the input to the virtual 
ground becomes (Ao, CI and Cv are not taken into account): 

R.1 . CV CV 

Vv -·J A• j 
R;n 2rr · GBW 

~ 2rr · GBW (6.7) 
Vin Rr+R;n (I) CV 

1 + . 
. J2rr · GBW I + A . j 2rr · GB W 

R;n 

The transfer function from the input to the output is : 

- RI 
V"u' R,n -A 

~ (6.8) 
Vin Rf+R· (i) CV 

I+ rn 
-j2rr · GBW 

I+A•j G W 
R;n 2rr · B 

Normally, the conclusion to be drawn from these equations is that the GB W must 
be a certain factor higher than the highest frequency component that has to be pro­
cessed. This is also true if the circuit would be used as lowpass filter with an extra 
capacitor CI in the feedback loop. However, here in the mixer topology the situation 
is different. There is a very large spectrum of input currents to the virtual ground node, 
basical1y starting from DC up to twice the LO frequency (more t)lan 2 GHz), but the 
wanted signal takes up only a few hundred kHz situated at the baseband. The output 
bandwidth BW, given in equation 6.8 as GBW / A, only has to be 500 kHz or more. 
By designing it to be I MHz this specification is fulfilled independent of absolute pa­
rameter variations. Equation 6.8 shows that this limited bandwidth can be realized 
by using an opamp with a small GBW. In combination with a feedback capacitor Cf 

T 

118



I 

l 

BUILDING BLOCKS FOR CMOS TRANSCEIVERS 143 

Figure 6.3. The negative feedback configuration (represented single-ended). 

the bandwidth can be lowered further and positioned more accurately. The use of an 
opamp with a small GB W poses however a problem. As equation 6.7 reflects, beyond 
the BW the input signal is directly transferred to the virtual ground node. It is not 
suppressed anymore by the opamp via the feedback construction. The solution for this 
problem can be found in adding extra capacitance to the virtual ground nodes. This 
introduces an extra pole in both equation 6.7 and 6.8 situated at l/(2rr · Rin Cv), In 
order to suppress the signals appearing on the virtual ground without changing the 
output bandwidth, its value must be positioned between 1 / (2n · Rf Cf) and the B W. 
Fig. 6.4 displays the transfer function from the input to the virtual ground and the 
output, asuming a perfect opamp with an open-loop gain Ao. 

6.2.2.3 Opamp Design. The opamp topology is shown in fig. 6.5. It is a symmetri­
cal folded cascode structure succeeded by a source follower which performs buffering 
and level shifting. The opamp runs on a 5 V power supply voltage. The output DC 
level is 1.15 V. It is kept on this level with a standard type common-mode feedback : 
the common-mode signal of the output is measured at the middle of a high-ohmic re­
sistor placed between the two output nodes. Table 6.1 gives the W and L values for 
the different transistors in the proposed opamp. The GB W of the opamp is 100 MHz, 
but because of the partial feedback the second, non-dominant, pole can be situated at 
only 30 MHz. The feedback resistors over the opamp are 60 kr.l, which makes the 
conversion gain very high. The conversion gain is almost 20 dB for a 12 dBm LO 
signal. An extra lowpass filter of I MHz is implemented with the feedback capacitors 
Cf (2.5 pF). This small output bandwidth and the high conversion gain are required 
by for instance a zero-IF or low-IF type receiver structure. The extra filtering and am­
plification that is performed in the output stage of the mixer relaxes in these topologi~s 
the specifications for both the output stage of the opamp and the succeeding stages of 
the receiver because of the reduced dynamic range of the output signal when it is more 
filtered. 
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Figure 6.4. Transfer function of the mixer used as amplifier {the dotted line gives the 
transfer function to the virtual ground node when Cv is not present). 
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Figure 6.5. The circuit topology of the low frequency opamp. 
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Table 6.1. Device sizes for the low frequency opamp. 

DEVICE TYPE SIZES 

Ml pMOS w = 864 µ,m, l = 1.5 µ,m 

M2 pMOS w = 432 µ,m, l = 1.5 J-lm 

M3 nMOS w = 168 µ,m, l = 1.2 J-lm 

M4 nMOS w = 552 µ,m, l = 3.0 µ,m 

M5 pMOS w = 864 µ,m, l = 3.0 µ,m 

M6 pMOS w = 312 µ,m, l = 2.2 µ,m 

M7 nMOS w = 42 µ,m, l = 1.2 µ,m 

M8 nMOS w = 312 µ,m, l = 1.2 µ,m 

Cc Cap C =3pF 

6.2.2.4 Noise, Power Consumption and Optimization. The noise figure (NF) of 
the HF mixer is a very important parameter in receiver design. In a receiver the mixer 
is positioned directly after the LNA and a mixer with a high NF can only be used in 
combination with a high quality LNA. In this case the LNA must have a high gain 
which, in turn, can only be allowed when the antenna signal is first filtered with a high 
Q HF filter. The problem with mixers is that their NF can not be made arbitrarily 
small. Their NF can not even be in the proximity of the NF's that can be achieved 
with LNA's. This is due to the intrinsic nature of the mixing process. 

The two main noise sources in the presented mixer are the modulated input transis­
tors in the triode region and the input stage of the LP opamp. The thermal output noise 
density generated by these devices is (with the factor 2 introduced by the differential 
operation) : 

2 (2 1 2 2) dv0 u1 =2-4kT- 3 --_--(R1·2gns) +2gns·R1 -df 
gm,m,eq 

(6.9) 

Equation 6.9 gives the output noise density for the mixer biased in its static opera­
tion point. The modulated transistors have however, under transient conditions, always 
the same impedance (2gns) to the virtual ground nodes. For this reason equation 6.9 
is, for the presented topology, also a good measure for the output noise density under_ 
transient operation conditions. The equivalent input noise can be found by dividing 
this expression by the conversion gain G. The conversion gain is defined as the ratio 
of the output signal over the input signal (V0~ 1 - V<;;,

1
; v;F - ViF) and follows from 
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equation 6.2 : 

G = 

= (6.10) 

The first ./2 appears because the multiplication is performed with a sine and not a 
square wave. This implies that the RMS value of the LO signal has to be used. The 
second ./2 is necessary because only the low frequency mixing product is regarded as 
wanted. Dividing equation 6.9 by equation 6.9 results in : 

= _l_ . dv2 = ( 2 ) 2 . dv2 
G2 OU, R . R. (V + _ v- ) OUI 

f '/J ' LO LO ptp 

= 8kT. ( 4gns )2. (~. _l_ + _I_) ·df 
f3 • cvto - VZo)prp 3 gm,in,eq 2gns 

( 
2gns )

2 (2 I I ) - BkT, 2·-- · -·---+- ·d/ 
f...gns 3 gm,,n,eq 2gns 

(6.11) 

The factor 4gns/ l!;.gns is the extra term intrinsic to any mixer or double balanced 
structure (see section 4.2.2.2). It is equal to the ratio between the gain of the mixer used 
as single balanced amplifier and the conversion gain A/ G. For low noise, this term 
should be as low as possible. The noise can also be lowered by using a larger 8m,in,eq 

and gns, but this is at the expense of a higher power consumption. The .minimal value 
for this extra term is found when the swing of the LO signal is maximal. 

A 
G 

2gns 4 · f3 · (VGs - Vr) 
= 2. -- = ---,-------

1!;.gDs fJ · (V!o - VZo)prp 

= 4 . VnF,DC - VLo.nc - Vr 

(Vio - VZo)prp 

( ~) ntin,RF@~ate., 

VRF,Dc - Vw,nc - Vr 

2· Vw,nc 

(;) m.in,LO@gate.1· = 
VRF,DC - VLO,DC - V7 = 

2 
2 · (VRF,DC - Vw,Dc - Vr) 

(6.12) 

(6.13) 

(6.14) 

So, according to equation 6.14 for the case in which the LO signal is applied to 
the gates of the modulated transistors, this means that the mixing function adds at 
least 6 dB to the NF. For the rest the NF is directly determined by the conductivity of 
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. a single modulated transistor (g vs) and by the transconductance value of the opamp 
input stage (gm,in,eq), just like in any other amplifier with negative feedback. The 
noise of the opamp input stage can be made sufficiently small without requiring too 
much power by using large input transistors (and a small V Gs - VT). This is possible 
because the opamp only has to be LF and there is already standing 25 pF (C0 ) at 
the input nodes. The only limitation is that the internal slew-rate of the output may 
become too low when its input transistors are too large for a given transconductance. 
The value of g DS can not be made arbitrarily large because this conductor has to be 
driven by the LO, resulting for a high gDs of the mixing transistors in a high power 
consumption for the LO signal generator. 

From equation 6.13 it might seem that the NF can be made arbitrarily small when 
the RF signal is applied to the gates by taking VRF,DC - Vr < 2· Vw,DC· This implies 
however a reduction of the input swing and in this way the dynamic range (DR) at the 
input is not improved. It is not only necessary to minimize the NF of a mixer. It is its 
input signal capability (i.e. the DR) which must be optimized and compared with the 
power consumption. A good measure for the performance of a mixer is its efficiency 
as defined in section 4.2.2.2. Here this gives : 

T/RF@gat•., 
DR 
-·kT-BW p 

(! Y · ~ . kT. BW 

(VRF,DC - Vw.Dc - VT)2 

(
A )

2 
l 8kT· - •--•BW 

G 2gDs 
1 

- ~ 1.5 % 
64 

(6.15) 

The power efficiency of a high quality low frequency amplifier is about 10 %. The 
power efficiency of the presented mixer topology is 1.5 %. This value takes the power 
efficiency of the LO signal source not into account. 1.5 % is a very high value for 
high frequency mixers, which have intrinsically a low efficiency (for comparison : a 
typical Gilbert mixer with a 12 dB NF, a +6 dBm IP3 and a power consumption of 
3 mW, has an efficiency of 0.2 % [Gilb JSSC68]). Only a commutating mixer with a 
downconversion topology can give a better efficiency. Theoretically its efficiency can 
be up to 1.4 times better than the efficiency of a true sinusoidal mixer as presented 
here .. 
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a single modulated transistor (gDs) and by the transconductance value of the opamp 
input stage (gm,in,eq), just like in any other amplifier with negative feedback. The 
noise of the opamp input stage can be made sufficiently small without requiring too 
much power by using large input transistors (and a small V Gs - Vr ). This is possible 
because the opamponly has to be LF and there is already standing 25 pF (Co) at 
the input nodes. The only limitation is that the internal slew-rate of the output may 
become too low when its input transistors are too large for a given transconductance. 
The value of gDs can not be made arbitrarily large because this conductor has to be 
driven by the LO, resulting for a high gDs of the mixing transistors in a high power 
consumption for the LO signal generator. 

From equation 6.13 it might seem that the NF can be made arbitrarily small when 
the RF signal is applied to the gates by taking VRF,DC - Vr < 2- Vw,DC· This implies 
however a reduction of the input swing and in this way the dynamic range (DR) at the 
input is not improved. It is not only necessary to minimize the NF of a mixer. It is its 
input signal capability (i.e. the DR) which must be optimized and compared with the 
power consumption. A good measure for the performance of a mixer is its efficiency 
as defined in section 4.2.2.2. Here this gives : 

1/RF@gates 
DR 
--kT-BW p 

(! r- ; · kT · BW 

(VRF,DC - Vw,nc - Vr)2 

SkT · (A)
2 

• ~
1

- · BW 
G 2gns 

1 
-~1.5% 
64 

(6.15) 

The power efficiency of a high quality low frequency amplifier is about 10 %. The 
power efficiency of the presented mixer topology is 1.5 %. This value takes the power 
efficiency of the LO signal source not into account. 1.5 % is a very high value for 
high frequency mixers, which have intrinsically a low efficiency (for comparison : a 
typical Gilbert mixer with a 12 dB NF, a +6 dBm IP3 and a power consumption of 
3 mW, has an efficiency of 0.2 % [Gilb JSSC68]). Only a commutating mixer with a . 
downconversion topology can give a better efficiency. Theoretically its efficiency can 
be up to 1.4 times better than the efficiency of a true sinusoidal mixer as presented 
here. 
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Equation 6.15 is slightly different when the LO signal is applied to the gates of the 
modulated transistors instead of the RF signal: 

l'JLO@garor (! Y · ~ . kT . BW 

= Vfo,vc 
(6.16) 

And only when A/G is minimal this reduces to: 

(6.J7) 

The main difference is that in this case the efficiency of I .5 % is only obtained with the 
maximal LO signal. This is the case for most mixer topologies. Commutating mixers 
have an LO signal whose fundamental component is larger than the maximum appli­
cable LO signal swing, explaining their 1.4 times higher efficiency. The efficiency of 
1.5 % is in the situation of equation 6.15 always obtained, independent of the ampli­
tude of the LO signal. This is caused by the fact that, when the LO signal is applied 
to the sources of the modulated transistors, a lower conversion gain is compensated 
by a lower power consumption for the LO signal source. This is another reason why 
the topology with the RF signal applied to the gates is preferred over the topology in 
which the LO signal is applied to the gates of the modulated transistors. 

6.2.2.S Realization and Measurement Results. The mixer has been designed and 
realized in a 1.2 µ.m CMOS process [Crols ESSC94]. Main design goals where toil­
lustrate the high linearity and high input frequency capabilities of the proposed topol­
ogy. The RF and LO signal are externally made differential by means of baluns. They 
are, as stated in section 6.2.2.1, chosen to be biased at respectively 3.85 V (for the RF 
signal, applied at the gates) and 1. 15 V (for the LO signal, applied at the sources and 
drains). The measurement setup with the baluns is shown in fig. 6.6. Fig. 6.7 shows 
the measured input bandwidth. It is from DC to 1.5 GHz. The input bandwidth is mea­
sured at 6 dB attenuation, because both input signals are falling off at the same time. 
The measured 1.5 GHz maximum input bandwidth is equal to the specified bandwidth 
of the baluns which have been used to generate the differential jnput signals. The out­
put bandwidth is determined by the untuned value of 1 /Rf Cf. For the application in 
mind (zero-IF and low-IF receivers) it must be at least 500 kHz and it is designed to 
be I MHz so that it can cope with the large absolute processing value spreads. The 
measured output bandwidth is 780 kHz. The measured conversion gain is 18 dB for a 
12 dBm differential LO signal . 
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Figure 6.6. Measurement setup for the highly linear downconversion mixer. 
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Figure 6.7. The measured input bandwidth. 
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Figure 6_8_ The IP3 measurement. 

The IP3 measurement, shown in fig. 6.8, proves that the linearity is very high. The 
IP3 is 45.2 dBm. This value does not depend on the magnitude of the LO signal. An 
input signal of 22 dBm, the theoretical value for the maximal applicable input swing, 
gives an IM3 of 46.4 dB. The IM3 measurement was performed with the downcon­
verted carriers lying outside of the output band (at 10 MHz) and the IM3 product lying 
in the passband (at 200 kHz). This made it possible to measure the distortion of the 
input stage and not the output stage for signals which would normally produce an out­
put signal of up to 40 dBm. The measured noise figure (NF) is 32 dB. This is mainly 
caused by the input stage of the opamp which has not been optimized for low noise. 
By using large input transistors for the low frequency opamp, which has no effect on 
the high frequency performance of the mixer, the noise figure can easily be improved 
down to 24 dB. The mixer is designed in a 1.2 µ,m CMOS process. The measured 
power consumption is 1.3 mW which is all taken up in the low frequency opamp. The 
total chip area is 1 mm2

. The modulated transistors only take up 300 1.,1,m2 of this area. 
A microphotograph of the realized chip is shown in fig. 6.9. 

6.2.3 Upconversion Mixers in CMOS 

From a high level point of view it may seem that the same function has to be realized 
for upconversion and downconversion. After all, both require the implementation of 
a four-quadrant multiplier. From a practical design point of view this is of course 

T 
I 

' 

127



BUD .. .DING BLOCKS FOR CMOS TRANSCEIVERS 151 

Figure 6.9. Microphotograph of the highly linear CMOS downconversion mixer. 

not true. In the previous sections it was for instance illustrated how the differences 
between up- and downconversion can be exploited in order to achieve the highest 
possible performance for a downconversion mixer. 

The main difference between a downconversion mixer and an upconversion mixer 
is that the upconversion mixer requires a high frequency output. The multiplication 
itself is often performed by modulating the transconductance properties of a cross­
coupled structure of transistor devices. Cross-coupling is required to make the mul­
tiplier a four-quadrants multiplier. In the Gilbert multiplier the (non-linear) transcon­
ductance of four cross-coupled bipolar transistors is modulated by varying its bias 
currents [Gilb JSSC68, Gilb ISSCC83]. Fig. 6.10a shows the principles of this config­
uration .. Fig. 6.10b shows that the same principle can be applied to the four transistor 
MOS structure of [Song JSSC86]. The transconductance is here modulated by varying 
the drain-source voltages VDs of these transistors. In fig. 6.10b the MOS devices are 
operating in the linear region which gives a linear dependence of the transconductance 
on its modulating voltage. In this way improved linearity results can be obtained when 
using a CMOS technology instead of a silicon bipolar technology [Song JSSC86, Crols 
JSSC95a]. 

The drawback of the use of a CMOS technology is its lower frequency performance. 
This is not so much a problem of the modulation process itself [KiI)g CICC96, Crols 
JSSC95a]. In present day sub-micron technologies nMOS devices can achieve an fmax 

(the maximal bandwidth of a transistor, defined as gm/2rr(Cg, + Ct1.,) [Stey ACD93]) 
of well over 2 GHz. The mixing frequencies that can be achieved are mainly deter­
mined by this value and modulation of sub-micron nMOS devices at a frequency of 
1 GHz is thus possible. 
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(a) (b) 

Figure 6.10. Basic schematic of the mixing process performed in a) a bipolar Gilbert 
multiplier and b) in a CMOS multiplier biased in the linear region. 

The problem for the realization of a CMOS upconversion mixer at 1 GHz is the out­
put current generated during the modulation process. This current has to be buffered 
and amplified. For a downconversion mixer this is no problem because there the output 
current is a low frequency signal and this property can be used to realize a high quality 
CMOS downconverter (see section 6.2.2). The realization of an upconversion mixer 
for a transmitter requires however the realization of a transimpedance amplifier (i.e. 
a current to voltage converter) which often not only has to be capable of achieving a 
1 GHz bandwidth with a good linearity, but also has to drive a high enough signal into 
an off-chip 50 Q load. Gain implies the use of devices with an f max that is at least as 
large as the product of the required bandwidth and the required gain. A high linearity 
can only be achieved with some kind of feed-back mechanism [Warnba KUL96] and 
this implies the realization of an open-loop gain for the transimpedance amplifier that 
is even higher than the required closed-loop gain. The consequence is that transistor 
devices with an f max of up to 10 GHz and even more are required. These required 
CMOS device performances are only achieved in deep sub-micron processes. In these 
technologies the realization of high performance CMOS upconverters becomes possi­
ble [King CICC96, King KUL96, Rofou CICC96, Crols ESSCC96]. 

6.3 SPIRAL INDUCTORS 

6.3. 1 CMOS Output Buffers 

The realization of CMOS buffers which can drive a 50 Q load with a good linearity 
at 1 GHz is one of the main problems for the realization of a full CMOS transceiver 
at 1 GHz. Spiral inductors can be used to significantly improve the design of this 
building block. Fig. 6.11 shows the most basic amplifier stage (a amplifier,resistor 
loaded common source amplifier) and its amplifier.inductor loaded equivalent. A first-
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order calculation of the f max requirements for the two transistors demonstrates how 
the design can be improved by means of inductors. Both amplifiers have to realize a 
given gain A(= gm· RL) al respectively a given corner or center frequency fc (which 

· would be around 1 GHz). For the resistor loaded amplifier is : 

1 
le=---------

2rr RL(CL + ed .. + Cgd) 
(6.18) 

For high frequency design, transistors with minimal gate length L will be used. Tran­
sistors with a constant L have a constant ratio between their parasitic capacitances 
which only depends on the technology. For the 0.7 µ,m CMOS process of appendix A, 
a of equation 6.19 is for instance approximately equal to 2.2 for an nMOS transistor 
operating in saturation. 

(6.19) 

This gives the frequency requirements for the nMOS transistor of the resistor loaded 
amplifier. 

(6.20) 

The same calculation can be made for the inductor loaded amplifier, but in that case 
equation 6.18 is the expression for the bandwidth B W ( = le/ Q). The parasitic capac­
itance of the spiral inductor Cp must be added to the value of CL. 

a! 1 
lmax.,L =A· Q 

le -2rrRL·(CL+Cp) 
(6.21) 

A comparison between equation 6.20 and equation 6.21 shows that it is beneficiary lo 
use inductors with a low parasitic capacitance when they are available. In fact, the use 
of an inductor loaded amplifier instead of a resistor loaded amplifier is only beneficiary 
under the following condition : 

(6.22) 

Apart from the fact that high quality inductors must be available, there are two other 
conditions that must be fulfilled. First of all, bandpass operation must be allowed. 
This is however the case in the high frequency part of wireless transceivers. Secondly; 
it must be possible to control the center frequency of the amplifier very accurately. 
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Figure 6.11. Comparison between a) a resistor loaded amplifier and b) an inductor 
loaded amplifier (parasitics are in dotted lines). 

If not, only a low Q can be used in order to assure that the operation frequency will 
always be situated within the amplifier's passband. In practice, this will mean that 
with on-chip inductors only a Q between 1 and 3 is allowed. 

Another conclusion that can be drawn from equation 6.22 is that inductors can only 
be used when RL is low (e.g. 50 Q). This means that using inductor loading on internal 
nodes within a chip is not beneficiary, because on these nodes larger impedance values 
(150 to 300 !J) are normally used. These larger values do not only lower the value of 
the l/(2rr RLCP) term via the higher value of RL. A higher impedance RL will also 
demand that the parasitic parallel resistance of the inductor Rp is larger and this can 
only be achieved by using thicker conductors for the inductor. This means a larger 
inductor geometry and consequently also a higher value for Cp. 

6.3.2 On-Chip Inductors 

The design of RF building blocks can be drastically improved when also inductors are 
used [Cran VLSI96, Burgh IEDM95]. With passive inductors, bandpass operations 
can be made with a significantly lower power consumption. This is not the case for 
active bandpass operations which use simuiated inductors. In section 4.2.2.2 it was 
already illustrated that the power consumption of a passive building block is propor­
tional to its bandwidth BW. A lowpass building block that has to process a bandpass 
signal at 900 MHz will require a bandwidth of at least 900 MHz, while a bandpass 
building block will only need a bandwidth of e.g. 100 MHz to process this signal. 
Other advantages of the use of inductors are the higher operating frequencies that can 
be achieved (see the previous section) and the lower power supply voltages that can be 
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Figure 6.12. Lower power supplies can be used when designing with inductors. 

used. Fig. 6.12 illustrates why lower power supply voltages can be used when design­
ing with inductors. On-chip signals will however still be as high as without inductors. 

The use of off-chip inductors has only limited advantages. Parasitic capacitances 
of off-chip components and interconnections are much higher than on-chip. This re­
duces the advantage of being able to work at higher frequencies. Lower impedances 
are needed in order to achieve the same bandwidth, resulting in a higher power con­
sumption. 

The alternative is the use of on-chip spiral planar inductors. 1\vo main problems 
arise when using planar inductors on silicon substrates. First of all, there are the large 
resistive and capacitive parasitics originating from losses in the aluminum conduc­
tors, losses in the conducting substrate and capacitive coupling to this substrate. In 
GaAs, where gold is used for conductors and where the substrate is non-conductive, 
these parasitics are far less important and planar inductors are widely used [Haigh 
1989, Kim IEDM95]. In silicon, the substrate loss and coupling can be eliminated by 
etching away, with an extra processing step, the substrate under the inductor, either via 
front [Chang IEDL93, Rofou ISSCC96] or back etching [Based ESSC94]. Fig. 6.13 
shows an example of such etched inductors. Etching requires however an extra pro­
cessing step, which is costly, reduces yield and reliability and which is not available 
in any standard silicon process. 

A second problem, which occurs for silicon and GaAs, is how to design circuits 
with planar inductors. Only two methods are available : either one uses planar induc­
tors with a geometry which has already been implemented and measured on a previous 
run of the process [Nguy JSSC90], or one uses time consuming electro-magnetic sim­
ulations to determine the characteristics of a chosen geometry [Chang IEDL93]. In 
both cases, the performance of a circuit is determined by the fixed inductor geometry, 
without leaving any room to gain an insight in the trade-offs between specifications. 
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(a) 

(b) 

Figure 6.13. Example of a planar inductor on a silicon substrate under which the 
substrate is etched away with an extra processing step. 

A structured analog design methodology requires the opposite approach where the 
optimal inductor geometry is determined by the required circuit specifications. 

In this text a model for planar inductors and their parasitics on a lowly doped silicon 
substrate is introduced. The behavior of inductors on lowly and heavily doped sub­
strates is compared and it is shown that the electro-magnetic losses due to the substrate 
are negligible for processes which use lowly doped substrates. Many processes and 
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2r 

(a) (b) 

Figure 6.14. Layout of a) a square and b) a near circular spiral inductor. 

even newly developed deep sub-micron standard CMOS processes use lowly doped 
substrates, creating in this way great opportunities to use planar inductors in standard 
silicon processes without requiring any special techniques like substrate etching. 

6.3.3 Model for Planar Inductors 

Fig. 6.14 shows two types of layout for planar spiral inductors. Fig. 6.15 gives a 
lumped model for these planar inductors and table 6.2 gives the analytical expressions 
of the proposed model for the inductance and the parasitics of such planar induc­
tors [Crols VLSI96]. Table 6.3 gives an overview and description of the parameters 
used in this model. 

The inductance L does not depend on the technology, only on the geometry of the 
inductor. The proposed expression models the inductance with an accuracy better than 
10 % for a wide range of different geometries. A less accurate analytical expression 
for the inductance can be found in [Voorm 1993]. The model presented in this text 
takes into account such parameters as the spacing between the metal lines (via T/Ar 
and T/w) and the extend of the open area in the middle of the inductor (via TJAr ). An 
accuracy much better than 10 % can not be obtained as the proposed model is a con­
tinuous representation of a device with a discrete parameter (the number of turns). 
This is however only true for inductors with a low number of turns (3 to 4 turns). In­
ductors with more turns could be modeled more accurately, but the use of one model 
for both square and near circular spiral inductors also limits the achi~vable accuracy. 
The proposed expression for the inductance holds only for inductors in free air or on 
lowly doped substrates. Highly doped substrates have a high conductivity, allowing 
the generation of eddy-currents in the substrate. This results in a reduction of the mag­
netic field and thus of the effective inductance value [Cran VLSI96]. On lowly doped 
substrates, the inductance reduction is below 1 %. 
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Table 6 .. 2. Overview of the equations for the proposed analytical model for planar 
spiral inductors. 

L 

Rs 

Cp 

Re 

MODEL EQUATIONS 
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Table 6.3. Overview of the parameters for the proposed analytical model for planar 
spiral inductors. 

PARAMETER DESCRIPTION 

Ar 

Y/Ar 

Y/w 

PmetfJI 

lmeral 

t,,x 

Ro.sub 

Area of the inductor 

Area efficiency : the area 
occupied by metal com­
pared to the total area 

Line efficiency : the line 
width compared to the line 
pitch (s pis the spacing be­
tween two lines) 

Inductor constant 

. Resistor constant 

The resistivity of the metal 
layer 

The thickness of the metal 
layer 

The thickness of the sil­
icon oxide layer between 
the metal layer and the 
substrate 

The thickness of the sub­
strate 

The dielectric constant of 
silicon oxide 

The operating frequency 
given in [rad/s] 

The sheet resistance of the 
substrate in [Q/0) 

FORMULA 

Ar = s2 for square inductors 

Ar = re • r 2 for circular inductors 

Arm,tal 
17Ar = --­

Ar 

w 
11w = --­

w+sp 

Ki = 1.3 · 10'-7 Him 

KR= 3.6 · 109 0TI · Hz/Q 

s0 x = 3.4 · 10- 11
, F/m 
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Figure 6.15. The proposed lumped model for spiral inductors. 

The series resistance Rs is, for low frequencies, equal to the number of squares 
times the sheet resistance of the metal conductor [Voorm 1993]. This DC model is 
extended to incorporate the skin effect which increases the series resistance at high 
frequencies. The skin effect represents the effect of the magnetic field on the current 
distribution within a conductor. Normally this magnetic flied is generated by the con­
ductor itself. In a spiral inductor it is the influence of the magnetic field generated 
by all the conducting turns that has to be taken into account. Here the skin effect is 
modeled for frequencies up to 3 GHz by means of an equivalent reduced line width 8 
which depends on frequency and geometry. It models the skin effect with an accuracy 
ofless than 40 %, which is, for resistors, sufficient. The inductance increases also due 
to the skin effect, but at 3 GHz the increase is still less than 2 %. 

The parasitic capacitance Cp is proportional to the occupied metal area. For lowly 
doped substrates it is important to take into account the resistance in series with this 
capacitance, Re , caused by the low conductivity of the substrate. Its actual value 
depends on the geometry and on the position of grounded substrate contacts. For 
lowly doped substrates it is approximately 100 Q (for highly doped substrates it is 
smaller than 1 Q). This large value will, at high operating frequencies, reduce the 
influence of the parasitic capacitor C p on the design. 

6.3.4 Verification of the Model 

The presented model for the inductance has been derived by means of both physical 
interpretation and fittings to the results of the semi-3D electro-magnetic simulation 
of more than 500 different coils. More information on the used semi-3D electro­
magnetic simulator can be found in [Freem 1993]. The calculation technique of[Green 
TPHP74] has been used as extra verification method. Fig. 6.16 shows, as an example, 
the ratio between the simulated inductance and the inductance predicted by the model 
versus the inductance value for the simulated planar inductors with both square and 

. circular geometries. 
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Figure 6.16. Comparison of the inductance model with the results of electro-magnetic 

simulations (dotted lines indicate 1 O % error). 

As final verification the model has been compared with the measurement results 
of several fabricated planar inductors. Table 6.4 gives the comparison between. the 
measured inductance value and the model for three fabricated square inductors. It 
also gives comparisons between the model and measurement values given in litera­
ture [Based ESSC94, Nguy JSSC90, Soyeu EL95]. The calculated values agree well 
with the measurements, the remaining differences may appear due to differences in 
layout style, lead inductances and calibration errors (e.g. : in [Nguy JSSC90] the pre­
dicted value is given to be 1.3 nH). 

The model for series resistance is derived from a DC-model [Voorm 1993] which 
is extended with the frequency dependent skin effect. The skin effect can, at high fre­
quencies (i.e. 3 GHz), increase the effective resistance to 5 times the DC value. Good 
modeling of this effect is thus important, but difficult due to its complex dependence 
on the inductor geometry. A trade-off must therefore be made between a highly accu­
rate and complex or an easy usable model. The skin effect is modeled as an effective 
line width reduction ll inversely proportional to the operating frequer;icy. ll has again 
been fitted to the results of the semi-3D electro-magnetic simulation. An accuracy of 
40 % for the complete rnnge (up to 3 GHz) is achieved. But, for the most common!¥ 
used inductors and for frequencies below 2 GHz the accuracy is better than 20 %. This 
accuracy is sufficient because the process variation of the sheet resistance is also about 
20%. 
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Table 6.4. Comparison of the model with measurements and measurement data from 
literature. 

Ar w 1JAr 1)w Lmodel Lmeus 

coil 1 52900 µ,m2 6.4 µm 0.53 0.53 11.3 nH 10.8 nH 

coil 2 52900 µ,m2 6.4 µ,m 0.38 0.73 7.01 nH 7.5 nH 

coil 3 52900 µ,m2 10.0 µm 0.55 0.81 5.37 nH 5.4nH 

[Based ESSC94] 490000 µ,m2 90.0 µ,m 0.85 0.86 4.03 nH 3.7 nH 

[Nguy JSSC90] 13200 µ,m2 6.5µm 0.53 0.54 1.38 nH 1.9 nH 

[Soyeu EL95] 52900µm2 17.0 µ,m 0.64 0.65 2.35 nH 2.2 nH 

6.3.5 Structured Analog Design with Spiral Inductors 

The biggest advantage of the presented model is that it gives an analytical expres­
sion for the relationship between layout parameters (Ar, w, T/Ar , T/w) and electrical 
parameters (L, R, C). With the proposed model these relationships can be two-way 
evaluated. Not only do they give a fast result for the electrical properties when the 
layout is known, they can also be used to directly calculate the layout parameters 
when the required electrical properties are known. This allows the designer to get a 
good insight in the design trade-offs and to do his design in a structured way. The 
proposed model allows for the use of structured analog design techniques to obtain 
optimal device parameters, but it also allows for the optimization of technologies and 
the geometry of the planar inductor. In this section examples will be given for these 
optimizations with the proposed model for planar inductors on the different levels of 
the design process. 

6.3.S.1 Technology optimization. Apart from the obvious statement that the sheet 
resistance of the conductor used for a planar spiral inductor should be low and that the 
oxide thickness under the inductor should be high, less obvioµs technology aspects 
can be analyzed with the proposed model. One example is whether or not it is better 
to use only metal levels 2 and 3 (thick oxide, low capacitance) or metal levels 1,2 
and 3 (higher capacitance, lower resistance) in a three metal layer process. Fig. 6.17 
shows this example. Starting with the assumption that for a certain design an inductor 

. is needed with a given inductance L and a given loss Rs, it is examined which of the 

--
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Figure 6.17. Two possible layer configurations for a spiral inductor : three or two 
parallel metal layers. 

two possible situations will render the lowest parasitic capacitance C p . 

(6.23) 

Rs,1 = Rs,2 = Rs (6.24) 

With the proposed model of section 6.3.3 this can be expanded to (assuming an almost 
equal area and line efficiency, 1/AR and 7/w for both situations and no skin effect) : 

Substitution results in : 

A 1/2 
r2 

A 1/2 
rl 

tm,tal, I 

tm, tal,2 

A 3/2 A 3/ 2 
_r_l - _!i_ 

wf Wi (6.25) 

(6.26) 

( )

2 
CP,2 tox,1 tmera/,1 
--=--· --
c P, 1 tox,2 tm,ta/,2 

(6.27) 

A general interpretation of this result is that, for the case when the skin effect is small, 
it is better to make the metal thicker, rather than the oxide. A thicker metal results in a 
quadratic reduction of the inductor area and therefore also in a quadratic reduction of 
the parasitic capacitance, while it only scales linearly with the oxide thickness. For the 
example of fig. 6.17 this means that the first situation, with thicker metal and thinner 
oxide, gives a 12 % lower parasitic capacitance, although the oxide reduction is much 
larger (a factor 2) than the increase of the metal thickness (a factor 1.5). 
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6.3.5.2 Geometry optimization. For inductors there are basically only two elec­
trical parameters which can be chosen (e.g. L and Rs) freely. There ar.e however more 
layout parameters (circular or square, Ar, w, T/ Ar and 17,,,). Geometry optimization 
reduces this high degree of freedom to two design parameters (Ar and w) by deter­
mining th,e·most optimal values for the other parameters. This is done by stating that 
for a given inductance and a given area, the series resistance should be as low as pos­
sible (this is equal to making the quality factor Q at a given frequency as high as 
possible). 

As an example the optimum value for T/Ar and 1/w is calculated fot a square spiral 
inductor with a given inductance L and area Ar. First it is assumed that there is no 
skin effect. The model of section 6.3.3 gives the equation for the series resistance Rs. 

Ar3!4 
W = Kl/2. -- • T/5/6. 111/8 

L Ll/2 Ar w 
(6.28) 

I Pmt!tal L 
Rs = KL . _t_._1 . Arl/2 . 2/3 1/4 

mera T/ Ar • l]w 

(6.29) 

From this equation it can be concluded that without skin effect the series resistance 
Rs is minimal when T/ Ar and 1/w are as high as possible, i.e. as close to 1 as possible. 
In practice this means that the spacing between lines should be minimum size and that 
the area of the inductor should be fully used. There should be no hole in the middle. 

Equation 6.29 does not hold anymore when the skin effect becomes more signifi­
cant at higher frequencies. The formula for the series resistance is then : 

Rs = _l_ . Pmeral . _L_ . + w5 
K t I Ar l/2 2/3 1/4 Kl/2 K2 

L meta 11 Ar • 1'/w L • R 

1/5 
. tmetal • L 1/2 • Arl/4 . T/ Ar 

J/8 
Pmetal 1'/w 

(6.30) 

This equation can be optimized for both T/Ar and T/w- It can be seen that 1/w should 
still be as close to 1 as possible. This means that the spacing between the metal lines 
of a spiral inductor should always be minimal. The optimum value for the hole in the 
middle of the inductor will depend on the operating frequency evo. 

( 

2 2 1/2 )
6

/
5 

I KR Pmetal L 1 
1'/Ar,opt = 4 · 2 · 1/2 · 2 · Ar3/4 · 3/8 

Wo KL tmetal T/w 
(6.31) 

With 1'/w almost equal to 1 this means that the spiral inductor should not be filled up to 
its middle with metal anymore from the following operating frequency on : 

K L l/4 
WO > 2 . _R_ . Pmetal • __ 

. Kl/4 t I Ar3/8 L meta 

(6.32) 
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For instance, for a sheet resistance of 10 mr.l/0, an inductance of 5 nH and an area of 
1 mm2

, this trade-off point reached at 5. 7 GHz operating frequency. 
Another interesting point to analyze is whether the square or the near circular spiral 

· inductor layout, as shown both in fig. 6.14, is the most optimal. The same consider­
ations have to be made again : for a given inductance L and a given area Ar, which 
inductor has the lowest series resistance Rs. From the model equations of section 6.3.3 
it can be seen that both are almost equal. Their model only differs in the power of 1/w 
in the expression for the inductance, making the near circular inductor slightly better. 
However, in the previous paragraph it was already shown that 1/w will always have to 
be very close to 1 and this makes the difference between the two layouts really negli­
gibly small. Nonetheless, in some designs it may be better to compare two inductors 
with the same inductance L and the same effective occupied area Ar,n. The effec­
tive occupied area Areff may be larger than the inductor area Ar for a near circular 
inductor when its empty tips are not used for the layout of any other structure. The 
difference between the two is : 

Ar 

Areff 

n. r2 

4 • r2 

In this case the square inductor is the preferred one. Its series resistance Rs is 12 % 
lower than the series resistance of the near circular inductor. 

6.3.5.3 Design optimization. During the design and optimization process of an 
analog integrated circuit a hand-calculation model is very useful. It allows for the 
development of a forward calculation path.which gives an immediate translation of 
the circuit specifications (such as operating frequency, bandwi<:lth, gain) to the lay­
out parameters (w, l, Ar) of each component. This is a big contrast with the time 
consuming iterative process of choosing possible layout parameters, running lengthy 
simulations, analyzing the circuit performance and then choosing new, maybe better 
layout parameters. 

As an example the simplified design of an on-chip buffer which has to drive an 
off-chip 50 [2 load, is discussed. Fig. 6.18a shows the topology of the output buffer. 
Fig. 6.18b shows also the parasitic components of the inductor. Half the parasitic 
capacitor Cp will be short circuited to the power supply. Its resistance Re is, for this 
example, assumed to be low. Further on, a parallel resistance Rp is used instead of the 
series resistance Rs. At a given operating frequency Rp will result in the same loss as 
Rs when: 

(a>oL)2 
Rp=-­

Rs 
(6.33) 

The buffer will have to realize a specified gain A in a specified bandwidth B W around 
a specified operating frequency w0 • The required transconductance gm of the transistor 
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can already be calculated when it is assumed that the loss in the inductor will be low 

compared to the load RL (i.e. RL « Rp ). 

(6.34) 

The bandwidth B W will determine the required inductance L. 

RL RL 
BW=- => L=-

L BW 
(6.35) 

The required capacitance on the output node is detennined by the operating frequency 

Wo. 

1 I ,,,,, - -- => C = -
~u - ../L-C w~L 

(6.36) 

This value must be met exactly. It consists of three parts : the load capacitor Ci, 

which is already fixed, the parasitic capacitances of the transistor on the output node, 

CM, and the parasitic capacitance of the inductor, Cp/2 (C =CL+ CM+ Cp /2). The 

higher Cp can be, the lower the loss in the inductor will be (assuming no skin effect 

and a good area and line efficiency) : 

( )

1/ 2 

R K 
t,,..,a/ tox C l/2 

p =Wo· i ·--· - 'p 
Pmeral Sox 

(6.37) 

The inductor area (and thus its parasitic capacitance C p) can not be made arbitrarily 

high. Ci + Cp /2 must be lower than C and CM can only be made low at the cost of 

a high power consumption. The transistor's gm is already fixed and a small transistor 

width w can then only be achieved by using a high Vos - VT. A trade-off has thus to 

be made here by the designer. The advantage of the model proposed in section 6.3.3 

is that it has now on one side a relationship between the chosen inductor area and the 

signal loss (via equation 6.37) and between the chosen inductor area and the power 

consumption of the output buffer on the other side. Once the area is chosen the layout 

parameters of the inductor are fully specified. After this last design step the induc­

tance value and the parasitics of the inductor should always be recalculated with a 3D 

electro-magnetic finite element simulator in order to obtain a last refinement which 

will give a more accurate analysis of the specifications which may be expected of the 

designed circuit. 

6.4 CMOS LNA'S 

The most critical points for the realization of a highly integrated transceiver in CMOS 

are the RF input (input of the LNA) and.the RF output (output of the upconversion 
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Figure 6.18. The circuit schematic of a) a simplified 50 Q output buffer with an inductive 
load and b) the same buffer with its parasitics. 

mixers). The main reason for this is that they are external nodes. Internal nodes 
may have higher impedances which are easier to realize. The realization of output 
buffers in CMOS was already discussed in section 6.3.1. From this discussion it can 
be concluded that high frequency silicon bipolar is a more suited technology for the 
realization of output buffers. It is therefore one of the most difficult building blocks to 
be realized in CMOS at RF frequencies. 

It is often believed that the MOS transistor is also not a good device for the re­
alization of a low noise amplifier (LNA). The reason for this belief is its obviously 
lower gm/ IJ.,. ratio when compared to a bipolar transistor. A bipolar transistor has a 
gm/ I value of approximately 40 v-1, while for an nMOS transistor it varies with the 
Vas - Vr and it is maximally about 7 v-1 and this at the cost of having to use a low 
Vas - Vr which reduces the high frequency capabilities of the MOS transistor. A low 
noise figure (NF) requires the use of a high gm and this would lead to the conclusion 
that a CMOS technology is not well suited for the realization of LNA's at a reasonable 
power cost. It may however be overhasty to jump to this conclusion. 

As MOS transistor gate lengths are sized down to sub-micron and deep sub-micron 
technologies, the problem of a too low frequency performance at low Vas - Vr val­
ues does not hold anymore. An fma:c of 2 GHz is, especially in deep sub-micron 
technologies, even at a Vos - Vr of 200 mV available. The realization of an nMOS 
transistor with a gm of 1/50 Q-1 (equal to an NF of 2.2 dB [Laker 1994]) would re­
quire a current of about 3 mA (assuming a gm/ I of 7 v- 1 for a 20Q mV Vos - Vr). 
This is a value that can be compared to the current consumption of the input stage of 
reported silicon bipolar LNA realizations [Meyer JSSC74, Rab ACD93]. A similar 
calculation can however also be made for a bipolar transisto.r and this gives as result 
that a current of 375 µ,A would be required for the realization of a bipolar transistor 
with a gm of 1/66 n-1 (equal to an NF of 2.2 dB [Laker 1994]). From this it could 
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be concluded that a significantly lower power consumption should be expected from 
bipolar LNA realizations. This is not the case. It is the exponential voltage-to-current 
law of the bipolar transistor that degrades its capabilities for LNA realizations. LNA's 
have severe linearity specifications. Its first stage must for instance be able to cope 
with an input signal of -10 dBm and the gain of the first stage must be high enough 
(preferably at least 6 dB) in order to reduce the influence of the succeeding stages on 
the NF. The 1 dB compression point of a bipolar transistor lies however at -18.76 dB 
(independent of the bias current) [Gilb ACD96], which means that some form of feed­
back over the first stage must be used to linearize it. This feedback can be realized as 
emitter degeneration or an overall feedback over the LNA. Both will add noise to the 
input stage and increase its power requirements. A MOS transistor does not have these 
problems. It is a much more linear device. Moreover, its distortion components are 
mainly second order, while the unwanted distortion components in an LNA are mainly 
of odd order (3rd , 5 th, ... ). The first stage of a CMOS LNA can therefore be realized 
as a loaded nMOS without any form of feedback. When the frequency performance 
of the used technology allows it, this can be done at a very low power consumption. 
Only an extra inductor, either realized on-chip or as bond wire, for the adaption of 
the input impedance to 50 S".l has to be added to obtain the full first stage of a CMOS 
LNA [Sheng ISSCC96, Shaef VLSl96]. 

There is a second reason why the CMOS transistor is better suited for the realization 
of LNA's. The equivalent input noise of a· bipolar transistor is only in theory and at 
DC equal to: 

2 1 
dv. =4kT· - ·df 

in,eq 2gm 
(6.38) 

In practice the noise of the bipolar transistor will be much higher. First of all there 
is the base resistance rh. It has a similar effect as the resistance of the polysilicon 
gate rK of a MOS transistor. Difference is that in a MOS transistor rg is a longitudinal 
resistor which can be made sufficiently small by using an interdigitated layout with a 
small value for the width w of each digit. In a bipolar transistor rh is a vertical resistor 
which, for a given transistor area, can not be made smaller. Only the use of higher 
currents and more transistor area, allows for a lower noise due to the base resistance 
'h· The excess noise induced by rh can in a pure bipolar technology still be limited 
as the value of rh is often lower than 50 Q per unit area in these technologies. In 
Bi CMOS technologies the value of rh can be well over 200 Q whicn makes the bipolar 
transistor in these processes totally unsuited as input transistor for an LNA. An even 
more important source of noise performance degradation in bipolar transistors is the 
shot noise induced by the base junction. At low frequencies this can be neglected 
because of the high value of f3Dc , but at a high operating frequency fc the effective 
value of f3 is equal to fr I le [Gilb ACD96]. 

T 
I 

l 
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In a MOS transistor all these extra noise sources are not present and the follow­
ing equation can be taken as a good approximation, even at high operating frequen­
cies [Laker 1994]: 

2 2 
dv;n eq = 4kT - - -df 

' 3gm 
(6.39) 

Furthermore, with the use of nMOS transistors extra power gain can be obtained by 
using new circuit topologies that take advantage of current re-use techniques. This is 
not possible for bipolar devices where feedback techniques are required to overcome 
its much lower linearity. In an open loop topology transistors can easily be stacked to 
form one equivalent input transistor which all use the same current. This results in an 
improved gm value for the same power consumption. In [Karan ISSCC96] this was 
done with an nMOS and pMOS on top of each other. Far better results can however 
be obtained when several nMOS devices are stacked on top of each other. Fig. 6.19 
shows three nMOS transistor which are stacked on top of each other together with their 
resistive loads. Essential for the possible realization of this topology as an input stage 
for an LNA is the availability of high quality capacitors with low parasitic capacitance 
to the substrate (lower than 1/10) in the used process. The presented topology for an 
LNA input stage can, in a sub-micron CMOS topology, be placed within a 3 V power 
supply and still have a high enough linearity. The equivalent input noise of this input 
stage is almost 1/3 of the noise of an input stage with the same, but only one, nMOS 
transistor which would have the power consumption. Signal loss in the capacitors and 
the bulk effect working on the two top transistors will make the power consumption 
reduction slightly higher than 1/3, but it is nonetheless again a good example of how 
nMOS transistors are far better suited for the realization of LNA's than bipolar tran­
sis~ors. The only question which remains is whether or not the nMOS transistors are 
capable of achieving the high operating frequencies required for wireless application. 
In sub-micron CMOS technologies and especially in deep sub-micron CMOS tech­
nologies this is the case. Today, it is possible to realize in a 0.5 µ,m CMOS technology 
with high quality capacitors a 1 GHz LNA with a NF lower than 2.5 dB, an input IP3 
of -3 dBm and a gain of 18 dB, using a power supply of3 Vanda power consumption 
ofless than 15 mW. 

6.5 QUADRATURE GENERATORS 

6.5. 1 The RC-CR Al/pass Filter 

The principle of multi-path topologies for receivers and transmitters was introduced in 
chapter 3. In multi-path topologies a number of related signals (in general 2 or 4) are 
put in quadrature and processed in parallel. Multi-path topologies offer many advan­
tages towards full integration and low power consumption. Key issues for the design 
of multi-path topologies are matching between the different parallel processing paths 
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Figure 6.19. The technique of current re-use which reduces the power consumption 
for the input stage of a CMOS LNA. 
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FF 

Figure 6.20. The digital_generation of quadrature signals. 

and the possibility to generate quadrature signals. The absence of good implementa­
tion techniques for quadrature generators with which high quality quadrature signals 
can be obtained, is one of the reasons why multi-path topologies are not widely used 
today. Only the zero-IF receiver topology, which can accept a limited quadrature ac­
curacy of 25 dB or even less, is an example of a multi-path topology which has been 
implemented with success [Seven CICC91, Seven ISSCC94, Abidi CICC94, Abidi 
JSSC95, Abidi ACD96, Abidi ISSCC95]. 

Today, there are two main techniques known for the implementation of a quadra­
ture generator. One is a digital implementation [Razav ICD96], the other one is the use 
of an RC-CR allpass filter [Stey JSSC92]. Fig. 6.20 shows a possible implementation 
for a digital quadrature generator. A large advantage of the digital implementation is 
that a very high quadrature accuracy, even lower than l O at l GHz [Razav ICD96], 
can be achieved with a highly symmetrical digital circuit topology. The digital im­
plementation however has also many disadvantages. First of all its local oscillator 
frequency must be twice as high as the operating frequency. A system on l.B GHz 
like for instance DECT will require an oscillator frequency of 3.6 GHz and such a 
high frequency makes it very hard to implement highly symmetrical digital circuitry. 
Another disadvantage is that a signal is put in quadrature based on its zero-crossings, 
meaning that only periodic signals like sines of square waves can be put in quadrature. 
A pseudo random signal, like the antenna signal, can not be put in quadrature. A third 
disadvantage is that the signals in quadrature are square wave signals and they are not 
the most suited signals to be used in receivers and transmitters for mixing because they 
will also generate mixing at all their odd harmonics. 

It is for all these reasons that a continuous time, analog generation of quadrature 
signals is preferred. An RC-CR allpass filter, given in fig. 6.21, is such an analog 
quadrature generator. It is today the most widely used technique for.the implementa­
tion of high frequency quadrature generators. At the corner frequency of the RC-pole, 
l/2rr RC, the input signal will be attenuated with 3 dB and it will have obtained ·a 
45° phase lag. The CR-zero has the same corner frequency, l/2rrRC, and at this 
frequency the input signal is also attenuated with 3 dB. At this frequency the output 
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signal will have a phase lead of 45°. The two output signals, i.e. the I and Q signal, 
therefore have at the corner frequency an equal amplitude and a 90° phase difference. 
Fig. 6.22 shows this transfer function for the RC-pole and the CR-zero. This figure 
demonstrates that RC-CR structure is not an all pass filter in the strict sense, as known 
for real signals. It only has a flat amplitude response for its real to complex transfer 
function. Fig. 6.24 shows these transfer functions, both for positive and negative fre­
quency components. The negative frequency components are in this case unwanted 
and their amplitude must be compared with the wanted positive frequency component 
to find the obtained quadrature accuracy. 

The problem with the RC-CR topology is that it is very sensitive to mismatch. Rel­
ative mismatch between the two resistors R or the two capacitors C will give the pole 
and zero a different corner frequency, resulting in the fact that there is no frequency 
anymore at which the I and Q signal have the same amplitude and a 90° phase dif­
ference, limiting in this way the lowest level that is reached in the dip of the transfer 
function for negative frequencies as given in fig. 6.24. This effect is however not the 
main limiting factor for RC-CR quadrature generators. A I % mismatch between the 
components will still result in a quadrature accuracy of about 40 dB, which is for most 
applications sufficient. 

Loading with parasitic capacitors, caused by the output buffers following the quadra­
ture generator, will in first order not affect the accuracy that can be obtained. It is again 
only mismatch between the parasitic that will cause a difference between the pole and 
zero. The only difference is that mismatch between parasitics can be rather large and 
this is often neglected. 

The main problem for the RC-CR quadrature generator is its sensitivity to absolute 
variations of the R and C values. These variations can be very large from process 
batch to process batch (up to 20 % ) and they result in a difference between the corner 
frequency and the operating frequency. Fig. 6.24 shows that the bandwidth in which 
for instance a 25 dB quadrature accuracy can be obtained is very limited. An operating 
frequency which differs 20 % from the corner frequency, will fall outside this band 
and the 25 dB accuracy will not be achieved. The consequence is that some kind of 
tuning or trimming technique will be necessary [Seven ISSCC94]. Another solution 
can be found in the fact that the quadrature error is mainly an amplitude error. This 
can be seen from fig. 6.22. Fig. 6.23 shows that the phase difference between the two 
signals is theoretically equal to 90° from O Hz to oo. The amplitude difference can be 
corrected by clipping the I and Q signal. In this way quadrature square wave signals 
are obtained with a good accuracy in a large bandwidth al the cost of having the same 
disadvantages as with digital quadrature generation. 

---, 

149



-

BUILDING BLOCKS FOR CMOS TRANSCEIVERS 173 

Figure 6.21. The RC-CR ailpass filter, classically used as quadrature generator. 
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Figure 6.22. The amplitude response of the pole (1) and zero (2) of an' RC-CR quadra­

ture generator. 
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Figure 6.23. The phase response of the pole (1) and zero (2) of an RC-CR quadrature 
generator. 
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Figure 6.24. Amplitudes of the positive (1) and negative (2) frequency components 
generated by a perfect RC-CR quadrature generator. 
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Figure 6.25. A three stage sequence asymmetric polyphase filter used as quadrature 

generator. 

6. 5.2 The Sequence Asymmetric Po/yphase Filter 

A sequence asymmetric polyphase filter, described in section 3.3.3.3, can be used as 
quadrature generator. In that case only one, differential, input signal is applied. The 
other input is grounded. This is shown is fig. 6.25 for a three stage version. 

A polyphase filter has the same properties as an RC-CR type quadrature generator. 
In fact, when only one input is used, while the other three are grounded, it is equal to an 
RC-CR quadrature generator. The difference is that in a polyphase filter several stages 
can be cascaded. While the phase difference remains theoretically 90° from 0 Hz to oo, 
the amplitude error can be made small over a much larger band by cascading several 
stages with each a different corner frequency. Fig. 6.26 shows this for a three stage 
polyphase filler with R and C values as given in table 6.5. A quadrature accuracy of 25 
or even 30 dB can now be achieved in a large bandwidth around the comer frequency. 
This makes the polyphase filter insensitive to absolute variations of the R and C values, 
eliminating in this way the need for any tuning or trimming. Clipping of the output 
signals is also not necessary anymore which means that not only sinusoidal signals 
can be put in quadrature. With a polyphase filter any signal, even the antenna signal, 
can be put in quadrature, opening in this way new opportunities for the realization of 
new receiver and transmitter topologies. A problem that remains is the sensitivity to 
mismatch. Fig. 6.27 shows the parasitic transfer function caused by a 5 % mismatch. 
between resistor values for the three stage polyphase filter. The following sections 
describe how quadrature generation can be made insensitive to mismatch by using 
new receiver and transmitter topologies. 

152



176 CMOS WIRELESS TRANSCEIVER DESIGN 

10 

0 

-10 

-20 

-30 
in 
~ -40 
<t: 

-50 

-60 

-70 

-80 

100 1000 10000 100000 
Freq [MHz] 

Figure 6.26. The transfer function of a three-stage polyphase filter for positive (1) and 
negative frequencies (2). 

Table 6.5. R and C values for the three stage polyphase filter with center frequency 
at 1 GHz. 

Stage 1 

Stage 2 

Stage 3 

R 

120 Q 

160 Q 

210 Q 

C 

1 pF 

1 pF 

1 pF 
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Figure 6.27. The two wanted transfer functions of a three stage polyphase filter (from 
positive to positive frequencies (1) and from negative to negative frequencies(2)) and 
the two parasitic transfer functions (from positive to negative frequencies (3) and from 
negative to positive frequencies (4)} which occur when there is mismatch between its 
components. 

6.5.3 A 900 MHz CMOS Double Quadrature Downconverter 

In the last few years the zero-IF downconversion topology is used more and more in 
receivers for mobile wireless telecommunications applications [ Seven CICC91, Abidi 
CICC94, Min CICC94]. The zero-IF receiver can be implemented with a much higher 
degree of integration than the conventional IF (heterodyne) receiver. This has made 
the zero-IF downconverter the preferred topology in the research towards the fully 
integrated single-chip transceiver. 

However, the zero-IF topology has two well-known major drawbacks which makes 
achieving an acceptable performance with it very hard [Rab ACD93, Bait ACD93]. 
First, its baseband configuration makes the zero-IF topology highly sensitive to par­
asitic baseband signals like DC offset voltages and self-mixing products caused by 
crosstalk between the RF and the LO signals. The second source of performance re­
duction is inherent to any analog integrated multi-path topology. Excellent matching 
between the different downconversion paths is required, but limited in analog imple­
mentations. The effects of mismatch, i.e. phase and amplitude errqrs, degrade the 
signal quality because they result in a reduced mirror signal suppression. 

The zero-IF receiver topology is an example of a basic multi-path topology. I~ 
chapter 3 it was demonstrated that several other multi-path topologies are possible, 
opening in this way many possibilities for the realization of receiver topologies which 
combine the property of a very good integratability with the ability to achieve a very 

154



178 CMOS WIRELESS TRANSCEIVER DESIGN 

good performance. Where in the zero-IF receiver the performance is limited due to the 
limited matching accuracy of the RC-CR quadrature generator, here the chip realiza­
tion of a new multi-path type receiver topology is proposed which is highly insensitive 
to mismatch and process variations and which at the same time eliminates the problem 
of the sensitivity to parasitic baseband signals. 

The low-IF receiver, presented in section 3.5.1.2, is, like the zero-IF receiver, also 
a multi-path topology which can be implemented in a highly integrated way. It uses 
an IF of a few hundred kHz and is therefore not sensitive to parasitic baseband signals 
like DC offset voltages and self-mixing products. In this way the low-IF receiver 
combines the advantages of both the IF and the zero-IF receiver. It can have a high 
performance and a high degree of integration at the same time. The main drawback of 
the low-IF receivers is that they are more sensitive to a good mirror signal suppression, 
because, in contrast to the zero-IF receiver, here the mirror signal can be larger than 
the wanted signal. In the previous section it was demonstrated that the phase error of 
the quadrature generator is the main limitation for the mirror signal suppression in the 
classical downconverter used in zero-IF receivers. A typical quadrature downconverter 
with a phase error of 3° [Stey JSSC92], results in a maximal mirror signal suppression 
of 26 dB. Therefore, a new fully integrated CMOS quadrature downconverter with a 
phase accuracy of 0.3° has been developed. It is a key building block for the realization 
of high quality low-IF receivers. The proposed quadrature downconverter can form in 
combination with an LNA and a synthesizer the complete and fully integrated analog 
low-IF receiver front-end. 

6.5.3.1 The Double Quadrature Structure. Fig. 6.28a shows the conventional 
quadrature downconverter. The LO signal is put into quadrature and the downcon­
version is done twice. Signals situated at a frequency higher than the LO will be 
downconverted to positive low frequencies. Signals lower than the LO will be down­
converted to negative frequencies. With a phase error on the LO signal, signals coming 
from one side of the LO will also have a signal component coming from the other side 
of the LO. This is mirror signal crosstalk. This parasitic crosstalk is, according to 
equation 3.28, equal to tan(fi.</>). For an RC-CR quadrature generator this phase error 
is determined by the mismatch between the cut-off frequencies fc of the pole and the 
zero of the RC-CR structure. For a certain mismatch ti.Jc, tan(ti.</>) is maximal at fc 
and equal to : 

tan(Li<p) = ti.Jc 
2/c 

(6.40) 

So, a phase error of less than 0.3° requires that the matching between the RC and 
CR network is better than 1 %. This value is then still only achieved in a very small 
band around fc. Further away from fc the amplitude mismatch of the RC-CR structure 
will dominate, resulting in a very high sensitivity to absolute parameter variations. The 
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Figure 6.28. a) The conventional quadrature downconverter and b) an alternative 
structure. 

limited amplitude matching is often corrected by clipping the quadrature LO signals. 
A good phase accuracy (better than 1 °) can with the RC-CR structure only be achieved 
by means of extensive tuning and trimming [Seven ISSCC94]. 

Fig. 6.28b shows an alternative topology for the conventional quadrature downcon­
verter [Taka ISSCC95]. The RF signal is now put into quadrature and both the HF 
I- and Q-signals are downconverted with a sine. The effect of a phase error in the 
quadrature generator is the same : a mirror signal crosstalk equal to tan(.6.¢). The 
difference is that this structure can not be used with an RC-CR quadrature generator, 
as clipping of the RF signal is highly unwanted. 

The topology in fig. 6.29 gives the newly presented quadrature downconverter, it 
is called the double quadrature downconversion structure. It is a combination of the 
structures of fig. 6.28 : both the RF and the LO signal are put into quadrature. The 
crosscoupling and combination of the four mixing products makes that the amplitude 
and phase errors are extra suppressed. The mirror signal crosstalk due to phase and 
amplitude errors for this structure is : 

tan(A<f>Mu:m) 
tan(.6.¢) = tan(.6.¢RF) · tan(A<t>w) + · 

AA AARF AAw AG 
-=--·--+ -
A ARF Aw 2G 

G is the conversion gain of the downconversion mixers. 

2 
(6.41) 

(6.42) 

Hence, the double quadrature structure is highly insensitive to mismatches in the 
quadrature generators. Its mirror signal suppression is therefore determined by the 
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Figure 6.29. The double quadrature downconverter topology. 
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. matching between the downconversion mixers. The phase mismatch between the 
downconversion mixers is approximately (f8 w is the input bandwidth of the mixers) : 

(6.43) 

This means that the phase error can be made low when the mixers have a large input 
bandwidth. The amplitude error between the mixers is determined by the mismatch 
in DC conversion gain. It gives a mirror signal crosstalk equal to l:l.G/2G and it is 
therefore the main remaining source of mirror signal crosstalk. A good design with 
large enough mixing transistors will significantly reduce this effect and any remaining 
amplitude error can easily be eliminated by performing a closely matched digital AGC 
operation on the sampled low frequency I- and Q-signals in the DSP which does the 
further processing and demodulation of these signals. 

6.5.3.2 The Broadband Quadrature Generator. The double quadrature structure 
requires the use of two quadrature generators which still have to have a relatively 
good amplitude and phase matching in a broad passband. Making the quadrature 
generators broadband, eliminates the need for any frequency tuning to compensate for 
absolute parameter variations. Sequence asymmetric polyphase filters, as presented in 
section 3.3.3.3, can be used for this purpose. 

One stage of a passive sequence asymmetric polyphase filter, as shown in fig; 6.30, 
passes positive sequences and suppresses negative sequences at l/2rr RC. The big 
advantage of this structure over the classical RC-CR quadrature generator is that sev­
eral stages can be cascaded. This allows for the synthesis of wid.eband filters, which 
largely reduces the the sensitivity to absolute parameter variations. Fig. 6.31 gives 
the simulation results for the positive and negative frequency response of a two stage 
version. The two stages have different corner frequencies and each dip in the transfer 
function for negative frequencies lies at the corner frequency, l/2rr RC, of one of the 
stages. 

6.5.3.3 Full CMOS Realization. Fig. 6.33 shows the block schematic of the real­
ized chip. It has been realized in a standard 0.7 µ,m CMOS technology and does not 
require any external components, nor does it require any tuning or trimming. First, 
a single-ended to differential conversion is performed on the RF and LO signal. The 
circuit schematic of this single-ended to differential converter is given i11 fig. 6 .34. The 
first stage, with transistor Ml, performs the conversion. The low-ohmic poly resistors 
ensure the linearity of the conversion. The dummy transistor M2 balances the posi-. 
tive and negative output node. This limits the phase error of the 180° to about 3° at 
1 GHz. Transistors M3 p and M3n form resistor loaded amplifiers. They compensate 
for the signal loss of the single-ended to differential stage. The resistor loaded single 
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Figure 6.30. The two-stage passive sequence asymmetric polyphase filter, used as 
quadrature generator. 
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Figure 6_31 _ The transfer function for positive and negative frequencies of a two-stage 
passive sequence asymmetric polyphase filter. 
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Figure 6.32. The transfer function for the wanted signal (1) and the mirror signal (2) 
for the complete double quadrature downconverter. The thin lines give, for comparison, 
the wanted and mirror signal transfer function for a quadrature downconverter with an 
ideal RC-CR quadrature generator. 

transistor amplifier structure is the only one which can still process 1 GHz signals in 
0.7 µ,m CMOS. It does not have a good linearity, but its main distortion components 
are second order and the second harmonic distortion components are, in this topol­
ogy, common-mode signals. The common-mode signals pass through the succeeding 
polyphase filter and are then suppressed at the input of the double balanced downcon­
version mixers. 

Two two-stage sequence asymmetric polyphase filters are implemented on the chip. 
Their passband is designed to range from about 600 MHz to 1.2 GHz. The signals at 
900 MHz are in this way always set correctly in quadrature, independent of process 
variations. Amplifier stages are again added after the polyphase filters to compensate 
for the 6 dB signal loss introduced by the polyphase filter. 

The mixers are realized with the highly linear CMOS topology for downconverters 
presented in section 6.2.2. The topology presented there has been redesigned for the 
0.7 µ,m CMOS process. A high input bandwidth can be achieved with this topology by 
using small modulating transistors (by applying a large Vas - Vr) and.large capacitors 
on the virtual ground nodes. The large capacitors make that the opamp only has to 
process low frequency signals. This makes it possible to use an opamp with large 
input transistors, which results in a low noise despite its low power consumption. The 
four fully balanced downconversion mixers are realized with sixteen HF modulating 
transistors and two LF opamps. 
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Figure 6.33. Block schematic of the realized CMOS receiver front-end chip. 
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Figure 6.34. The singe-ended to differential converter. 

6.5.3.4 Measurement Results of the CMOS Front-End Chip. Fig. 6.35 shows 
a microphotograph of the realized chip [Crols ISSCC95]. It is realized in a standard 
0.7 µ,m CMOS process and measures 6 mm2• It operates on a single 5 V power 
supply voltage and consumes 500 mW, mainly dissipated in the HF resistor loaded 
amplifiers. The measured conversion gain decays from 16.4 dB at low frequencies to 
9.2 .dB at 900 MHz. This is equivalent to a 3.1 dB HF signal l_oss for both the RF 
and LO signal at 900 MHz. The measured output bandwidth is 3.09 MHz. Fig. 6.36 
shows the third-order interception point (IP3) measurement. The IP3 is 27.9 dBm, 
the measured noise figure (for a 12 dBm LO signal) is 24.0 dB. The measurements 
of the phase and amplitude errors in function of frequency are given in fig. 6.37. The 
quadrature output signal is a low frequency signal and its phase and amplitude erros 
can therefore be measured with a very high accuracy by menas of a low frequency 
two-channel dynamic signal analyzer. The phase error is less than 0 .. 3° in the 500 to 
900 MHz band, which is as expected. In this band the amplitude error is situated at 
0.5 dB. These phase and amplitude errors result, after a digital AGC operation, in a 
mirror signal suppression of 46 dB. Both phase and amplitude errors totally depend 
on matching. This measurement has therefore been performed on several samples and 
all samples show the same or better phase and amplitude errors. 
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Figure 6.35. Microphotograph of the CMOS double quadrature downconverter chip. 
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Figure 6.36. The third-order interception point measurement (IP3). 
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Figure 6.37. a) The measured phase error and b) the measured amplitude error versus 
frequency. 
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6.5.4 A 900 MHz CMOS Double Quadrature Upconverter 

6.5.4.1 The Double Quadrature Topology for Upconversion. Today, direct up­
conversion, shown in fig. 6.38, is used more and more for the realization of transmit0 

ters. Direct upconversion, with a quadraturemixer, has the advantage that it can be 
integrated in a much better way than the heterodyne upconverter which heeds inter­
mediate frequencies and off-chip bandpass filters to suppress mirror signals generated 
during upconversion. In a direct quadrature upconverter the baseband I and Q signal 
are multiplied with respectively the local oscillator I and Q signal. This directly up­
converts the baseband signals to their wanted carrier frequency, which is equal to the 
frequency of the local oscillator signals. There is no need anymore for the suppression 
of mirror signals. In the case of direct upconversion the upper and lower sideband 
are each other's mirror and sideband interference is prevented by doing the upcon­
version in quadrature. The sideband separation that can be achieved depends on the 
accuracy of the quadrature generator for the local oscillator signal and, as discussed 
in sections 6.5.1 and 6.5.3.2, this can be rather limited for the classically used RC-CR 
type quadrature generator. 

The double quadrature double quadrature upconversion structure, previously intro­
duced for downconversion, can also be used in direct upconversion to obtain a high 
quadrature accuracy in a large bandwidth, independent of mismatch. Fig. 6.39 presents 
the double quadrature topology for upconversion. Each baseband signal is multiplied 
with each local oscillator signal. The four outputs are summed two by two, delivering 
a high frequency quadrature signal which has, ideally, no negative frequency compo­
nents (meaning that the obtained I and Q signal are perfect 90° phase shifted versions 
of each other). Quadrature inaccuracies of the local oscillator signal and mismatch 
between the I and Q paths will reduce the quality of both the obtained I and Q signals, 
but in the presented double quadrature topology, a polyphase filter is used in the high 
frequency output signal path to further filter these remaining inaccuracies. The con­
sequence is that the quadrature specifications on both the quadrature generator for the 
local oscillator signal and for the high frequency polyphase filter can be relaxed while 
still a wide bandwidth can be achieved. The big difference between double quadra­
ture upconversion and double quadrature downconversion is that the polyphase filter 
is used here as quadrature filter (with 2 inputs and 2 outputs) and not as quadrature 
generator (with 1 input and 2 outputs). 

The remaining quadrature error of the double quadrature upconversion topology is 
mainly determined by the mismatch between the four upconversion mixers, resulting 
in phase accuracies far better than the 3° of a classical RC-CR. type of quadrature 
generator. Equations 6.44 and 6.45 give an expression for respectively the phase and 
amplitude error for the double quadrature upconverter topology in transmitters .. 

tan(fi.1/l) = tan(fi.t,f,RF). tan(fi.¢>w) + tan(fi.¢Mixers) 
2 

(6.44) 
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Figure 6.38. The quadrature topology for direct upconversion. 
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-6.A -6.ARF -6.Aw -6.G 
-=--·--+-

A ARF Aw 2G 
(6.45) 

These equations are the same as for the double quadrature downconversion system 
(see equations 6.41 and 6.42). The phase and amplitude errors of the LO quadrature 
generator and the polyphase filter are multiplied, meaning that the polyphase filter 
further reduces the errors of the quadrature generator, even when it has itself only 
a limited quadrature accuracy. The matching accuracy of the mixers becomes, as a 
result, dominant, but this can be made sufficiently low by doing a design towards 
minimization of transistor mismatch [Pelgr JSSC89, Bast ICMTS95]. 

6.5.4.2 Circuit Description. The upconverter mixers, shown in fig. 6.40, are true 
analog multipliers. Four of these mixers are implemented on chip. They perform a 
multiplication of the differential baseband signals (BB) with a single-ended sinusoidal 
local oscillator signal (LO) and they implement at the same time the single-ended to 
differential conversion for the high frequency signal. Both the low frequency and the 
high frequency input are highly linear. This is obtained by using a MOS mixing tran­
sistor in the linear region. Via on-chip inductors the baseband signal is differentially 
applied between the source and drain of the mixing transistor. The applied voltage 
across the transistor is converted into a current, dependent on the gate voltage which 
is modulated with the single-ended local oscillator signal. The differential structure 
for the baseband signals enables the use of single-ended local oscillator signals and 
eliminates the problem of the dependence of the transistors g DS on its V DS. The high 
frequency output currents are buffered by means of cascade transistors through which 
they are provided to the output polyphase filter. 

The use of a true multiplier for the upconversion has, contrary to commutating 
mixers, the advantage that it produces far lower harmonic components at three and 
five times the carrier frequency. Such components have to be filtered out with an 
external ceramic filter before the signal is sent to the power amplifier. With true multi­
plication this filter can be omitted. The disadvantage of true multiplication is that the 
efficiency is slightly (1 .4 times) lower than the efficiency of a commutating mixer (see 
section 6.2.2.4). The presented topology of fig. 6.40 is basically a passive structure. 
None of the transistors implements an amplification function and the conversion gain 
of the proposed upconversion mixer will therefore be low. 

An upconverter test-chip with the proposed architecture has been implemented in 
a 0.7 µm CMOS technology (the process parameters are described in appendix A). 
In table 6.6 the dimensions of the realized devices are given. Th~ use of the 0.7 µm 
CMOS process has some drawbacks. First of all its capacitors have poor quality. They 
are of the poly-to-diffusion type and their parasitics to the substrate can be as high as 
25 % of the capacitor value. This is mainly a problem for the polyphase filter which 
uses these capacitors. This filter has to be driven from the output stages of the mix­
ers and it reduces in this way significantly the frequency behavior of the mixer output 
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Figure 6.40. Circuit diagram of the upconversion mixer. 

stages. To compensate these capacitors on-chip inductors have been used. The 0.7 µ,m 
process has however a highly doped substrate which results, due to the generation of 
eddy-currents, in an increase of both the resistive and capacitive parasitics of the in­
ductor. It is therefore not possible to realize a high efficiency upconversion mixer in the 
used 0.7 µ,m CMOS process. Nonetheless, the performance of the double quadrature 
structure is independent of the actual signal amplitudes and with the proposed mixer 
topology, which gives a flat transfer function around 900 MHz, the double quadrature 
structure for upconversion can be demonstrated, however with a limited conversion 
gain of about -25 dB. With the further evolution towards deep-submicron technolo­
gies, the realization of CMOS SSB upconverters with high efficiency will become 
feasible [Stey ACD96]. 

The output currents of the upconversion mixers are summed two by two and fed 
into the two-stage polyphase filter. After the polyphase filter the output currents are 
again combined into a single balun,on-chip single-ended signal. This is done by means 
of an on-chip balun, shown in fig. 6.41, which drives a 50 r.! load. A two-stage filter is 
used in order to obtain the high quadrature accuracy in a wide band, making the circuit 
insensitive to absolute variations of capacitors and resistors, resulting in no need for 
tuning or trimming. For the quadrature generation of the local oscjllator signal the 
classical, first-order, RC-CR circuit is used. The RC-CR quadrature generator has only 
a limited accuracy, but this is more than sufficient in the double quadrature topology. 
In combination with the two-stage output polyphase filter this results in a transfer 
function for quadrature signals which is equivalent with three stages, however, thanks 
to the double quadrature structure, without the normal sensitivity to capacitor and 
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Table 6.6. Device sizes for the double quadrature upconverter. 

DEVICE TYPE SIZES 

Ml nMOS w = 1200 µ,m, l = 0.7 µ,m 

M2 nMOS w = 135 µ,m, l = 1.5 µ,m 

M3 nMOS w = 120 µ,m, l = 0.1 µ,m 

lb Current source 1=2mA 

LI Inductor Ar = 342000 µ,m, w = 64.0 µ,m, T/Ar = 0.74, T/w = 0.98 

L2 Inductor Ar= 347000 µ,m, w = 70.0 µ,m, 1JAr = 0.81, 7/w = 0.98 

Kl Balun Ar= 168000 µm, w = 18.0 µ,m, 1/Ar = 0.89, T/w = 0.92 

Rl Resistor R = 140 Q 

R2 Resistor R=l02Q 

R3 Resistor R =68 Q 

Cl Capacitor C = 1.25 pF 

C2 Capacitor C = 2.2pF 

C3 Capacitor C=2.2pF 
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Figure 6.41. Implementation of the two-stage polyphase filter and the on-chip balun 
which brings the output signal of chip. 

resistor mismatch. The advantage of the RC-CR structure is that it can be used to 
generate quadrature signals from a single-ended signal. 

6.5.4.3 Measurement Results. Fig. 6.42 shows the chip-microphotograph of the 
implemented double quadrature upconverter [Crols ESSCC96]. It is realized in a 
0.7 µm CMOS process. TI1e die size is 16 mm2, mainly occupied by the 12 on-chip 
inductors and the on-chip balun placed at the output. Fig. 6.43 shows the measured 
sideband suppression in function of frequency. It shows a sideband suppression of 
more than 30 dB over a 200 MHz band from 700 to 925 MHz. This corresponds to a 
phase error of less than 1 ° and an amplitude error of less than 10 mdB. 

6.6 LOW FREQUENCY ACTIVE INTEGRATED POLYPHASE FILTERS 

6.6.1 Active Integrated Polyphase Filters 

The active integrated sequence asymmetric polyphase filter has been introduced in 
section 3.3.3.2. It is an essential part for the realization of an analog low-IF receiver. 
The topology of such a low-IF receiver is given in fig. 6.44. It is due to the selectivity 
of the sequence asymmetric polyphase filter between positive and negative that the 
mirror signal suppression can be postponed from high frequency to th~ low frequency 
signal processing part after the downconversion. It allows in this. way for the use 
of a low IF frequency. (a few hundred kHz), which in turn results in a very good 
integratability of both the HF and LF part of the receiver without having any problems 
related to baseband operation. An active integrated polyphase filter can however not 
only perform the mirror signal suppression. It can also perform the channel selection 
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Figure 6.42. Microphotograph of the double quadrature upconversion chip. 
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Figure 6.43. The measured sideband suppression in function of frequency. 
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Figure 6.44. The active integrated low frequency polyphase filter used in a low-IF 
receiver. 

and the suppression of adjacent channels which is involved in this process. This is 
different from the passive polyphase filters (described in section 3.3.3.3). 

The most important application for polyphase filters is the suppression of the neg­
ative or positive frequency component of a complex signal. This can be done with a 
bandpass filter which results from the linear transformation of a lowpass filter. The 
classic lowpass to bandpass transformation does not change the real properties of 
the lowpass filter and it gives the bandpass filter a passband around w = +we and 
w = -we. After a linear frequency transformation, given in equation 6.46 the band­
pass filter has the lowpass filter characteristic only around w = +we. 

jw ➔ jw- jcvc (6.46) 

This transformation can only be realized as a polyphase filter because it introduces 
complex coefficients in the rational polynomial transfer function of the filter. Equa­
tion 6.47 gives this transform for a first-order lowpass filter. 

(6.47) 

The most efficient implementation technique is the direct synthesis of the transfer 
function. This was worked out in equation 3.25 for the linear transformation of a first­
order lowpass filter. The realization of equation 3.25 is given in fig. 6.45. The required 
building blocks are summators, amplifiers and integrators. 

The realization of translated higher order lowpass filters with only poles in their 
transfer function can be done by cascading the structure of fig. 6.45. The translation 
adds a complex term, equal to jw0 , to the position of each pole. Complex conjugate 
complex conjugate poles will not be complex conjugate anymore and all poles will 
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Figure 6.45. Blockdiagram of one section of an active polyphase filter. 
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· have to be realized separately. For the implementation of an n th.order filter 2n inte­
grators are required. This is the same as when two lowpass filters are used in a zero-IF 
and it is far less than what would be required when two bandpass filters are used. 

The quality of the mirror suppression is determined by the matching in the polypha­
se filter. Mismatch between the amplifiers and integrators in the two paths results in a 
crosstalk from negative to positive frequencies and vice versa. In a perfect polyphase 
filter the response to a negative frequencies is only this negative frequency. In a slightly 
mismatched polyphase filter this response is not only this negative frequency. At the 
same time, there will now also appear a small positive frequency component at the 
output. This determines the mirror signal suppression. The mirror signal is situated 
on the negative low-IF, the wanted signal is situated on the positive low-IF. Crosstalk 
from negative to positive frequencies results in a superposition of a small part of the 
mirror signal on top of the wanted signal and this superposition can not be corrected 
anymore. 

6.6.2 A 92 dB Dynamic Range Low-IF Filter 

A frequency translated 5th order lowpass Butterworth filter has been implemented. The 
filter is designed for high quality applications (e.g. the GSM system) which makes that 
it has to comply with very high specifications dynamic range specifications. Both the 
adjacent channel suppression and the mirror signal suppression are performed in the 
filter. The wanted signal, separated from its neighbor and mirror signals, is available 
at the output of the filter. It must have a signal-to-noise ratio SN R of 60 dB, even 
for the weakest possible signal. In some applications the weakest signal that must be 
detected can be 30 dB smaller than its neighbors. This means that the filter must be 
able to cope with input signals with a dynamic range DR of 90 dB. The filter must 
also have a controllable gain which can vary with at least 30 dB. 

The filter must have a high mirror signal suppression. The matching of the compo.: 
nents in the filter is therefore very important. Especially for those components which 
determine the amplification in the passband (see section 3.4.3). 

Table 6.7 gives the normalized poles of a 5 th order lowpass Butterworth filter, it 
also gives the poles for a lowpass bandwidth of 110 kHz (equivalent to a bandpass 
bandwidth of 220 kHz) and it gives the values of the uncompensated complex poles 
for a translated version on a center frequency of 250 kHz. The filter is designed for 
a system with a channel spacing of 200 kHz. The five uncompensated complex poles 
are realized by cascading the structure of fig. 6.45. 

Fig. 6.46 gives the active-RC realization of fig. 6.45. Table 6.8 gives the values of 
the resistors for a standard capacitance of 20 pF. The filter is realized in a standard 
1.2 µm CMOS process (described in appendix A). There are several reasons why the 
filter is realized with the active-RC implementation technique. First of all there is the 
required matching of the resistors. The matching of high ohmic polyresistors is much 
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Table 6.7. Pole positions before and after frequency translation for the proposed 5th 

order Butterworth filter. 

POLES 

Pl 

P2 
p3 

p4 

p5 

POLES 

Pl 

P2 
p3 

p4 

Ps 

LOWPASS LOWPASS BANDPASS 

BW == 1 rad/s BW = 110 kHz BW = 220kHz 

-0.309 +j 0.951 rad/s -33.9 +j 105 kHz -33.9 -j 145 kHz 

-0.309 -j 0.951 rad/s -33.9 -j 105 kHz -33.9 -j 355 kHz 

-0.809 +j 0.588 rad/s -89.0 +j 64.7 kHz -89.0 -j 185 kHz 

-0.809 -j 0.588 rad/s -89.0 -j 64.7 kHz -89 .0 -j 385 kHz 

-1 rad/s -110 kHz -110-j 250 kHz 

Table 6.8. Resistor values for a standard capacitor of 20 pF. 

R R/2Q 

232kQ 22.4 kQ 

232kQ 54.8 kQ 

89.4 kQ 25.3 kQ 

89.4 kQ 42.9 kQ 

72.4 kQ 31.8 kQ 

better than the matching of the MOS transistors in OTA-C and MOSFET-C filters. A 
good matching in these filters requires the use of large Vos - Vy's and with a single 
5 V power supply the mismatch can not be made small enough. Here, the mismatch 
between the high ohmic polyresistor is less than 0.2 %. 

A second reason for choosing the active-RC technique is.the required dynamic 
range. After the first stage of the filter the neighbor signals, which can be a lot higher 
than the wanted signal, have only been partially filtered out. These signals can.still be 
very high. Therefore, the distortion of this first stage must be very small; in this case 
lower than -80 dB. This can not be realized with a switched-capacitor [Halon JSSC87], 
OTA-C [Silva KUL92] or MOSFET-C [Plas JSSC91]. It is only with the active-RC 
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Figure 6.46. The active-RC realization of one section of the polyphase filter. 
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MIOa l-----+-----41----+----41-'-M:::.2-----41--'-M"'-6b;.,.__--+-------l I MlOb 
Vi,;,.,4 

C. 

Figure 6.47. The circuit topology of the opamp used in the low frequency active inte­
grated polyphase filter. 

implementation technique that such low distortion values can be realized [Durham 
JSSC, Durh CASII92]. Active-RC is not suited for lugh frequency applications, but it 
is ideally suited to realize the required low frequency low-Q filter. 

The center frequency of the filler is digitally tunableby means of switchable ca­
pacitor banks, as described in [Durh CASII92]. The gain of the first three stages is 
controllable by means of extra switchable resistors which can be put in parallel with 
the resistor at the input of the filter stages. The overall gain of the filter can vary from 
4 to 256 in steps of 4. 

The used opamp topology is given in fig. 6.47. It is a fully differential three-stage 
Miller-compensated amplifier. The first stage is a folded-cascade topology with pMOS 
input. With this stage a high open loop gain is achieved. The second stage is a source 
follower which provides the necessary level-shift to drive the third stage. The third 
stage is a common source amplifier with low gain, designed to drive relatively low 
load resistors (20 kQ). Table 6.9 gives the device sizes for the opamp. The opamp 
has a gain-bandwidth of 20 MHz, its DC gain is 70 dB and its power consumption is 
8.75 mW per opamp operated from a 5 V power supply. 

6.6.3 Measurement Results 

A microphotograph of the low-IF filter is given in fig. 6.48 [Crol~ VLSI95]. The chip 
is realized in a 1.2 µ,m standard CMOS process. The total chip area is 7.5 mm2 . Half 
the area is occupied by the switchable capacitor banks. The noise requirements make 
that the capacitors have to be large. The extra, switchable, capacitors enlarge the total 
capacitor area with about 50 %. The chip runs on a single power supply voltage of 
5 V. The total power consumption is 90 mW. 
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Table 6.9. Device sizes for the opamp used in the active integrated polyphase filter 
realization. 

DEVICE 

Ml 

M2 

M3 

M4 

MS 

M6 

M7 

M8 

M9 
MIO 

Cc 

TYPE 

pMOS 

pMOS 

nMOS 

nMOS 

pMOS 

pMOS 

nMOS 

nMOS 

nMOS 

pMOS 

Capacitor 

SIZES 

w == 16.8 µm, l = f.5 µm 

w = 121.6 µ,m, l = 1.5 µm 

w = 52.2 µm, l = l.2 µm 

w = 35.2 µm, l = 1.2 µm 

w = 121.6 µm, l = l.5 µ,m 

w = 121.6 µm, l = 1.5 µm 

w = IO µm, l = 1.2 µm 

w = 35.2 µm, l = 1.2 µm 

w = 69 µm, l = 1.2 µm 

w = 240 µm, l = 1.5 µ,m 

C=2pF 

Figure 6.48. Microphotograph of the low-IF filter, an active integrated polyphase filter. · 
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Figure 6.49. The simulated filter transfer function tor positive and negative frequencies. 

Fig. 6.49 gives the simulated filter transfer function for positive and negative fre­
quencies. Fig. 6.50 shows the measured transfer functions. The full line is the wanted 
transfer function. The dotted line is the mismatch generated parasitic transfer function 
from positive to negative frequencies and vice versa. Only crosstalk from negative 
to positive frequencies is important and fig. 6.50 demonstrates that the mirror signal 
suppression is more than 64 dB in the complete passband. The main contributor to the 
frequency crosstalk is the mismatch between the input resistors of the first filter stage 
(see section 3.4.4). The passband amplitude ripple is less than 0.1 dB. 

6.7 CONCLUSION 

The possible use of advanced sub-micron and deep sub-micron CMOS technologies 
for RF circuit design yields many advantages : a lower cost and, in combination with 
the use of new transceiver architectures, the possibility to realize a true single chip 
transceiver implementation with all analog and digital signal processing integrated on 
one die. Problem is however the moderate performance of present day sub-micron 
CMOS technologies. Studying the possibilities of CMOS RF integration implies 
therefore that new circuit design techniques have to be developed which exploit the 
properties of the MOS transistor to realize RF building blocks that achieve perfor­
mances that are comparable to or better than the performances of today's bipolar and 
BiCMOS realizations. 

In this chapter the implementation of the different types of RF building blocks 
. in sub-micron CMOS has been examined. Design aspects proper to the realization 
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Figure 6.50. The measured transfer functions of the integrated active po1yphase filter. 

of LNA's, amplifiers, upconversion and downconversion mixers have been discussed. 
Many chip realization and measurement results were presented and the obtained re­
sults prove that by using circuit topologies specially optimized for the use of MOS 
devices, the realization of a CMOS transceiver front-end becomes possible. 

■ The high intrinsic linearity of the MOS transistor, when compared with a bipolar 
transistor, was used to design a highly linear downconversion mixer with a 1.5 GHz 
input bandwidth. The property that downconversion mixers require only a low 
frequency output bandwidth was used to realize a circuit topology which requires 
only a very low power consumption. 

■ This downconversion mixer has been used as part of a realization of a double 
quadrature low-IF receiver. The double quadrature receiver is a newly developed 
topology with which very high quadrature accuracies can be achieved, independent 
of mismatch and without requiring any tuning or trimming. A phase error of less 
than 0.3° at 900 MHz has been achieved. This is about 10 times lower than the 
phase error of classic realizations. 

■ Upconversion mixers are the most critical building blocks for CMOS implemen­
tation because they require an output buffer which has to drive a low impedance 
off-chip load of 50 S2 at high frequencies. A low impedance can with an nMOS 
transistor only be realized with a large power consumption and a large transistor, 
but this would add a lot of parasitic capacitance on the output node. A hand calcu­
lation model for planar inductors on lowly doped silicon substrates was introduced 
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which can be used to make a structured and optimized design of an inductor loaded 
amplifier. In an inductor loaded amplifier the inductor can be used to compensate 
the parasitic capacitance and in this way the power consumption can be reduced. 
The accuracy of the modeled inductance is better than 10 % for a wide range of 
possible inductor layouts. 

■ A double quadrature upconversion mixer, that uses inductors to compensate for par­
asitic capacitances, was realized. Again the double quadrature structure was used 
to achieve a very high quadrature accuracy independent of mismatch and without 
requiring any tuning or trimming. A sideband suppression of more than 30 dB over 
a 200 MHz band around 900 MHz has been achieved. 

In general, it can be concluded that subcmicron CMOS can be used to realize analog 
transceiver front-ends for high performance applications in the 900 MHz region, like 
GSM. Deep sub-micron CMOS will allow for the realization of building blocks up 
to 2 GHz. In some cases, like for instance the realization of LNA's and linear mix­
ers, deep sub-micron CMOS may even proove to be more suited than silicon bipolar. 
CMOS is not very well suited for the realization of output buffers loaded by 50 ~ . 
but the need for such a buffer can be reduced to only one by using new receiver and 
transmitter topologies which do not require the use of off-chip components and with 
the evolution to deep sub-micron CMOS good perfonnance will also be possible for 
this building block. 

181



182



183



184



185



186



187



188




