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The present method represents a three-dimensional shape 
model by polygons according to a plurality of object images 
information picked up by rotating a real object for every 
arbitrary angle to assign texture information on each poly­
gon from object image information having the largest pro­
jection area of the relevant polygon. In order to improve the 
color continuity between adjacent polygons, the object 
image information having correspondence between a poly­
gon of interest and an adjacent polygon thereof is selected so 
as to be the object image information approximating the 
shooting position and the shooting direction. An alternative 
method divides an object image into a plurality of regions, 
obtains difference between an object image and a back­
ground image in region level, outputs a mean value of the 
absolute value of difference in the region level, and detects 
the region having the mean value of absolute values of 
difference equal to or greater than a threshold value as the 
object portion. Another further method obtains a plurality of 
object images by shooting only a background of an object of 
interest and by shooting the object of interest during each 
rotation. A silhouette image is generated by carrying out a 
difference process between the object image and the back­
ground image. A voting process is carried out on the voxel 
space on the basis of the silhouette image. A polygon is 
generated according to the three-dimensional shape obtained 
by the voting process. The texture obtained from the object 
image is mapped to the polygon. 
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TEXTURE INFORMATION ASSIGNMENT 
METHOD, OBJECT EXTRACTION 

METHOD, THREE-DIMENSIONAL MODEL 
GENERATING METHOD, AND APPARATUS 

THEREOF 

This application is a division of prior application Ser. No. 
09/254,127, filed Nov. 1, 1999, which is a 371 ofPCT/JP97/ 
02997 filed Aug. 28, 1997. 

TECHNICAL FIELD 

2 
FIG. 1 is a diagram representing the concept of assigning 

texture information to the three-dimensional model gener­
ated as described above according to the image information 
continuously picked up by a camera. 

Japanese Patent Laying-Open No. 5-135155 discloses the 
case of obtaining image information by continuously rotat­
ing an object of interest and shooting the same, i.e., obtain­
ing image information in the resolution level of shape 
recognition with respect to a three-dimensional model of a 

10 human figure. More specifically, an image is picked up for 
every 1 o of rotation to obtain 360 images with respect to the 
object of interest. 

For the sake of simplifying the description, the case of 
shooting an image for every larger stepped angle will be 

15 described hereinafter. However, the essence is identical. 

The present invention relates to a texture information 
assignment method of assigning texture information to a 
shape model of a real object of interest according to an 
object image obtained by shooting that real object of inter­
est, an object extraction method of extracting an object 
portion by removing an undesired portion such as the 
background from the object image, a three-dimensional 
model generation method of generating a three-dimensional 20 

model of an object of interest, and apparatus of these 

Consider the case of picking up a total of n images by 
rotating an object of interest for every predetermined angle 
of rotation, as shown in FIG. 1. In this case, each image 
information corresponds to the label number of 1, 2, 3 ... , n. 

The object of interest is represented as a shape model 
(wire frame model) 300 using a polygon (triangular patch). 

methods. 

BACKGROUND ART 

In accordance with the development of computer graphics 
and the like, there has been intensive efforts to provide a 
system for practical usage in three-dimensional graphics. 
However, one appreciable problem in accordance with the 
spread of such a system of practical usage is the method of 
obtaining shape data. More specifically, the task of entering 
the complicated three-dimensional shape of an object having 
a free-form surface or that resides in the natural world into 
a computer is extremely tedious and difficult. 

Furthermore, in reconstructing an object with a computer 
and the like, it is difficult to express the texture of the surface 
of the object in a more realistic marmer by just simply 
reconstructing the shape of the object. 

Three-dimensional image information can be handled 
more easily if the shape information and color/texture infor­
mation can be reconstructed within the computer based on 
image information that is obtained by shooting an actual 
object. 

In three-dimensional image communication such as by, 
for example, the Internet, the opportunity of a general user 
to create a three-dimensional image who is the transmitter of 
information will increase. Therefore, the need arises for a 
simple and compact apparatus that produces a three-dimen­
sional image. 

(1) Japanese Patent Laying-Open No. 5-135155 discloses 
a three-dimensional model generation apparatus that can 
construct a three-dimensional model from a series of sil­
houette images of an object of interest placed on a turntable 
under the condition of normal illumination. 

According to this three-dimensional model construction 
apparatus, an object of interest that is rotated on a turntable 

When texture information is to be assigned to shape model 
300, color information (texture information) of the image 
information of a corresponding label number is assigned for 

25 each triangular patch according to the direction of the 
camera shooting the object of interest. 

More specifically, based upon the vector towards the 
target triangular patch from the axis of rotation of shape 

30 
model 300, the texture information with respect to the 
triangular patch is captured from the image that has the 
direction of the shooting direction vector and this vector 
most closely matched. Alternatively, from the standpoint of 
intuition, a plurality of lines such as the circles of longitude 

35 
of a terrestrial globe can be assumed with respect to the 
surface of the model. Texture information can be captured 
from the first image information for the triangular patch in 
the range of 0° to 1x360/n°, from the second image infor­
mation for the triangular patch in the range of 1x360/n° to 

40 
2x360/n°, and so on. This method of capturing texture 
information will be referred to as the central projection 
system hereinafter. 

The central projection system is advantageous in that 
image information can be provided in a one-to-one corre-

45 spondence with respect to each triangular patch or the 
constituent element forming the shape model (referred to as 
"three-dimensional shape constituent element" hereinafter), 
and that this correspondence can be determined easily. 

However, the central projection system is disadvanta-
50 geous in that the joint of the texture is noticeable when the 

gloss or the texture of the color information is slightly 
different due to the illumination and the like since the texture 
information is assigned from different image information 
(image information of a different label number) to a three-

55 dimensional shape constituent element that is not present 
within the same range of rotation angle when viewed from 
the axis of rotation. 

Furthermore, a corresponding three-dimensional shape 
constituent element may be occluded in the image informa-

60 tion obtained from a certain direction of pickup depending 
upon the shape of the object of interest. There is a case 
where no texture information corresponding to a certain 
three-dimensional shape constituent element is included in 

is continuously shot by a camera. The silhouette image of the 
object of interest is extracted from the obtained image by an 
image processing computer. By measuring the horizontal 
distance from the contour of the silhouette image to the 
vertical axis of rotation for the silhouette image, a three­
dimensional model is generated according to this horizontal 
distance and the angle of rotation. More specifically, the 
contour of the object of interest is extracted from the 65 

continuously shot silhouette images to be displayed as a 
three-dimensional model. 

the corresponding image information. 
FIG. 2 is a diagram for describing such a situation. In FIG. 

2, the relationship is shown of the axis of rotation, the cross 
section of the object of interest and the object image 
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projected in the camera at a vertical plane including the axis 
of rotation of the object of interest. When the object of 
interest takes a shape that has an occluded region that cannot 

4 
vantageous in that the time and the labor of the task of 
measurement by manual means are too great and heavy. 

The laser scanner is known as another conventional 
apparatus. The laser scanner directs a laser beam on an 
object of interest to scan the object. As a result, a three­
dimensional shape of the object of interest is obtained. There 
is a problem that a three-dimensional model of an object of 
interest formed of a substance that absorbs light cannot be 
obtained with such a laser scanner. There is also the problem 

be viewed from the camera as shown in FIG. 2, the image 
information picked up from this angle direction is absent of 
the texture information corresponding to this occluded 
region. However, texture information of this occluded 
region can be captured from another pickup direction that 
has a certain angle with respect to the previous direction of 
pickup. 10 that the apparatus is extremely complex and costly. Further­

more, there is a problem that the environment for pickup is 
limited since measurement of the object of interest must be 
carried out in a dark room. There is also the problem that 

(2) As a conventional method, extraction of an object 
portion from an image of an object can be effected manually 
using an auxiliary tool. More specifically, the image of an 
object obtained by shooting the target object together with 
the background is divided into a plurality of regions. The 15 

operator selects the background area in the image of the 
object to erase the background area using a mouse or the 
like. However, this method is disadvantageous in that the 
burden on the operator for the manual task is too heavy. 

Another conventional method of object extraction 20 

employs the chroma-key technique. More specifically, the 
portion of the object is extracted from the image of the 
object using a backboard of the same color. However, this 
method is disadvantageous in that a special environment of 

color information cannot be easily input. 
U.S. Pat. No. 4,982,438 discloses a three-dimensional 

model generation apparatus. This apparatus computes a 
hypothetical existing region using the silhouette image of an 
object of interest. This hypothetical existing region is a 
conical region with the projection center of the camera as the 
vertex and the silhouette of an object of interest as the cross 
section. This conical region (hypothetical existing region) is 
described with a voxel model. This process is carried out for 
a plurality of silhouette images. Then, a common hypotheti­
cal existing region is obtained to generate a three-dimen-

a backboard of the same color has to be prepared. 25 sional model of the object of interest. Here, the common 
hypothetical existing region is the ANDed area of a plurality 
of hypothetical existing regions with respect to the plurality 
of silhouette images. However, there is a problem that a 

A further conventional method of object extraction 
employs the simple difference method. More specifically, 
difference processing is effected between an object image 
and a background image in which only the background of 
the object of interest is shot to obtain the difference. The area 30 

having an absolute value of the difference greater than the 
threshold value is extracted as the portion of the object. 
However, there is a problem that, when the object of interest 
includes an area of a color identical to the color of the 
background, that portion cannot be extracted as a portion of 
the object. In other words, this method is advantageous in 
that the extraction accuracy of the object portion is poor. 

three-dimensional model of high accuracy cannot be gener­
ated when there is one inaccurate silhouette image since the 
three-dimensional shape is obtained by the AND operation. 
There is also a problem that color information is insufficient 
or a local concave area cannot be recognized since the object 
of interest is shot only from a horizontal direction (direction 

35 perpendicular to the axis of rotation). 
In the above three-dimensional model generation appara­

tus ofJapanese Patent Laying-Open No. 5-135155, an object 
of interest that is rotating on a turntable is shot by a camera 
to obtain a plurality of silhouette images. A plurality of 

Another conventional method of object extraction takes 
advantage of the depth information by the stereo method. 
More specifically, the area with the depth information that is 
smaller than a threshold value is extracted as the portion of 
an object of interest from an image of the object obtained by 
shooting the object together with the background. However, 
the difference in depth is so great in the proximity of the 
boundary between the object of interest and the background 
that proper depth information cannot be obtained reliably. 
There is a problem that a portion of the background is 
erroneously extracted as a portion of the object. 

40 shapes of the object of interest at a plurality of horizontal 
planes (a plane perpendicular to the axis of rotation) are 
obtained on the basis of these plurality of silhouette images. 
The points on the contour line of the shape of the object of 
interest in adjacent horizontal planes are connected as a 

45 triangular patch. The point on the contour line of the shape 
of the object of interest in one horizontal plane is determined 
for every predetermined angle. A three-dimensional model 
of an object of interest is generated in this way. However, 
there is a problem in this apparatus that a special environ-All of the above-described conventional methods require 

the determination of a threshold value in advance. It is 
extremely difficult to determine an appropriate threshold 
value on account of the conversion. property of the AID 
converter for converting the image and the property of the 
illumination. There is also the problem that the threshold 
value must be reselected when the conversion characteristic 55 

of the AID converter or the property of the illnmination is 
changed. 

50 ment for shooting is required since a backboard to generate 
a silhouette image is used. Furthermore, the amount of data 
is great since the three-dimensional model is generated using 
the shape of the object of interest in a plurality of horizontal 

(3) A three-dimensional digitizer is known as a conven­
tional apparatus of reading out the shape of an object of 
interest. The three-dimensional digitizer includes an arm 60 

with a plurality of articulations and a pen. The operator 
provides control so as to bring the pen in contact with the 
object of interest. The pen is moved along on the object of 
interest. The angle of the articulation of the arm varies as the 
pen is moved. A three-dimensional shape of the object of 65 

interest is obtained according to the angle information of the 
articulation of the arm. However, such a digitizer is disad-

planes. There was a problem that the process is time 
consnming. 

In view of the foregoing, an object of the present inven­
tion is to provide a method and apparatus of texture infor­
mation assignment that allows assignment of texture infor­
mation to each three-dimensional shape constituent element 
forming a shape model regardless of the shape of the object 
of interest in the event of reconstructing a three-dimensional 
model within a computer and the like according to image 
information obtained by shooting a real object. 

Another object of the present invention is to provide a 
method and apparatus of texture information assignment that 
allows assignment of texture information approximating the 
texture of a real object from image information obtained by 



0048

US 7,106,348 B2 
5 

shooting a real object in the assignment of texture informa­
tion to a shape model according to picked up image infor­
mation. 

A further object of the present invention is to provide a 
method and apparatus of texture information assignment 
with less noticeable discontinuity (seam) in texture assigned 
to each three-dimensional shape constituent element con­
structing a shape model in assigning texture information to 
the shape model according to image information obtained by 
shooting a real object. 

Still another object of the present invention is to provide 
a method and apparatus of object extraction that allows a 
portion, if present, of an object of image having a color 
identical to that of the background extracted. 

6 
element that is projected on each object image information 
per three-dimensional shape constituent element. 

According to another aspect of the present invention, a 
texture information assignment apparatus for a shape model 
includes: means for describing the shape of an object of 
interest as a shape model by a set of a plurality of three­
dimensional shape constituent elements; and means for 
assigning per three-dimensional shape constituent element 
the texture information for a shape model according to both 

10 the texture information amount for the three-dimensional 

A still further object of the present invention is to provide 15 

a method and apparatus of object extraction that can extract 
always stably and properly a portion of an object even when 
various characteristics change. 

shape constituent element of each object image information 
and the texture continuity between three-dimensional shape 
constituent elements on the basis of a plurality of object 
images information captured by shooting the object of 
interest from different viewpoints. 

Preferably, the texture information assignment means 
assigns the texture information for a shape model from the 
object image information provided in correspondence with 
each three-dimensional shape constituent element so as to 
set minimum an evaluation function that decreases in accor­
dance with increase of the texture information amount and 
that decreases in accordance with improvement in texture 
continuity between three-dimensional shape constituent ele­
ments. 

Yet a further object of the present invention is to provide 
a method and apparatus of object extraction that can have 20 

manual task reduced, and dispensable of a special shooting 
environment. 

Yet another object of the present invention is to provide a 
method and apparatus of three-dimensional model genera­
tion that can have manual task reduced. 

Yet a still further object of the present invention is to 
provide a method and apparatus of three-dimensional model 
generation of a simple structure with few limitation in the 
shooting environment and substance of the object of interest. 

An additional object of the present invention is to provide 
a method and apparatus of three-dimensional model genera­
tion that can generate a three-dimensional model in high 
accuracy even if there are several inaccurate ones in a 
plurality of silhouette images. 

Still a further object of the present invention is to provide 
a method and apparatus of three-dimensional model genera­
tion in which sufficient color information can be obtained 
and that allows recognition of a local concave portion in an 
object of interest. 

Yet a still further object of the present invention is to 
provide a method and apparatus of three-dimensional model 
generation that can generate a three-dimensional model at 
high speed with fewer data to be processed, dispensable of 
a special shooting environment. 

DISCLOSURE OF THE INVENTION 

According to an aspect of the present invention, a texture 
information assignment apparatus for a shape model 
includes: means for describing the shape of an object of 
interest as a shape model by a set of a plurality of three­
dimensional shape constituent elements; and means for 
assigning texture information with respect to a shape model 
according to the amount of texture information for a three­
dimensional shape constituent element of each object image 
information per three-dimensional shape constituent ele­
ment on the basis of a plurality of object images information 
captured by shooting an object of interest from different 
view points. 

Preferably, the texture information amount is represented 
by the matching degree between the direction of the surface 
normal of each three-dimensional shape constituent element 
and the shooting direction of each object image information 
per three-dimensional shape constituent element. 

Preferably, the texture information amount is represented 
by the area of the three-dimensional shape constituent 

25 In the above evaluation function, the texture continuity is 
represented as a function of difference in the shooting 
position and the shooting direction of respective correspond­
ing object image information between a three-dimensional 
shape constituent element of interest and an adjacent three-

30 dimensional shape constituent element. 
Preferably in the above evaluation function, the texture 

continuity is represented as a function that increases in 
accordance with a greater difference between the label 
number assigned to a three-dimensional shape constituent 

35 element of interest and the label number assigned to a 
three-dimensional shape constituent element that is adjacent 
to the three-dimensional shape constituent element of inter­
est when object image information is picked up according to 
change in position and a label number is applied to each 

40 object image information corresponding to the change in 
position. 

Preferably in the above evaluation function, the texture 
continuity is represented as a function that increases in 
accordance with a greater difference between the label 

45 number assigned to a three-dimensional shape constituent 
element of interest and the label number assigned to a 
three-dimensional shape constituent element adjacent to the 
three-dimensional shape constituent element of interest 
when object image information is picked up according to a 

50 regular change in position and a label number is applied to 
each object image information corresponding to the change 
in position. 

Preferably in the above evaluation function, the texture 
information amount is represented as a function of an area 

55 of a three-dimensional shape constituent element projected 
on each object image information per three-dimensional 
shape constituent element. 

Preferably in the above evaluation function, the texture 
information amount is represented as a function of a level of 

60 match between the direction of the surface normal of each 
three-dimensional shape constituent element and the shoot­
ing direction of each three-dimensional shape constituent 
element per three-dimensional shape constituent element. 

Preferably, the above evaluation function is represented as 
65 a linear combination of the total sum of the difference 

between the label number assigned to the i-th (i: natural 
number) three-dimensional shape constituent element and 
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the label number assigned to the three-dimensional shape 
constituent element adjacent to the i-th three-dimensional 
shape constituent element for all three-dimensional shape 
constituent elements, and the total sum of the area of the i-th 
three-dimensional shape constituent element projected on 
the object image information corresponding to the label 
number assigned to the i-th three-dimensional shape con­
stituent element for all three-dimensional shape constituent 
elements. 

8 
position; and means for assigning texture information to a 
three-dimensional shape constituent element by carrying out 
a weighted means process according to an area of a three­
dimensional shape constituent element projected on each 
object image information on the basis of the object image 
information corresponding to a related label number and the 
object image information corresponding to a predetermined 
number of label numbers including that related label num­
ber. 

Preferably, the means for assigning texture information to 
a three-dimensional shape constituent element obtains the 
area projected on the object image information correspond­
ing to the label number related to a three-dimensional shape 
constituent element and the object image information cor­
responding to the predetermined number of label numbers 
including the related label number for the three-dimensional 
shape constituent element, and uses this as the weighting 
factor for a weighted mean process. For the texture infor­
mation of a three-dimensional shape constituent element, the 

According to a further aspect of the present invention, a 10 

texture information assigument apparatus for a shape model 
includes: means for describing the shape of an object of 
interest as a shape model by a set of a plurality of three­
dimensional shape constituent elements; means for provid­
ing correspondence between a label number and every 15 

three-dimensional shape constituent element so as to set 
minimum an evaluation function that decreases in accor­
dance with increase of a texture information amount for each 
three-dimensional shape constituent element and that 
decreases in accordance with improvement of texture con­
tinuity in the texture information assigned to each three­
dimensional shape constituent element and an adjacent 
three-dimensional shape constituent element when a plural-

20 portion where the three-dimensional shape constituent ele­
ment is projected on the object image information is 
obtained. The image information (color, density or lumi­
nance) of this projected portion is subjected to a weighted 

ity of object images information are picked up in accordance 
with change in position and a label number is applied to each 25 

object image information corresponding to change in posi­
tion; and means for assigning texture information to a 
three-dimensional shape constituent element by carrying out 

mean process to result in the texture information. 
According to a still further aspect of the present invention, 

a texture information assigument apparatus for a shape 
model includes: means for capturing a plurality of object 
images information by shooting an object of interest from 
different viewpoints; means for describing the shape of the a weighted mean process according to the area of a three­

dimensional shape constituent element projected on each 
object image information on the basis of object image 
information corresponding to the related label number and 
the object image information corresponding to a predeter­
mined number of label numbers including that related label 
number. 

30 object of interest as a shape model by a set of a plurality of 
three-dimensional shape constituent elements; and means 
for assigning texture information obtained by carrying out a 
weighted mean process for all the object image information 
according to the area corresponding to the three-dimensional 

35 shape constituent element projected on the plurality of 
object images information for every three-dimensional 
shape constituent element. 

Preferably, the means for assigning texture information to 
the three-dimensional shape constituent element obtains the 
area projected on the object image information correspond­
ing to the label number related to the three-dimensional 
shape constituent element and the object image information 
corresponding to the predetermined number of label num­
bers including the related label number for the three-dimen­
sional shape constituent element, and uses this as the weight­
ing factor in carrying out a weighted mean process. For the 
texture information of the three-dimensional shape constitu­
ent element, the portion of the three-dimensional shape 
constituent element projected on the object image informa­
tion is obtained. The image information (color, density or 
luminance) of this projected portion is subjected to a 
weighted mean process to result in the texture information. 50 

Preferably, the means for assigning texture information to 
the three-dimensional shape constituent element obtains the 

40 area projected or, the object image information for each 
three-dimensional shape constituent element, and uses the 
obtained area as the weighting factor in carrying out the 
weighted mean process. For the texture information of the 
three-dimensional shape constituent element, the portion of 

45 the three-dimensional shape constituent element projected 
on the object image information is obtained. The image 
information (color, density or luminance) of this projected 
portion is subjected to a weighted means process to result in 
the texture information. 

According to still another aspect of the present invention, 
a texture information assigument apparatus for a shape 
model includes: means for describing the shape of an object 

According to the texture information assignment appara­
tus, the most appropriate texture information of the actual 
object can be selectively assigned to the shape model, out 
from the plurality of image information obtained by shoot­
ing an object of interest when the shape model is recon­
structed within a computer on the basis of image information 
obtained by shooting an actual object. 

When texture information (color information) is to be 
assigned to the shape model represented as a set of a 
plurality of three-dimensional shape constituent elements, 

of interest as a shape model by a set of a plurality of 
three-dimensional shape constituent elements; means for 55 

providing correspondence between a label number and every 
three-dimensional shape constituent element so as to set 
minimum an evaluation function that decreases in accor­
dance with increase of texture information amount for each 
three-dimensional shape constituent element and that 
decreases in accordance with improvement in texture con­
tinuity of texture information respectively assigned to each 
three-dimensional shape constituent element and an adjacent 
three-dimensional shape constituent element when a plural-

60 the texture information most approximating the texture 
information of the actual object can be selectively assigned 
to each three-dimensional shape constituent element while 
suppressing discontinuity in texture information between 

ity of object image information are picked up according to 65 

regular change in position and a label number is applied to 
each object image information corresponding to change in 

respective three-dimensional shape constituent elements. 
Since the process of assigning texture information can be 

carried out by substitution with the labeling issue for each 
three-dimensional shape constituent element on the basis of 
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the object image information obtained by shooting an actual 
object of interest, the process of applying the texture infor­
mation to each three-dimensional shape constituent element 
can be carried out in a procedure suitable for computer 
processing and the like. 

According to yet a further aspect of the present invention, 
an object extraction apparatus of extracting a portion of an 
object with an unwanted area removed from an object image 
obtained by shooting an object of interest includes: region 
segmentation means and extraction means. The region seg­
mentation means divides the object image into a plurality of 
regions. The extraction means identifies and extracts an 
object portion in the object image by subjecting the infor­
mation of each pixel in the object image to a process of 
consolidation for every region. Here, an unwanted portion 
is, for example, the background area. 

Preferably in the extraction means, the process of con­
solidating the information of each pixel in the object image 
for every region is to average the information of each pixel 
in the object image for every region. 

Preferably, the extraction means identifies and extracts the 
object portion in the object image by carrying out a thresh­
olding process on the information of each pixel consolidated 
for every region. 

Preferably, the information of each pixel in the object 
image is the difference information obtained by carrying out 
a difference process between a background image obtained 
by shooting only the background of the object of interest and 
an object image. 

Preferably, the extraction means includes difference pro­
cessing means, mean value output means, and threshold 
value processing means. The difference processing means 
carries out a difference process between the background 
image obtained by shooting only the background of the 
object of interest and the object image. The mean value 
output means obtains the mean value in each region for the 
absolute value of the difference obtained by the difference 
process. The threshold value processing means compares the 
mean value in a region with a predetermined value to extract 
the region where the mean value is equal to or greater than 
a predetermined value as the object portion. 

Preferably, the extraction means comprises mean value 
output means, difference processing means, and threshold 
value processing means. The mean value output means 
computes the mean value of the pixel in each region of the 
object image. The difference processing means carries out a 
difference process between the mean value of the pixels in 
each region of the object image and the mean value of the 
pixels in a corresponding region of the background image. 
The threshold processing means compares the absolute 
value of the difference obtained by the difference process 
with a predetermined value to extract the region where the 
absolute value of the difference is greater than the predeter­
mined value as the object portion. 

Preferably, the information of each pixel of the object 
image is the depth information. 

10 
extract means extracts as an object portion a region out of 
the plurality of regions that has a mean value within a 
predetermined range, i.e. a region having a mean value 
smaller than a predetermined value, particularly when an 
object located forward than the object of interest is not 
included in the object image. 

According to yet a still further aspect of the present 
invention, an object extraction apparatus of extracting a 
portion of an object with an unwanted portion removed from 

10 the object image on the basis of an object image obtained by 
shooting an object of interest and a plurality of background 
images obtained by shooting only the background of the 
object of interest a plurality of times includes difference 
means, extraction means, and threshold value determination 

15 means. The difference means computes the difference 
between the object image and the background image. The 
extraction means extracts a portion of the object image 
having a difference greater than the threshold value as the 
object portion. The threshold value determination means 

20 determines the threshold value in a statistical mauner on the 
basis of distribution of the plurality of background images. 

According to an additional aspect of the present invention 
an object extraction apparatus of extracting a portion of an 
object with an unwanted portion removed from an object 

25 image on the basis of an object image obtained by shooting 
an object of interest and a plurality of background images 
obtained by shooting only the background of the object of 
interest a plurality of times includes computation means, 
difference means, and extraction means. The computation 

30 means computes for every pixel the mean value and the 
standard deviation of the pixels located at the same coordi­
nates in the plurality of background images. The difference 
means computes the difference between the value of each 
pixel in the object image and the mean value of the pixels in 

35 the background images corresponding to that pixel. The 
extraction means extracts the pixel from the object image 
having a difference that is greater than a predetermined times 
the standard deviation as the object portion. 

According to yet a further aspect of the present invention, 
40 an object extraction apparatus of extracting a portion of an 

object with an unwanted portion removed from an object 
image on the basis of an object image obtained by shooting 
an object of interest and a plurality of background images 
obtained by shooting only the background of the object of 

45 interest a plurality of times includes average/standard devia­
tion computation means, region segmentation means, dif­
ference means, average difference computation means, aver­
age standard deviation computation means, and extract 
means. The average/standard deviation computation means 

50 computes for every pixel the mean value and the standard 
deviation of pixels located at the same coordinates in a 
plurality of background images. The region segmentation 
means divides the object image into a plurality of regions. 
The difference means computes the difference between the 

55 value of each pixel in each region of the object image and 
the mean value of the corresponding pixels in the region of 
the background images corresponding to that region. The 
average difference computation means computes the aver­
age in difference for every each region The average standard 

According to yet another aspect of the present invention, 
the object extraction apparatus of extracting an object por­
tion with an unwanted area removed from the object image 
obtained by shooting the object of interest includes: depth 
information computation means, region segmentation 
means, mean value computation means, and extract means. 
The depth information computation means computes the 
depth information of the object image. The region segmen­
tation means divides the object image into a plurality of 65 

regions. The mean value computation means computes the 
mean value of the depth information for each region. The 

60 deviation computation means computes the mean value of 
the standard deviation for every region. The extract means 
extracts the region out of the plurality of regions having the 
mean value of the difference greater than a predetermined 
times the mean value of the standard deviation. 

According to still another aspect of the present invention, 
an object extraction apparatus of extracting a portion of an 
image with an unwanted portion removed from an object 



0051

US 7,106,348 B2 
11 

image on the basis of an object image obtained by shooting 
an object of interest and a plurality of background images 
obtained by shooting only the background of the object of 
interest a plurality of times includes average/standard devia­
tion computation means, region segmentation means, aver­
age computation means, difference means, average differ­
ence computation means, average standard deviation 
computation means and extract means. The average/stan­
dard deviation computation means computes for each pixel 
the mean value and the standard deviation of pixels located 10 

at the same coordinates in the plurality of background 
images. The region segmentation means divides the object 
image into a plurality of regions. The average computation 
means computes the mean value of a pixel in each region. 
The difference means computes the absolute value of dif- 15 

ference between the mean value of pixels in each region of 
the object image and the mean value of the pixels in the 
region of the background images corresponding to that 
region. The average difference computation means com­
putes the mean value of the absolute values of the difference 20 

for each region. The average standard deviation computation 
means computes the mean value of the standard deviation 
for each region. The extract means extracts a region out of 
the plurality of regions having a mean value of absolute 
values of difference greater than a predetermined times the 25 

mean value of the standard deviation. 
According to yet another aspect of the present invention, 

12 
for each. pixel the mean value and the standard deviation of 
pixels located at the same coordinates in the plurality of 
background images. The average computation means com­
putes for each pixel the mean value of the pixels located at 
the same coordinate in the plurality of object images. The 
region segmentation means divides the object image into a 
plurality of regions. The difference means computes an 
absolute value of difference between the mean value of 
respective pixels in each region of the object image and the 
mean value of corresponding pixels in the region of the 
background image corresponding to the relevant region. The 
average difference computation means computes the mean 
value of the absolute values of difference for every region. 
The average standard deviation computation means com­
putes the mean value of the standard deviation for each 
region, The extract means extracts a region out of the 
plurality of regions having a mean value of the absolute 
values of difference greater than a predetermined times the 
mean value of the standard deviation. 

According to the above object extraction apparatus, a 
portion in the object of interest of a color identical to that of 
the background, if any, can be detected and extracted as a 
portion of the object. The task to be carried out manually can 
be reduced Also, a special shooting environment is dispens­
able. 

According to yet a further aspect of the present invention, 
a three-dimensional model generation apparatus for gener­
ating a three-dimensional model of an object of interest 
includes: shooting means for shooting the background of an 

an object extraction apparatus of extracting a portion of an 
object with an unwanted portion removed from an object of 
image on the basis of an object image obtained by shooting 
an object of interest and a plurality of background images 
obtained by shooting only the background of the object of 
image for a plurality of times includes average/standard 
deviation computation means, region segmentation means, 
average computation means, difference means, average stan­
dard deviation computation means, and extract means. The 
average/standard deviation computation means computes 
for each pixel the mean value and the standard deviation of 
pixels located at the same coordinates in the plurality of 
background images. The region segmentation means divides 
the object image into a plurality of regions. The average 
computation means computes the mean value of the pixels 

30 object of interest and shooting the object of interest includ­
ing the background; silhouette generation means obtaining 
the difference between a background image obtained by 
shooting only the background and a plurality of object 
images obtained by shooting the object of interest with the 

in each region of the object image, and also the mean values 
in each region of the mean value of the pixels in the 
background images. The difference means computes the 
absolute value of the difference between the mean value of 
the pixels in each region of the object image and the mean 
value in each region of the mean values of the pixels in the 
region of the background images corresponding to that 
region. The average standard deviation computation means 
computes the mean value of the standard deviation for each 
region. The extract means extracts a region out of the 
plurality of regions having an absolute value of difference 
greater than a predetermined times the mean value of the 
standard deviation as an object portion. 

According to still another aspect of the present invention, 
an object extraction apparatus of extracting an object portion 
with an unwanted portion removed from an object image on 
the basis of a plurality of object images obtained by shooting 

35 background for generating a plurality of silhouette images; 
and means for generating a three-dimensional model of the 
object of interest using the plurality of silhouette images. 

The three-dimensional model generation apparatus pref­
erably includes rotary means for rotating the object of 

40 interest. 
According to yet an additional aspect of the present 

invention, a three-dimensional model generation apparatus 
of generating a three-dimensional model of an object of 
interest includes: silhouette generation means for generating 

45 a plurality of silhouette images of the object of interest, 
estimation means for estimating the existing region of the 
object of interest in a voxel space according to the plurality 
of silhouette images; and means for generating a three­
dimensional model of the object of interest using the object 

50 of interest existing region obtained by the estimation means. 
Preferably, the estimation means carries out a voting 

process on the voxel space. 
Preferably, the three-dimensional model generation appa­

ratus further includes threshold value processing means for 
55 setting the portion having a vote score greater than a 

predetermined threshold value as a result of the voting 
process. 

an object of interest a plurality of times and a plurality of 60 

background images obtained by shooting only the back­
ground of the object of interest a plurality of times includes 
average/standard deviation computation means, average 
computation means, region segmentation means, difference 
means, average difference computation means, average stan- 65 

dard deviation computation means, and extract means. The 
average/standard deviation computation means computes 

According to the above three-dimensional model genera­
tion apparatus, a special shooting environment such as a 
backboard of the same color is dispensable since a three­
dimensional model is generated using a silhouette image 
obtained by carrying out difference processing. 

Since a three-dimensional model is generated by carrying 
out a voting process on voxel space on the basis of a plurality 
of silhouette images, a three-dimensional model can be 
generated at high accuracy even when some of the plurality 
of silhouette images is improper. 



0052

US 7,106,348 B2 
13 

Since the three-dimensional model is generated by 
polygonal approximation of the contour line of a plurality of 
cut out planes obtained by cutting a three-dimensional shape 
of an object of image, the amount of data for three-dimen­
sional model generation can be reduced to allow high speed 
processing. 

14 
FIG. 18 is a diagram representing the concept of the 

method of storing texture information into the color infor­
mation storage unit of FIG. 4 

FIG. 19 is a flow chart showing the flow of the process of 
the texture information assignment method according to a 
fourth embodiment of the present invention. 

Since a three-dimensional model is generated by polygo­
nal approximation of the contour line of a plurality of cross 
sectional shapes of an object of interest, the amount of data 
for three-dimensional model generation can be reduced to 10 

allow high speed processing. 

FIG. 20 is a diagram representing the concept of the 
texture information assigument method according to a fifth 
embodiment of the present invention. 

FIG. 21 is a flow chart showing a flow of the process of 
the texture information assigument method according to the 
fifth embodiment of the present invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a diagram representing a concept of a conven­
tional method of texture information assigmnent. 

FIG. 2 is a sectional view for showing the problem in the 
conventional method of texture information assigmnent. 

FIG. 3 is a schematic block diagram showing a structure 
of a three-dimensional model generation apparatus accord­
ing to a first embodiment of the present invention. 

FIG. 4 is a schematic block diagram showing a structure 
of a color information assignment processing unit in the 
three-dimensional model generation apparatus of FIG. 3. 

FIG. 22 is a diagram showing the entire structure of an 
object extraction apparatus (image cut out apparatus) 

15 according to a sixth embodiment of the present invention. 
FIG. 23 is a block diagram schematically showing an 

object extraction apparatus (image cut out apparatus) 
according to the sixth embodiment of the present invention. 

FIG. 24 is a block diagram schematically showing the 
20 arithmetic logic unit of FIG. 22. 

FIGS. 25A-25C are diagrams to describe in detail the 
process carried out by the difference processing unit, the 
mean value output unit, and the threshold value processing 
unit of FIG. 24. 

FIG. 5 is a flow chart showing the flow of the process to 25 

generate a three-dimensional model from a real object. 
FIG. 26 is a flow chart showing main components of an 

object extraction apparatus according to a seventh embodi­
ment of the present invention. FIG. 6A is a diagram to describe image shooting of step 

SlO in FIG. 5. 
FIG. 6B is a diagram for describing silhouette image 

generation of step Sl2 in FIG. 5. 
FIG. 6C is a diagram for describing a voting process of 

step Sl4 in FIG. 5. 
FIG. 6D is a diagram for describing polygon generation of 

step Sl6 in FIG. 5. 

FIG. 27A shows an object image divided into a plurality 
of regions R obtained in the object extraction apparatus of 

30 FIG. 26. 
FIG. 27B shows an image displaying depth information in 

luminance. 

FIG. 6E is a diagram for describing texture mapping of 35 

step Sl8 of FIG. 1. 

FIG. 27C shows an image of an object portion extracted 
with the background portion removed from the object 
image. 

FIG. 28 is a flow chart showing main components of an 
object extraction apparatus according to an eighth embodi­
ment of the present invention. 

FIG. 7 is a perspective view representing the concept of 
the voting process. 

FIG. 8 is a cross section of a P plane indicating the 
hypothetical existing region in the voting process. 

FIG. 9 is a sectional view of the P plane representing the 
concept of the voting process. 

FIG. lOA is a diagram for describing the concept of a 
polygon generation process. 

FIG. 29 is a flow chart showing main components of an 
40 object extraction apparatus according to a ninth embodiment 

of the present invention. 
FIG. 30 is a flow chart showing main components of an 

object extraction apparatus according to a tenth embodiment 
of the present invention. 

FIG. lOB is an enlargement view of the lOB portion in 45 

FIG. lOA. 
FIG. 31 is a flow chart showing main components of an 

object extraction apparatus according to an eleventh 
embodiment of the present invention. FIG. 11 shows a three-dimensional shape model by poly­

gons. 
FIG. 12A is a diagram representing the concept of the 

process of assigning texture information. 
FIG. 12B is an enlarged view of the 12B portion in FIG. 

12A. 
FIG. 13 is a flow chart showing the flow of the process of 

assigning texture information to each three-dimensional 
shape constituent element. 

FIG. 14 is a flow chart showing the flow of the process of 
the texture information assignment method according to the 
first embodiment. 

FIG. 15 is a diagram representing the concept of a 
recording medium in which is recorded the texture infor­
mation assigmnent method of the first embodiment. 

FIG. 16 is a flow chart showing the flow of the process of 
the texture information assigmnent method according to a 
second embodiment of the present invention. 

FIG. 32 is a block diagram schematically showing a 
three-dimensional model generation apparatus according to 

50 a twelfth embodiment of the present invention. 
FIG. 33 is a flow chart showing a flow of the process in 

the three-dimensional model generation apparatus of FIG. 
32. 

FIG. 34 is a diagram for describing the perspective ratio 
55 obtained at step S8 of FIG. 33. 

FIGS. 35A-35C are diagrams to describe the position 
relationship between the camera and the turntable obtained 
at step S8 in FIG. 33. 

FIG. 36 is a diagram for describing a voxel in the 
60 cylindrical coordinate system voxel space used at step Sl4 

of FIG. 33. 
FIG. 37 is a diagram for describing the voting process at 

step Sl4 of FIG. 33. 

FIG. 17 is a flow chart showing the flow of the process of 65 

a texture information assigument method according, to a 
third embodiment of the present invention. 

FIG. 38 shows the results of the voting process at step Sl4 
of FIG. 33. 

FIG. 39A is a diagram to describe the specific contents of 
polygon generation at step Sl6 of FIG. 33. 
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FIG. 39B is an enlargement view of the 39B portion in 
FIG. 39A. 

FIG. 40 is a diagram for describing the flow of polygon 
generation at step Sl6 of FIG. 33. 

16 
object. Such a reconstructed three-dimensional model is 
displayed on a display device 150. 

FIG. 41 is a diagram showing the relationship between 5 

vertices corresponding to the contour lines of adjacent cut 
out planes obtained at step SA2 of FIG. 40. 

Prior to the detailed description of the method of applying 
color information (more generally, texture information) with 
respect to the three-dimensional image information, the flow 
of generating a three-dimensional shape model from a real 
object will first be described briefly. 

FIG. 42 is a diagram to describe the local most proximity 
point connection strategy at step SA3 of FIG. 40. 

FIG. 43 shows a polygon obtained by the local most 10 

proximity point connection strategy at step SA3 of FIG. 40. 

FIG. 5 is a flow chart showing the flow of the process 
from the generation of an object image up to assigument of 
texture information to a shape model. FIGS. 6A-6E are 
diagrams representing the concept of the data process of 
each flow. FIG. 44 shows a part of the flow of the polygon generation 

by the local most proximity point connection strategy at step 
SA3 of FIG. 40. 

FIG. 45 shows the remaining part of the flow of the 
polygon generation by the local most proximity point con­
nection strategy at step SA3 of FIG. 40. 

Referring to FIG. 6A., computer 130 controls the angle of 
rotation of turntable 110 according to the shooting condition 

15 data applied from input device 140. Object images Al-An 
shot by camera 120 for every angle of rotation are input (step 
SlO). If an object image is input from camera 120 at the 
angle of every 10°, 36 object images Al-An are input in one 
turn of rotation. 

FIG. 46 is a diagram for describing the flow of polygon 
generation by the global shortest connection strategy at step 
SA3 of FIG. 40. 20 Referring to FIG. 6B, computer 130 extracts the contour 

of the object figure from each of the shot object images 
Al-An to generate silhouette images Bl-Bn of the object 
viewed from various directions (step Sl2). 

FIG. 47 shows a CD-ROM in which a program is 
recorded to generate a three-dimensional model of an object 
of interest by the computer of FIG. 3. 

BEST MODE FOR CARRYING OUT THE 
INVENTION 

Embodiments of the present invention will be described in 
detail with reference to the drawings. In the drawings, the 
same or corresponding components have the same reference 
characters allotted, and their description will not be 
repeated. 

[First Embodiment] 
FIG. 3 is a schematic block diagram showing a structure 

of a three-dimensional model generation apparatus 1000 to 
reconstruct a three-dimensional model from an actual object 
according to a first embodiment of the present invention. 
Referring to FIG. 3, an object of interest 100 is mounted on 
a turntable 110. Turntable 110 has its angle of rotation 
controlled according to, for example, a control signal from 
a computer 130. A camera 120 shoots the rotating object of 
interest 100 at every specified angle. The obtained image 
data is applied to computer 130. Data of the shooting 
condition such as the rotary pitch of turntable 110 and the 
like is applied to computer 130 from an input device 140. 

Computer 130 extracts a silhouette image from the image 
information corresponding to each shooting angle according 

The obtained silhouette images Bl-Bn indicate the con-
25 tour of object 100 viewed from various directions. As shown 

in FIG. 6C, a voting process that will be described after­
wards is carried out on the three-dimensional space divided 
into virtual voxels on the basis of the contour figure of the 
object viewed from various directions. The existing region 

30 of object 100 within voxel space 251 is estimated (step Sl4). 
Referring to FIG. 6D, the object region represented by 

voxel space 251 is converted into the representation of shape 
model 300 using a polygon (triangular patch) 27 (step Sl6). 
Here, the accuracy of the representing shape must be main-

35 tained while suppressing the required number of polygons 
for representation. Therefore, polygon 27 can be generated 
according to the method set forth in the following. 

In voxel space 251 represented by the cylindrical coor­
dinate system, the contour line of the cut plane at a surface 

40 e of the cylindrical coordinate system is approximated in 
polygons to determine the vertex of polygon 27. Then, a 
triangular patch is generated by connecting the three closest 
vertices of respective vertices. 

Referring to FIG. 6E, texture information is assigned from 
45 the image information picked up at step SlO on each 

triangular patch of the generated polygon 27 (step Sl8). 

to the image information applied from camera 120 to 
generate a three-dimensional shape model. Here, a three- 50 

dimensional shape model can be represented by a set of, for 
example, polygons (triangular patches). The aforementioned 
image information implies numeric information represent­
ing the luminance, color, or the gray level corresponding to 
each pixel output from camera 120. However, representation 55 

of a three-dimensional model is not limited to such a 

By the above flow, a three-dimensional model 27 is 
reconstructed in computer 130 on the basis of image infor­
mation picked up by shooting a real object with camera 120. 

Although the above description corresponds to a structure 
in which an object of interest 100 is placed in a fixed manner 
on rotary table 110 to pick up an image of the object with 
turntable 110 rotated, the method of capturing image infor­
mation is not limited to such a structure. 

For example, image data can be obtained by shooting 
object of interest 100 from a plurality of viewpoints with 
camera 120 carried by an operator moving around stationary 
object 100. By identifYing the position of camera 120 and 
the shooting direction for each shot of an image, three-

representation method. For example, a three-dimensional 
model can be represented as a group of surface shape 
elements of different shapes. Therefore, the shape that is the 
element for representing a shape model is generically 
referred to as a three-dimensional shape constituent element. 

60 dimensional shape model 300 can be reconstructed and 
texture information assigned by this information by a 
method similar to that set forth in the following. Next, computer 130 applies texture information on the 

reconstructed shape model according to the image informa­
tion picked up at each angle. Here, color information (tex­
ture information) in the field of CG (Computer Graphics) 65 

refers to the image information to represent the asperity, 
design, pattern, and material quality of the surface of the 

Now, each processing step of FIG. 5 will be described in 
detail. 

(Image Shooting and Silhouette Image Generation) 
An image is shot by the above-described structure shown 

in FIG. 3 by placing target object 100 on turntable 110 and 
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shooting a plurality of object images Al-An while table 110 
is rotated. Additionally, a background image is shot to 
extract a silhouette image at the next step of S12. 

By the difference processing between object images 
Al-An and a background image, silhouette images Bl-Bn 
with only the cut out of the object of interest are generated. 

An image difference process including a region segmen­
tation process that will describe afterwards, not the simple 
difference process between images, can be carried out to 
eliminate the need of a special shooting environment to 10 

obtain a background image of a single color, and to allow 
stable silhouette image generation. 

Specifically, object images Al-An are divided into 
regions. The difference processing with the background 
image is carried out on a region-by-region basis. Here, 15 

difference processing implies the process of computing the 
difference of the signal intensity in the shot object image 
information per pixel. Furthermore, the difference mean is 
subjected to the threshold process on a pixel-by-pixel basis 

18 
existing region 50 when relevant to a hypothetical existing 
region 50 for one silhouette image, for example. 

FIG. 8 shows a cross section of a silhouette image and 
cylindrical voxel space 251 on a plane P perpendicular to the 
z axis shown in FIG. 7. 

Since the conical region of projection center 51 of camera 
120 is pertinent to hypothetical existing region 50, the 
nnmeric of 1 is assigned to each voxel in cylindrical voxel 
space 251 where this region 50 exists. 

FIG. 9 is a cross sectional view of cylindrical voxel space 
251 at the cross section of plane P for the case where voting 
process is carried out according to the plurality of silhouette 
images Bl-Bn. 

FIG. 9 shows the case where the voting process is carried 
out on cylindrical voxel space 251 according to silhouette 
images Bl-B5 shot from viewpoints. Since the numeric of 
1 is assigned to each hypothetical existing region 50 for 
respective silhouette images in the voting process according 
to each silhouette image, the cross-hatched region in FIG. 9 

to extract the object portion. 
By the above-described method, a portion of an object 

having a color identical to that of the background in the pixel 
level, if any, can be detected as the object portion if there is 

20 has hypothetical existing region 50 according to all silhou­
ette images Bl-B5 overlapped thereon when the voting 
process is carried out according to five silhouette image 
Bl-B5. In other words, the numeric of 5 is assigned to the 

a color differing from that of the background in the region 
level. Therefore, the accuracy of the generated silhouette 25 

image can be improved. 

voxels in the cross-hatched region as a result of the voting 
processing according to five silhouette images Bl-B5. 

Therefore, by extracting only the voxel assigned with a 
nnmeric of at least 5 among the voxels in cylindrical voxel 
space 251, the region where object 100 of interest exists in 
this cylindrical voxel space 251 can be obtained. 

Voting Process 

In general, the region where the object of interest exists in 
cylindrical voxel space 251 can be computed according to a 
voting process by setting an appropriate threshold value 
according to the number of shot object images. According to 
the above process, the region where object 100 is present in 

Silhouette image information of an object of interest 100 30 

picked up from a plurality of viewpoints can be obtained. A 
voting process set forth in the following is carried out to 
reconstruct a three-dimensional shape of an object from 
these plurality of silhouette images information. 

35 cylindrical voxel space 251 can be extracted. 
First, a voxel model and voxel space 251 to describe a 

three-dimensional shape will be explained with reference to 
FIG. 7. 

A voxel model is a model that describes a three-dimen­
sional shape according to the absence/presence of a three­
dimensional lattice point. The space defined by voxels is 
referred to as voxel space 251. Voxel space 251 is arranged 
with a size and position that encloses the object to be 
recognized. Here, this voxel space 251 is represented with 
the cylindrical coordinate system that can represent the 
shape of a target object in a more natural manner with 
respect to the pickup of an image while rotating object 100 
of interest. 

As a three-dimensional model generation method using 
voxel space 251, a cone-silhouetting method is disclosed in 
U.S. Pat. No. 4,982,438. This system has the problem that 
any error in the generated silhouette image will directly 

40 affect the shape of the object that is reconstructed. In 
contrast, the three-dimensional model generation method by 
the voting process is characterized in that, even when there 
is an error in the basic silhouette image, reduction in the 
accuracy of the captured three-dimensional shape can be 

45 minimized by setting an appropriate threshold value. 

Polygon Generation 

The object region represented by voxel space 251 is 
transformed so as to be represented with a shape model 300 
using polygons (triangular patch) 27. 

FIGS. lOA and lOB represent the concept of such a 
polygon generation process. Referring to FIGS. lOA and 
lOB, the contour line of a cut plane at the cylindrical 

Therefore, each voxel implies the volumeric element in 
which r, 8, and z are divided at equal intervals where r is the 50 
coordinate in the radial direction of the cylindrical coordi­
nate, 8 is the coordinate in the angle direction, and z is the 
coordinate in the direction of the axis. The voxel model is a 
representation of a three-dimensional shape by a set of these 
volumeric elements. 55 coordinate system 81 plane (a plane where 8=81 in cylin­

drical coordinate system) of the object region represented by 
cylindrical voxel space 251 is subjected to polygonal 
approximation. Each vertex of contour line L81 obtained by 
this polygonal approximation corresponds to the vertex of 

The procedure of reconstructing this voxel model from 
silhouette images Bl-Bn will be described briefly herein­
after. 

First, a hypothetical existing region 50 with respect to an 
object of interest is computed in voxel space 251 according 
to one silhouette image. Here, a hypothetical existing region 
50 implies a conical region with the projection center 51 of 
camera 120 as the vertex and the object figure of the image 
as a cross sectional shape as shown in FIG. 7. In other words, 
object 100 of interest is always present inside this region. 

A voting process implies the process of assigning (voting) 
a number 1 to each voxel residing within hypothetical 

60 polygon 27 as will be described afterwards. Similarly, the 
contour line of the cut out at plane 82 of the cylindrical 
coordinate system is subjected to polygonal approximation 
to obtain L82. This operation is carried out on plane 8 

65 

corresponding to all the voxels. 
Then, each vertex of these contour lines is connected 

regarding the respective closest three vertices to generate 
triangular patch 27. By generating triangular patch 27 by the 
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process of polygonal approximation of the contour line and 
connection of the closest three vertices, the number of 
polygons required for representation can be suppressed and 
the accuracy of the representation shape can be maintained. 

FIG. 11 shows a three-dimensional shape model 300 
representing object 100 with polygons 27. 

BY the above operation, the shape of the object of interest 
can be reconstructed within the computer. 

Although the above description is provided on the basis of 
10 

a cylindrical voxel space 251, an orthogonal voxel space can 
be used instead. By connecting adjacent voxels in the 
polygon generation process, the small polygons can be 
generated, and then consolidated to reduce the number of 
polygons. 

Texture Mapping 

15 

20 
mation assigned to each polygon 27 by arithmetic logic unit 
210 according to the reference image information stored in 
image storage unit 220. 

Referring to FIGS. 13 and 4, image information obtained 
by shooting a target object rotated at every predetermined 
angle is stored in image storage unit 220 (step S20). 

According to the picked up image information, arithmetic 
logic unit 210 generates shape model 300. The shape data is 
stored in shape storage unit 230 (step S22). 

Then, correspondence between a three-dimensional shape 
constituent element (for example, polygon 27) and the 
reference image information stored in image storage unit 
220 is set by arithmetic logic unit 210 according to the 
procedure set forth in the following (step S24). 

Arithmetic logic unit 210 has the texture information of 
each corresponding polygon 27 stored in color information 
storage unit 240 (step S26). 

In order to assign texture information to the object shape 
reconstructed in the computer for a more real three-dimen­
sional model, the process of assigning texture information 
included in the shot object images Al-An to three-dimen­
sional shape model 300 is carried out. 

The process of correspondence between a three-dimen-
20 sional shape constituent element and reference image infor­

mation of step S24 will be described in further detail 
hereinafter. 

More specifically, the object image from which the texture 
information of each polygon 27 is to be applied (referred to 
as "reference image" hereinafter) is determined. Then, poly­
gon 27 is projected on the reference image. The texture 
information of that projected area is assigned to the corre­
sponding polygon 27. 

FIG. 14 is a detailed flow chart of the flow for correspon­
dence between a three-dimensional shape constituent ele-

25 ment and reference image information of step S24. 
In the following process, the amount of texture informa­

tion is determined according to the degree of match between 
the normal vector of each three-dimensional shape constitu­
ent element (polygon 27) and the normal vector of the image 

30 shooting plane parallel to the direction in which the refer­
ence image was shot. More specifically, the reference image 
that is most positively opposite the relevant polygon 27 is 
selected as the reference image having the greatest texture 

FIGS. 12A and 12B are diagrams for describing the 
concept of the texture information assignment process. For 
the sake of simplification, it is assumed that there are eight 
object image information labeled 1-8 as the reference 
image. More specifically, there is an object image of the 
target object shot from the angle of every 45°. Description 35 

is provided of assigning texture information to shape model 
300 according to a reference image of a target object shot at 
every constant angle about one axis of rotation. However, 
the present invention is not limited to such a case, and can 
be applied to the case where texture information is applied 40 

to shape model 300 according to a plurality of reference 
images of a target object shot from an arbitrary position and 
direction. 

In determining which reference image is to be corre­
sponded with respect to a target polygon 27, the approach of 45 

selecting the reference image with the greatest texture 
information amount for the relevant polygon 27 is to be 
taken into account. 

By assigning a corresponding reference image, i.e. a label 
50 

number, to each polygon 27 according to the above 
approach, texture information can be applied to shape model 
300 represented by polygons 27. 

information with respect to that polygon 27. 
Following the completion of each process of shooting 

(step S20) and shape model generation (step S22), arith­
metic logic unit 210 initializes the variables used in the 
following calculation. 

Specifically, the nnmber of three-dimensional shape con­
stituent elements is inserted into variable Emax, and the 
nnmber of shot images is inserted into variable Imax. In the 
following process, the auxiliary variable lent that counts the 
corresponding label number with respect to the shot image 
is initialized to the value of 0. 

Also, all the values of the first dimensional array variable 
Prod [i] respectively corresponding to the i-th (i=O-Emax-
1) three-dimensional shape constituent element are initial­
ized to the value of 0 while the values of the first dimen­
sional array variable Id [i] to which the label number of the 
reference image corresponding to the i-th three-dimensional 
shape constituent element is inserted are all initialized to the 
value of -1 (step S2402). 

FIG. 13 is a flow chart showing the process up to texture 
information application. FIG. 4 is a schematic block diagram 
showing a structure of a color information assignment 
processor 200 to assign texture information in computer 
130. 

Then, auxiliary variable Ecnt to count the nnmber of 

55 
polygon 27 is initialized to the value of 0 (step S2403). 

The inner product of the normal vector of the Icnt-th 
image shooting plane and the normal vector of Ecnt-th 
three-dimensional shape constituent element is computed. 
This computed value is inserted into variable Vtmp (step Color information assignment processor 200 includes an 

image storage unit 220 for storing object image information 
(reference image information) picked up by camera 120, an 
arithmetic logic unit 210 for generating a shape model 300 

60 S2404). 

of a target object according to reference image information 
stored in image storage unit 220, a shape storage unit 230 for 
storing shape model 300 generated by arithmetic logic unit 65 

210, i.e., the position and shape of each polygon 27, and a 
color information storage unit 240 for storing texture infor-

Arithmetic unit 210 compares the value of the Ecnt-th 
variable Prod [Ecnt] with the value of variable Vtmp. 

When determination is made that the value of variable 
Prod [Ecnt] is equal to or smaller than variable Vtmp (step 
S2406), the value of variable Vtmp is inserted into variable 
Prod [Ecnt]. Simultaneously, the current value of count 
variable lent is inserted into variable Id [Ecnt] (step S2408). 
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When determination is made that the value of variable 
Prod [Ecnt] is greater than the value of variable Vtmp (step 
S2406), the value of variable Ecnt is incremented by one 
(step S2410). 

When determination is made that the value of count 
variable Enct is smaller than the number of three-dimen­
sional shape constituent elements Emax (step S2412), con­
trol returns to the process of step S2404. The same process 

22 
By operating computer 130 according to the texture 

information assignment program stored in recording 
medinm 160, the effect as described above can be obtained. 
In other words, texture information approximating the tex­
ture of the actual object can be assigned to shape model 300 
reconstructed in computer 130. 

[Second Embodiment] 
In the previous first embodiment, the reference image 

determined as having the greatest texture information is repeated on the next three-dimensional shape constituent 
element. 

When determination is made that the value of variable 
Ecnt is equal to or greater than the number of three­
dimensional shape constituent elements Emax (step S2412), 
the value of count value lent is incremented by 1 (step 
S2414). 

10 amount according to the inner product value with respect to 
each three-dimensional shape constituent element is selected 
to apply the texture information to each three-dimensional 
shape constituent element. 

However, there is a case where a portion of the target 

Then, determination is made whether the value of count 
variable lent is equal to or greater than the number of shot 
images Imax (step S2416). 

When determination is made that the value of variable 
lent is smaller than the value of Imax (step S2416), the 
process from step S2403 to step S2412 is repeated for the 
next reference image. 

15 object cannot be viewed in the object information shot from 
a certain direction depending upon the shape of the target 
object as described with reference to FIG. 2. In this event, 
there may be the case where the reference image having the 
greatest inner product value with respect to the surface 

20 normal vector of the three-dimensional shape constituent 
element corresponding to this occluded region is completely 
absent of the texture information. 

However, when the value of variable lent is identified to 
be equal to or greater than the number of shot images Imax 
(step S2416), control proceeds to the process set forth in the 25 

following. 
According to the process from step S2402 to step S2416, 

the value of the inner product between the surface normal 
vector of the relevant reference image and the surface 

30 
normal vector of all the three-dimensional shape constituent 
elements is compared for each reference image. As a result 
of this process, the reference image that has an inner product 
value greater than the inner product value of all the previous 
reference images process is stored in the first dimensional 

35 
array variable Prod [Ecnt] for each three-dimensional shape 
constituent element. Then, the label number of the current 
reference image is stored in first dimensional array variable 
Id [Ecnt]. 

Therefore, at the transition from the process of step S2416 
40 

to the next process, the label number of the reference image 
information having the largest inner product value for the 
corresponding i-th three-dimensional shape constituent ele­
ment is stored in first dimensional array variable Id [i]. 

Then, arithmetic logic unit 210 reads out the correspond- 45 
ing reference image information for each three-dimensional 
shape constituent element from image storage unit 220, and 
stores the read out information into color information stor­
age unit 240 (step S2418). 

According to the above-described structure of applying 50 
the color information (texture information) obtained from 
the reference image information that has the greatest amount 
of texture information is assigned to each three-dimensional 
shape constituent element (polygon 27) forming shape 
model 300, the texture information most approximating the 55 
actual object can be assigned to each three-dimensional 
shape constituent element. 

FIG. 15 represents the concept of the structure of a 
recording medium in which the program to execute the 
texture assignment method of FIG. 14 by computer 130 is 60 

stored. 
A magneto-optical disk such as a magnetic disk or a 

CD-ROM (Compact Disk Read Only Memory) can be used 
as the recording medium. A program to have computer 130 
execute the process of FIG. 14 is described in various 65 

process steps by a predetermined programming language to 
be coded and recorded in recording medinm 260. 

The second embodiment provides a method and apparatus 
of texture information assignment that is applicable to such 
an event, and a medium in which the texture information 
assignment program is recorded. 

The structure of the color information assignment pro-
cessor of the second embodiment is identical to that of color 
information assigrillent processor 200 of FIG. 4. The opera­
tion carried out by arithmetic logic unit 210 differs from that 
of the first embodiment, as will be described hereinafter. 

In contrast to the first embodiment in which the amount of 
the texture information is determined by comparing the 
inner product values between the normal vector of each 
polygon 27 and the normal vector of each reference image, 
the second embodiment evaluates the amount of texture 
information of each reference image information on the 
basis of a projection area of each polygon 27 with respect to 
a reference image. 

FIG. 16 represents a flow chart of the process to determine 
the label number of the corresponding reference image 
information for each polygon 27 according to the projection 
area of polygon 27 on a reference image. 

The flow chart of FIG. 16 is similar to the flow chart of 
FIG. 14, provided that the value of evaluation is the pro­
jection area Atmp of the three-dimensional shape constituent 
element projected on the reference image instead of the 
inner product value Vtmp between the normal vector of the 
reference image plane and the normal vector of three­
dimensional shape constituent element. 

Therefore, at the stage when the process from step S2422 
to step S2436 is completed, the label number of the refer­
ence image information having the largest projection area 
for the corresponding i-th three-dimensional shape constitu­
ent element is stored in first dimensional array variable Id 
[i], and the projection area corresponding to the reference 
image information having the label number of Id [i] for the 
corresponding i-th, three-dimensional shape constituent ele­
ment is stored in first dimensional array variable Area [i]. 

Accordingly, arithmetic logic unit 210 reads out from 
image storage unit 220 the texture information of the cor­
responding reference image for every three-dimensional 
shape constituent element and stores the same into color 
information storage unit 240. 

By the above-described process, texture information can 
be assigned to each polygon 27 from the reference image 
information having the greatest texture information amount 
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with respect to shape model300 reconstructed in a computer 
and the like even for an object of interest that has a relatively 
complicated shape. A similar effect can be provided by 
operating computer 130 with a medium in which the pro­
gram such as from step 2422 to step S2438 of FIG. 16 is 
recorded. 

[Third Embodiment] 

24 
More specifically, energy function E increases as the 

difference becomes greater between the reference image 
nnmber assigned to the polygon adjacent to polygon i and 
the reference image number assigned to polygon i, and 
decreases as the projection area of polygon ion the reference 
image, i.e. the amount of texture information, increases. 

Since the texture continuity is higher as the difference in 
the nnmbers of the reference images assigned to polygon i 
and the adjacent polygon becomes smaller to suppress the 

In the above description, the correspondence between a 
reference image and each polygon 27 was determined 
according to the amount of texture information with respect 
to the relevant polygon 27 when target object 100 is recon­
structed as shape model 300. 

10 polygon boundary line, setting a minimum function E is 
equal to the assignment of the optimum reference image 
nnmber to each polygon taking into account both the amount 
of texture information (the amount of color information) and The issued to be taken into account in determining an 

appropriate reference image for each polygon 27 is not 
limited to the amount of the texture information. For 15 

the texture continuity. 
Although the projection area of polygon i on the reference 

image is employed as the degree of the texture information 
amount in the above energy function, a structure can be 
employed in which evaluation is effected according to the 
inner product value between the surface normal vector of the 

example, when there is noticeable discontinuity in the tex­
ture information assigned between polygons 27, the bound­
ary line of polygons will become so appreciable that the 
reconstructed three-dimensional model 29 will have an 
extremely unnatural visual result. 20 polygon and the surface normal vector of the reference 

image as described in the first embodiment. 
Therefore, the method of assigning a reference image to 

each three-dimensional shape constituent element, i.e. the 
texture information assignn1ent method, of the third embodi­
mentis directed to select a reference image of a great texture 

25 
information amount, and suppressing the polygon boundary 
line at the same time. 

Regarding energy function E, coefficient of association k 
may be a constant or a function of each polygon (for 
example, a function of the area of each polygon). 

Energy function E is not limited to the above-described 
structure. Any function that decreases in accordance with 
improvement in the continuity of the texture information 
assigned to target polygon i and an adjacent polygon, and 
that decreases in accordance with the increase of the amount 

As previously described in the second embodiment, a 
larger polygon projection area on a corresponding reference 
image is desirable in order to select a reference image of a 
large amount of texture information. 

However, high continuity in the color information (texture 
information) applied between adjacent polygons 27 is desir­
able in order to hide the polygon boundary line. 

30 of the texture information with respect to target polygon i 
can be used, in addition to the linear combination between 
the above function Penalty(i) and function area (i). 

FIG. 17 is a flow chart of the process to obtain the 
optimum value for the above energy function E with the 
iterative improvement process. 

First, provisional correspondence between each polygon 
of the generated shape model 300 and the reference image 
nnmber is carried out for initialization (step S2440). 

The third embodiment is implemented so that assignment 35 

of a reference image to a polygon 27 adjacent to a target 
polygon 27 is carried out by selecting the same, or if 
different, a reference image with the smallest difference in 
the shooting angle, to conceal the polygon boundary line. Arithmetic logic unit 210 inserts the number of three-

40 dimensional shape constituent elements into variable N, and 
initializes count variable Cnt to the value of 0. Also, flag 
variable Fig is set to OFF (step S2442). 

More specifically, for the purpose of enabling assignment 
of reference image information to a polygon 27 that satisfies 
the above-described two conditions in an optimnm manner, 
the problem is seen as the so-called energy minimization 
problem that is set forth in the following. 

The reference image number corresponding to the Cnt-th 

45 
three-dimensional shape constituent element is inserted into 
variable Pre_lbl (step S2444). Since each reference image is shot by altering the shoot­

ing angle for every predetermined angle, a number is 
assigned in order to each reference image. The correspon­
dence between each polygon 27 and the reference image 
number (labeling problem) is solved by the iterative 

50 
improvement process of locally minimizing the energy 
represented by the following equation. 

When each reference image is not shot at every different 
predetermined angle, i.e., when the varying stepped amount 
of the shooting angle differs, the above numbering is to be 55 
set in correspondence with the shooting angle. 

(1) 

Then, the corresponding reference image nnmber is var­
ied for the Cnt-th three-dimensional shape constituent ele­
ment to extract the reference image number that minimizes 
energy function E (step S2446). 

Then, the new corresponding reference image nnmber 
obtained at step S2446 is inserted into variable New_lbl 
(step S2448). 

Then, the value of variable New_lbl is compared with the 
value of variable Pre_lbl. When the values are not equal to 
each other (step S2450), determination is made that the label 
is altered by the minimization computation of energy func­
tion E. Flag variable Fig is set to ON (step S2452). Then, the 
value of count variable Cnt is incremented by 1 (step E = ~ Penalty(i) - k x area(i) 

60 S2454). 

Here, Area (i) represents the projection area of polygon i on 
the reference image, Penalty(i) represents the difference in 
the reference image number (label) between polygon i and 65 

the adjacent polygon, and k represents the coefficient of 
association. 

When the values of variables New_lbl and Pre_lbl are 
equal, the flag variable is not altered, and only the value of 
count variable Cnt is incremented by 1 (step S2454). 

When the value of count variable Cnt is smaller than the 
nnmber of three-dimensional shape constituent elements N, 
control returns to the process of step S2444. If the value of 
count variable Cnt is equal or greater than the number of 
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three-dimensional shape constituent elements N. control 
proceeds to the next process (step S2456). 

Therefore, the process from step S2444 to step S2454 is 
repeated for all the three-dimensional shape constituent 
elements. 

Then, flag variable Fig is compared with OFF. When flag 
variable Fig is not equal to OFF (step S2458), determination 
is made that the label has been changed at least once 
according to the minimization calculation of energy function 
E, i.e., that the correspondence setting of the label number 10 

that locally minimizes energy function E is not completed. 
Therefore, control returns to step S2442. 

Flag variable Fig equal to OFF means that the label is not 
changed even when the operation of minimizing energy 
function E is carried out according to the process from step 15 

S2444 to step S2456. In other words, the current label 
number correspondence is settled so as to locally minimize 
energy function E. Thus, the process ends assuming that the 
optimum correspondence is completed (step S2460). 

By the above process, texture information assigmnent is 20 

carried out that optimizes simultaneously the two conditions 
of selecting the reference image information having a great 
amount of texture information with each polygon and sup­
pressing the polygon boundary line in the process of corre­
spondence of a reference image number with respect to a 25 

plurality of polygons. 
Thus, shape model 300 subsequent to assigmnent has a 

color closer to that of the real object and with a more natural 
texture continuity. 

A similar effect can be achieved by operating computer 30 

130 with a medium in which the program of step S2440 to 
step S2460 is recorded. 

It is desirable to take into account an appropriate process­
ing sequence for the repeated improvement process since the 
order will influence the eventual result of the improvement 35 

process. This is because the process is based on the assump­
tion that, in improving the label number of each polygon in 
the iterative improvement process, the label number of an 
adjacent polygon is correct, or has high reliability. By 
carrying out sequentially the improvement process starting 40 

from a polygon of lower reliability, a more favorable 
improvement result can be obtained. 

Evaluation of the reliability of the polygon can be based 

26 
information, i.e. image information picked up from a plu­
rality of directions, not from one reference image informa­
tion with respect to one polygon. 

Prior to the description of the texture information assign­
ment method of the fourth embodiment, the method of 
storing texture information into color information storage 
unit 240 will be described in more detail. 

FIG. 18 represents the concept of the method storing data 
into a color information storage unit. 

Color information storage unit 240 stores the basic shape 
and texture of a three-dimensional shape constituent ele­
ment. Here, the three-dimensional shape constituent element 
on the reference image information has a shape differing 
from the original shape since it is based on the shot shape. 

It is therefore necessary to carry out shape transformation 
to store the color into color information storage unit 240. 

Here, shape transformation in the case where the three­
dimensional shape constituent element is a triangle will be 
described. Consider the case of storing the texture informa­
tion of the base shape by the two dimensional discrete space. 
Let the vertices of the basic shape be (xO, yO), (xl, yl), (x2, 
y2), and the vertices of the three-dimensional shape con­
stituent element projected on the reference image informa­
tion be (XO YO), (Xl, Yl), (X2, Y2). By subjecting these to 
one-order conversion with the following transformation 
matrix A and parallel displacement vector B, the projected 
triangular shape can be transformed into the original shape. 

A=(::), B=(;) (2) 

In this case, the texture information of a pixel (xn, yn) of 
the basic shape can be acquired from a pixel (Xn, Yn) on the 
reference image information computed by the following 
equation. 

( ~: ) = ( : : )( :: ) + ( ; ) 
(3) 

on the area of the polygon or the area of the polygon 
projected on the reference image. 

This is because the reliability of the provisional corre­
spondence of the reference image number carried out at step 
S2240 becomes lower as the polygon has a smaller area or 
has a smaller area projected on the reference image. 

45 By the above so-called affine transformation, the texture 
information of the original polygon shape is acquired for the 
projected triangular polygon, and stored in color information 
storage unit 240. 

(Fourth Embodiment) 
The texture information assigmnent method of the third 

embodiment takes into account both the texture information 
amount (color information amount), and suppression of the 
polygon boundary line, i.e., texture continuity. 

Although a triangle is taken as the shape of the polygon 
50 in the above description, similar computation can be carried 

out for other shapes such as a rectangle. 

However, in the event of picking up image information 55 

from a real object, the image information picked up from a 
particular direction may differ significantly even from the 
image information picked up from a nearby direction in the 
issue of glossiness due to the effect of illumination and the 
like. 60 

Therefore, there is a case where the method by the third 
embodiment is not sufficient in order to assign texture 
information of higher texture continuity and suppressed 
polygon border line. 

The texture information assigmnent method of the fourth 65 

embodiment is directed to assign texture information to a 
corresponding polygon from a plurality of reference images 

The method of coordinate transformation can be carried 
out using projective transformation as well as the affine 
transformation. The projective transformation is computed 
by the following equation. 

G!Xn + G2Yn + G3 

Xn = G]Xn + asXn + 1 ' 
G4Xn + GsYn + G6 

Yn = G]Xn +asXn + 1 
(4) 

As described above, texture information corresponding to 
the original polygon shape is stored in color information 
storage unit 240 irrespective of the shape of the polygon 
projected on the reference image information. 

It is assumed that assignment of a reference image infor­
mation number corresponding to polygon i is completed by 
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the iterative improvement process for energy function E as 
indicated in the third embodiment. 

The texture information assignment method of the fourth 
embodiment is directed to the implementation of further 
improving the texture continuity by carrying out a weighted 
mean process that will be described in the following sub­
sequent to the completion of the label number assignment. 

FIG. 19 is a flow chart of the weighted mean process 
carried out after assignment of a reference image informa­
tion number with respect to each polygon i. 

Therefore, this process is continuous from step S2460 of 
the flow shown in FIG. 17. 

Initialization is carried out by inserting the number of 
three-dimensional shape constituent elements into variable 
Emax, and the number of reference image information shot 
into variable Imax. The value of count variable Ecnt is 
initialized to 0 (step S2500). 

Then, the values of count variable lent and variable wacc 
are initialized to 0 (step S2501 ). 

Determination is made whether the Icnt-th reference 
image information is the input subject of the texture infor­
mation of the Ecnt-th three-dimensional shape constituent 
element (step S2502). 

28 
In the above process, the area of the polygon projected on 

the reference image information corresponding to respective 
assigned reference image numbers for each polygon and 
adjacent predetermined number of object image information 
is obtained, which is used as the weighting factor for the 
weighted mean process. 

Here, it is assumed that the number of said object image 
information is lent, and the weighting factor corresponding 
to this object image information is wght (lent). The number 

10 of these image information is N. 
The texture information of a polygon is formed of a 

plurality of pixels. Here, attention is focused on the pixel of 
one texture information. The position of this pixel projected 
on the object image information is obtained. The image 

15 information (pixel value of the projected position, i.e. color, 
density, or luminance) of that projected portion is subjected 
to the weighted mean process over all of the object image 
information, i.e. for N object image information. That value 
is taken as the pixel value of the texture information of 

20 interest. Assuming that the image information of the pro­
jected portion is V (lent), the weighted mean process cor­
responds to computation represented by the following equa-
tion. 

If the Icnt-th image is the input subject of the texture 
information, not only the assigned image information that is 25 

already carried out by the assignment of a reference image 
number to a polygon (three-dimensional shape constituent 
element), but also a predetermined number of reference 
image information adjacent thereto, for example, the refer­
ence image information of one immediate preceding and 30 

succeeding images, are included in the input subject. 

[Lwght(Icnt )xv(Icnt) ]/Lwght(Icnt) (5) 

This process is carried out for all the pixels corresponding 
to the texture information of the polygon. Then, the value of 
variable Ecnt is incremented by 1 (step S254). 

Then, the value of count variable Ecnt is compared with 
the number of three-dimensional shape constituent elements 
Emax (step S2516). 

When the value of variable Ecnt is smaller than the value Then, the value of the area of the Ent-th three-dimensional 
shape constituent element projected on the lent-th reference 
image information is inserted into variable wght (step 
S2504). 35 

of Emax, control returns to the process of step S2501. Thus, 
the weighted mean process of the texture information has 
been carried for all the three-dimensional shape constituent 
elements. The Icnt-th reference image information subjected to a 

weight of variable wght is stored in color information 
storage unit 240 as the texture information of the Ecnt-th 
three-dimensional shape constituent element (step S2506). 

The values of variable wght are accumulated for variable 
wacc (step S2508). The value of count variable lent is 
incremented by 1 (step S2509). 

The value of count variable lent is compared with the 

When the value of count variable Ecnt is equal to or 
greater than the number of three-dimensional shape con-

40 stituent elements Emax (step S2516), the process of storing 
the texture information into color information storage unit 
240 ends (step S2518). 

number of shot reference images Imax (step S2510). 
45 

When the value of variable lent is smaller than variable 

More specifically, the texture information assignment 
method of the fourth embodiment is first carried out by the 
correspondence setting of a reference image information 
number (label number) for each polygon. The result of the 

Imax, control returns to the process of step S2502. 
When determination is made that the lent-th reference 

image information is not the input subject of the texture of 
the Ecnt-th three-dimensional shape constituent element at 
step S2502, control proceeds to step S2509. The value of 
variable lent is incremented by 1 (step S2509). Comparison 
between the values of variables lent and Imax is carried out. 

By repeating the process from step S2500 to step S2510, 
texture information that is weighted from a predetermined 
number of reference image information is acquired with 
respect to the Ecnt-th three-dimensional shape constituent 
element. The texture information thereof is accumulated in 
color information storage unit 240. 

Then, the texture information accumulated in color infor­
mation storage unit 240 is divided by the value of variable 
wacc (step S2512). 

weighted mean process according to the area of the three­
dimensional shape constituent element projected on each 
reference image information for the reference image infor-

50 mation corresponding to a predetermined number (for 
example, the current corresponding reference image infor­
mation number and the preceding and succeeding images) of 
the reference image information number including the 
related reference image information number is assigned as 

55 the texture information of that three-dimensional shape 
constituent element. 

By the weighted mean process of texture information 
from a predetermined number of reference image informa­
tion, texture information for a corresponding polygon can be 

60 obtained. Therefore, texture information improved in texture 
continuity can be assigned to the relevant polygon. 

By the above process, texture information with respect to 
the Ecnt-th three-dimensional shape constituent element is 
stored in color information storage unit 240 as the weighted 65 

mean of the texture information from the corresponding 
predetermined number of reference image information. 

For example, even in the case where the glossiness 
included in the color information for the relevant polygon in 
the reference image information picked up from a certain 
direction is particularly high due to the effect of illumination 
and the like when a real object is shot, the influence can be 
reduced by the weighted mean process. 
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A similar effect can be achieved by operating computer 
130 with a medium in which the program from step S2500 
to step S2518 is recorded as shown in FIG. 19. 

[Fifth Embodiment] 

30 
obtained for each three-dimensional shape constituent ele­
ment is assigned as the texture information to each three­
dimensional shape constituent element. 

By assigning texture information on each three-dimen­
sional shape constituent element from all the reference 
image information that includes texture information, texture 
continuity is further improved. 

Even in the case where the information of the reference 

The fourth embodiment applies texture information to a 
corresponding polygon from a predetermined number of 
adjacent reference image information after assignment of the 
reference image number that acquires the texture informa­
tion is completed for each polygon. 

However, from the standpoint of attaching great impor­
tance on the texture continuity, assignment of a reference 
image number for each polygon so as to set minimum the 
energy function E does not necessarily have to be carried 
out. 

image shot from a certain direction is considerably high in 
10 glossiness than in the information of a reference image shot 

from another direction due to the effect of illumination and 

The texture information assignment method of the fifth 15 

embodiment is directed to assign texture information for a 
polygon (three-dimensional shape constituent element) from 

the like, this influence of the texture information in the 
particular direction can be suppressed by applying the 
weighted mean process on the texture information from all 
the relating reference image information. 

The present application is not limited to the above­
described first to fifth embodiments in which texture infor­
mation is assigned after converting shape model 300 into 
polygon data. The plane direction of the surface can be 

a plurality of reference image information having the texture 
information for that three-dimensional shape constituent 
element for each polygon. 20 computed for the shape model 300 represented in voxels to 

assign the texture information. For example, texture information can be assigned to a 
relevant polygon (three-dimensional shape constituent ele­
ment) from all the reference image information having the 
texture information for that three-dimensional shape con­
stituent element with respect to each polygon. Alternatively, 25 

reference image information can be selected at random or in 
an orderly manner regularly from the image information 
including the texture information for a relevant three-dimen­
sional shape constituent element with respect to each poly­
gon (three-dimensional shape constituent element), and 30 

assign texture information to the relevant polygon there­
from. 

It is to be noted that assigning texture information after 
conversion into polygon data is advantageous in that the 
amount of operation can be reduced significantly since the 
plane (polygon) oriented in the same direction can be 
processed at one time. 

[Sixth Embodiment] 
FIG. 22 shows an entire structure of an object extraction 

apparatus (image cut out apparatus) according to a sixth 
embodiment of the present invention. Referring to FIG. 22, 
the object extraction apparatus includes a computer 130. 
Computer 130 detects and extracts an object portion in the 
object image according to a program 301 recorded in a 

FIG. 20 represents the concept of the texture information 
assignment method to a polygon. Texture information is 
assigned to the relevant polygon from all the reference 
image information that includes the texture information for 
the three-dimensional shape constituent element. 

As described in the fourth embodiment, texture informa­
tion corresponding to the original polygon shape is stored in 
color information storage unit 240 irrespective of the shape 
of the polygon projected on each reference image informa­
tion. 

35 CD-ROM 260. Program 301 includes a step S1 of carrying 
out the region segmentation process of an object image, a 
step S2 of the storage process of region information, a step 
S3 of the difference process between the object image and 
the background image for each region, a step S4 of obtaining 

40 the mean value of the absolute values of difference in each 

When a particular polygon i is of interest, texture infor­
mation can be acquired by carrying out the weighted mean 
process according to the projection area from all the refer- 45 

ence image information having a projection area that is not 

region, a step SS of the detection process of an object portion 
by comparison between the mean value of absolute values of 
difference and a threshold value, and a step S6 of extracting 
the detected object portion. The details of steps S1-S6 will 
be described afterwards. 

FIG. 23 is a block diagram schematically showing an 
object extraction apparatus (image cut out apparatus) 
according to a sixth embodiment of the present invention. 
Referring to FIG. 23, computer 130 corresponding to an 

0. 
FIG. 21 represents a flow chart of such a texture infor­

mation assigrnnent method. 
After a plurality of images are shot with respect to an 

actual object (step S20 and shape model generation step 
S22), correspondence is set between each three-dimensional 
shape constituent element and the reference image informa­
tion that has a projection area of the relevant three-dimen­
sional shape constituent element that is not 0 (step S30). 

By carrying out the weighted mean process according to 
the projected area for color information storage nnit 240 
according to the above correspondence, texture information 
is accumulated for each three-dimensional shape constituent 
element (step S32). 

In the texture information assignment method of the fifth 
embodiment, the weighted mean process for a plurality of 
reference images information is carried out with the area of 

50 object extraction apparatus includes an image storage unit 
220, an arithmetic logic unit 210, a region information 
storage unit 241, and an extracted image storage unit 231. 
The details of the units of 220, 210, 231, and 241 will be 
described afterwards. 

55 FIG. 24 is a block diagram schematically showing arith­
metic logic nnit 210 of FIG. 23. Referring to FIG. 24, 
arithmetic logic unit 210 includes a region segmentation unit 
9 and an extraction nnit 10. Extraction unit 10 includes a 
difference process unit 11, a mean value output unit 13, a 

60 threshold value process unit 15 and an object portion extrac­
tion unit 16. An object image A is obtained by shooting an 
object of interest together with the background by a pickup 
apparatus such as a camera. Background image B is obtained 

a three-dimensional shape constituent element projected on 
each of the plurality of reference images information as the 65 

weighting factor for every three-dimensional shape constitu­
ent element. The result of the weighted mean process 

by shooting only the background of the object of interest by 
a pickup apparatus such as a camera. Background image B 
and object image A are stored in image storage unit 220 of 
FIG. 23. Although the background to be shot is generally 
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located behind the object of interest, some may be located in 
front of the object of interest. 

Region segmentation unit 9 divides object image A into a 
plurality of regions (step Sl of program 301 in FIG. 22). The 
information associated with region segmentation is stored in 
region information storage unit 241 of FIG. 23 (step S2 of 
program 301 in FIG. 22). Difference processing unit 11 
carries out the difference process between object image A 
and background image B in the region level obtained by 
region segmentation unit 9 to acquire the difference (step S3 10 

of program 301 of FIG. 22). The difference is the difference 
in color information between object image A and back­
ground image B obtained on a pixel-by-pixel basis. Mean 
value output unit 13 obtains the absolute value of the 
difference to output the mean value of the absolute values of 15 

the difference in region level (step S4 of program 301 of 
FIG. 22). In other words, mean value output unit 13 provides 
the mean value of the absolute values of the difference for 
every region. Threshold value processing unit 15 compares 
the mean value of the absolute values of the difference in 20 

each region with a threshold value to detect a region having 

32 
value of the absolute values of the difference forming 
difference set cl with the threshold value. When the mean 
value is equal to or greater than the threshold value, region 
al corresponding to difference set cl is detected as the object 
portion. Difference processing unit 11, mean value output 
unit 13 and threshold value processing unit 15 carry out the 
above-described difference process, output process of the 
mean value of the absolute values of difference, and the 
threshold value process for all regions a-an. Object portion 
extraction unit 16 extracts the object portion detected by 
threshold value processing unit 15 from object image 17 
FIG. 25C shows object portion 19 extracted as described 
above. Therefore, the unwanted portions such as background 
portion 21 is removed. When any object located in front of 
the target object is included in object image 17, that portion 
will be removed as an unwanted area. 

According to the object extraction apparatus of the sixth 
embodiment of the present invention, the object image is 
divided into a plurality of regions, the mean value of the 
absolute values of the difference is obtained on a region­
by-region basis, and a region having an mean value equal to 
or greater than the threshold value is extracted as the object 
portion. Therefore, according to the apparatus, method, and 
program of object extraction of the sixth embodiment, a 

a mean value of absolute values of the difference greater 
than the threshold value as the object portion (step S5 of 
program 301 in FIG. 22). The threshold value is set empiri­
cally. Object portion extraction unit 16 extracts the object 
portion detected by threshold value processing unit 15 (step 
S6 of program 301 of FIG. 22). In other words, object 
portion extraction unit 16 outputs the object portion detected 
by threshold value processing unit 15. The image of the 
extracted object portion is stored in extracted image storage 
unit 231 of FIG. 23. 

25 portion of the target object having a color identical to that of 
the background, if any, can be detected and extracted as an 
object portion at the pixel level as long as there is a color 
differing from that of the background at the region level. The 
task carried out manually can be reduced. Also, a special 

30 shooting environment in which a backboard of the same 
color must be used is dispensable. 

The region division carried out by region segmentation 
unit 9 will be described in detail now. Region segmentation 

Another example of the difference process carried out by 
difference processing unit 11 of FIG. 24 will be described 
hereinafter. In contrast to the above description in which the 

35 difference is obtained in the region level, difference pro­
cessing unit 11 can obtain the difference, not in the region 
level, but by the difference process between the entire object 
image and the entire background image. Then, mean value 
output unit 13 provides an mean value of the absolute values 

is carried out by the generally employed edge extension 
method, region edge common usage method, Facet model 
method as described in, for example, "Recent Tendency in 
Image Processing Algorithm", pp. 227-233, Shin Gijitsu 
Communications, 0 plus E, edited by Takagi et a!. Here, the 
edge extension method will be described. First, the edge 
intensity and edge direction is computed for each pixel from 
the first-order differential. Secondly, an edge element having 
the maximum value and that is greater than a predetermined 
value (called strong edge element) is extracted by the 
maximal value suppression process and threshold process 
for the edge intensity. At this stage, the strong edge element 45 

is not necessarily continuous. Thirdly, the edge is extended 
with the strong edge element that is the end point as the 
origin. This is the edge extension method. 

40 of the difference in the region level obtained at region 
segmentation unit 9. 

FIGS. 25A-25C are diagrams to describe in detail the 
process of difference processing unit 11, mean value output 50 

unit 13, threshold value processing unit 15, and object 
portion extraction unit 16 of FIG. 24. Referring to FIG. 25A, 
object image 17 is formed of an object portion 19 and a 
background portion 21. Background image 23 is formed of 
only background 25. Object image 17 is divided into a 55 

plurality of regions al-an by region segmentation unit 9 of 
FIG. 24. 

Alternatively, the mean value of the pixels in each region 
of the object image can be computed. Then, the absolute 
value of the difference between that mean value and the 
mean value of the pixels in the region of the background 
image corresponding to that region is computed. By com­
paring the absolute value of the difference with a predeter-
mined value, the region having an absolute value of differ­
ence equal to or greater than the predetermined value can be 
extracted as the object portion. 

Although region segmentation is effected on the basis of 
an edge in the above sixth embodiment, the present inven­
tion can be carried out with the portion of the same color as 
the same region. Also, a plurality of region segmentation 
methods can be combined. 

Although a color image was taken as an example in the 
above sixth embodiment, the present invention is applicable 
to a black and white image. Also, density information 
(luminance signal level) can be used instead of the above 

The operation of difference processing unit 11 of FIG. 24 
will be described with region al as the target. Referring to 
FIG. 25B, the difference in color information between each 
pixel of regional and each pixel of region Bl of background 
25 corresponding to regional is obtained. Accordingly, a set 

60 color information (color signal level). 

of difference cl in regional is obtained. Mean value output 
unit 13 of FIG. 24 obtains the absolute value of the differ-
ence forming the difference set cl, and obtains the mean 65 

value of the absolute values of the difference. Threshold 
value processing unit 15 of FIG. 24 compares the mean 

Although a region that is equal to or greater than the 
threshold value is directly taken as the object portion in the 
above sixth embodiment, the present invention is not limited 
to the process carried out only one. For example, the object 
portion detected by the first process can be taken as a 
provisional object portion, and the remainder as a provi-
sional background portion. Then, the brightness of the 
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provisional background portion in the object image is com­
pared with the brightness of the region of the background 
image corresponding to the provisional background portion 
to detect change in the illumination status between the 
background image and the input image. Accordingly, the 5 

luminance in the object image can be corrected uniformly to 
carry again the same process. 

Although the value of the threshold value is constant in 
the sixth embodiment, the value of the threshold can be 
modified to differ between the center area and the peripheral 10 

area of the image. Alternatively, the value of the threshold 
can be modified according to the area size of the region. 
Alternatively, the value of the threshold value can be modi­
fied according to whether there is an object portion in the 
neighborhood or not if the process is to be carried out again. 15 

Although the above sixth embodiment averages the abso­
lute value of the difference in each region and compares the 
obtained value with a threshold value, determination can be 
made in another way. For example, determination can be 
made whether the region is an object portion or not taking 20 

into account the degree of variation of the values of differ-
ence. 

Although the object portion is eventually extracted in the 
sixth embodiment, the present invention is not limited to 
this. For example, the invention is applicable to determine 25 

whether there is an object or not, as well as the extraction 
process. Such determination can be used in the application 
of sensing an intruder for a building monitor system. 

34 
At step S112, the depth information dp (i, j) of each pixel 

(i, j) is computed according to the stereo method and the 
like. This stereo method is disclosed in, for example, "Com­
puter Vision", Prentice Hall, pp. 88-93 by D. H. Ballard et 
a!. According to the stereo method, an object of interest is 
shot from two viewpoints remote by a predetermined dis-
tance. A corresponding point between the two obtained 
object images is determined to compute the depth informa­
tion dp (i, j) using the reverse projection transformation 
method or the simple triangulation method. An application 
of the stereo method is disclosed in, for example, Japanese 
Patent Laving-Open No. 8-331607. Although the stereo 
method is employed to compute the depth information, the 
shape-from-motion method based on the motion, the itera­
tive improvement method, (one kind of relaxation method) 
taking into consideration both the similarity and continuity, 
and the like can be used instead. 

At step S113 parallel to step S112, the shot object image 
is divided into a plurality of regions R as in the above sixth 
embodiment. The depth information computation of step 
S12 and the region segmentation of step S13 do not have to 
be carried out at the same time. Computation of the depth 
information can be followed by the region segmentation, or 
v1ce versa. 

FIG. 27A shows the object image divided into a plurality 
of regions R. FIG. 27B shows an image with the depth 
information represented by the luminance of the pixel. A 
pixel of a higher luminance indicates that the distance from 
the shooting portion is closer whereas a pixel of lower [Seventh Embodiment] 

FIG. 26 is a flow chart of the entire structure of the object 
extraction apparatus according to a seventh embodiment of 
the present invention. Steps S112-S118 of FIG. 26 corre­
sponds to the program for computer 130 of extracting an 
object portion with the background portion removed from 
the object image obtained by shooting an object of interest. 
This program is recorded in CD-ROM 260. 

30 luminance indicates that the distance from the shooting 
position is more distant. Therefore, the object portion is 
bright and the background portion is dark. 

At step S114, the mean value mdp (R) of the depth 
information is computed for each region R according to the 

35 following equation (6). 

This program includes a step S112 of computing the depth 
information dp (i, j) of the object image obtained at step 
Slll for every pixel (i, j) by the stereo method, a step S113 40 
of dividing the object image into a plurality of regions R, a 
step S114 of computing mean value mdp (R) of depth 
information for every region R, a step S115 of comparing 
mean value mdp (R) of the depth information with a 
predetermined threshold value dpth, a step S116 of remov- 45 
ing as the background portion a region R if mean value mdp 
(R) of the depth information is greater than threshold value 
dpth, more specifically, setting value v (i, j) of each pixel in 
that region R to 0, a step S117 of extracting region R as the 
object portion when mean value mdp (R) of the depth 50 
information is smaller than threshold value dpth, specifically 
setting value v (i, j) of each pixel in region R to 1, and a step 
S118 of determining whether the process of steps 
S115-S117 is carried out for all the regions R. Here, 
luminance (density), color information, or a combination 55 
thereof can be used as the value of the pixel. 

The operation of the object extraction apparatus according 
to the seventh embodiment of the present invention will be 
described with reference to the flow chart of FIG. 26. 

At step Slll, an object of interest is shot together with the 60 

background using a digital still camera and the like to obtain 

"L,Rdp(i, j) 
mdp(R) = =--­

n 

~R: total sum in region R 
n: number of pixels in region R 

(6) 

At step S115, the computed mdp (R) of the depth infor­
mation is compared with a threshold value dpth. This 
threshold value dpth is determined in advance empirically. 

When mean value mdp (R) of depth information is greater 
than threshold value dpth, the value v (i, j) of all the pixels 
within that region R is set to 0. In other words, that region 
R is removed from the object image as the background 
portion. When mean value mdp (R) of the depth information 
is smaller than threshold value dpth, the value v (i, j) of all 
the pixels in that region R is set to 1 at step S117. In other 
words, that region R is extracted as the object portion from 
the object image. 

At step S118, determination is made whether the process 
of steps S115-S117 has been carried out for all the regions 
R. When the above process has been carried out from all the 
regions R, an object as shown in FIG. 27C is obtained. 

According to the seventh embodiment, the mean value of 
the depth information is computed for every region R of the 
object image, and a region having a mean value smaller than 
the predetermined threshold value is extracted as the object 
portion. Therefore, by removing only the background por-

an object image. This object image is stored in image storage 
unit 220 in computer 130. Accordingly, v (i, j) is obtained as 
the value of each pixel (i, j). Although a still camera that 
shoots a still picture is used, a video camera, a digital 
camera, or the like that shoots a motion picture can be used 
instead. 

65 tion from the object image, the object portion can be 
properly cut out with the contour thereof as shown in FIG. 
27C. Furthermore, it is not necessary to shoot only the 
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background of the object of interest as an additional step 
since the depth information is used. 

[Eight Embodiment] 

FIG. 28 is a flow chart showing the main components of 
an object extraction apparatus according to an eighth 
embodiment of the present invention. In FIG. 28, steps 
S222, S224-S227 are stored in CD-ROM 260 as a program 
of removing the background portion from the object image 
to extract the object portion according to an object image 
obtained by shooting an object of interest and a plurality of 
background images obtained by shooting only the back­
ground of the object of interest a plurality of times. 

This program includes a step S222 of computing for every 
pixel the mean value m (i, j) and the standard deviation a (i, 
j) of pixels located at the same coordinates in the plurality 
of background images obtained at step S221, a step S224 of 
computing an absolute value lv (i, j)-m (i, j)l (simply referred 
to as "difference" hereinafter) of the difference between 
value v (i, j) of each pixel in the object image obtained at 
step S223 and the mean value m (i, j) of the pixels in the 
background images corresponding to that pixel, and com­
paring that difference lv (i, j)-m (i, j)l with k times the 
standard deviation a (i, j), a step S225 of setting, when 
difference lv (i, j)-m (i, j)l is greater than ka (i, j), value (i, 

36 
At step S224, the difference lv (i, j)-m (i, j)l between value 

v (i, j) of each pixel in the object image and mean value m 
(i, j) of pixels of the background images corresponding to 
that pixel is computed. 

When the difference lv (i, j)-m (i, j)l is smaller than ka (i, 
j), value v (i, j) of that pixel is set to 0 at step S225. As a 
result, that pixel is removed from the object image as the 
background portion. When difference lv (i, j)-m (i, j)l is 
greater than ka (i, j), value v (i, j) of the pixel is set to 1 at 

10 step S226. As a result, that pixel is extracted as the object 
portion from the object image. Here, k is preferably approxi­
mately 3. 

At step S227, determination is made whether the process 
of steps S224-S226 has been carried out for all the pixels. 

15 When the above process has been carried out for all the 
pixels, this program ends. 

According to the above eighth embodiment, the mean 
value of pixels is computed according to the plurality of 
background images. Therefore, the effect of the conversion 

20 characteristic of the AID converter for AID converting the 
image signal and the illumination characteristics can be 
alleviated. Furthermore, since the standard deviation of the 
pixels in a plurality of background images is used as the 
threshold value to determine between an object image and a 

25 background image, an appropriate threshold value can be set 
automatically. Thus, the object portion can be properly 
extracted by removing only the background portion from the 
object image. 

j) of that pixel to 0 to remove that pixel as the background 
portion, a step S226 of, when difference lv (i, j)-m (i, j)l is 
greater than ka (i, j), extracting that pixel as an object 
portion, i.e. setting value v (i, j) of that pixel to 1, and step 
S227 of determining whether the process of step S224-S226 30 
has been carried out for all the pixels. 

[Ninth Embodiment] 
FIG. 29 is a flow chart showing the main components of 

an object extraction apparatus according to a ninth embodi­
ment of the present invention. In FIG. 29, steps S222, 
S333B-S336, and S227 are a program of having computer 
130 remove the background portion from the object image 

The operation of the object extraction apparatus of the 
eighth embodiment will be described with reference to FIG. 
28. 

35 to extract the object portion according to an object image 
obtained by shooting an object of interest and a plurality of 
background images obtained by shooting only the back­
ground of the object of interest for a plurality of times. This 

At step S221, only the background of an object of the 
interest is shot for a plurality of times using a digital still 
camera from the same viewpoint to obtain a plurality of 
background images. Taking into consideration the accuracy, 
the number of background images to be obtained is prefer­
ably at least 3. Taking into consideration the simplicity, this 40 

number of background images is preferably ten. 

program is stored in CD-ROM 260. 
Although the object image is shot only once to obtain one 

object image at step S223 in the previous eighth embodi­
ment, the object of image is shot a plurality of times at step 
S333A of the ninth embodiment to obtain a plurality of 
object images. Therefore, a step S333B is provided to 

At step S222, the mean value m (i, j) and the standard 
deviation a (i, j) of the pixels located at the same coordinate 
in the plurality of background images are computed for each 
pixel according to the following equations (7) and (8). Even 
in the case where an abnormal value is obtained as the pixel 
value of the background image due to variation in the 
conversion characteristics of the AID converter of AID 
converting the image signal, variation in the illumination 
characteristic, jitter, and the like, a stable background image 
can be obtained since the average of the pixel values is 
computed. 

45 compute mean value mv (i, j) of the pixels located at the 
same coordinate at the plurality of object images for each 
pixel. In steps S334-S336, the mean value mv (i, j) of the 
pixels is used instead of value v (i, j) of the pixel shown in 
FIG. 28. Therefore, mean value mv (i, j) of the pixels located 

50 at the same coordinate in the plurality of object images 
obtained at step S333A is computed for each pixel. 

At step S334, the difference lmv (i, j)-m (i, j)l between 

~v(i,j) 
m(i,j)=--N-

(7) 55 

mean value mv (i, j) of each pixel in the object image and 
the mean value m (i, j) of the pixels in the background image 
corresponding to that pixel is computed. That difference lmv 
(i, j)-m (i, j)l is compared with ka (i, j). 

(8) 

a-(i, j) = 

Here, N is the number of pixels in all the regions R of the 
object image. 

At step S223, an object of image is shot to obtain an object 
image. Here, v (i, j) is obtained as the value of each pixel of 
the object image. 

When difference lmv (i, j)-m (i, j)l is smaller than ka (i, 
j), mean value mv (i, j) of that pixel in the object image is 
set to 0 at step S335. As a result, that pixel is removed as the 

60 background portion. When difference lmv (i, j)-m (i, j)l is 
greater than ka (i, j), mean value mv (i, j) of the pixel of the 
object image is set to 1 at step S336. As a result, that pixel 
is extracted as the object portion from the object image. 

According to the above ninth embodiment, a plurality of 
65 object images obtained by shooting the target object for a 

plurality of times is used. Therefore, a robust object image 
can be obtained similar to that of the background image. 
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Thus, the object portion is extracted more accurately with 
the background portion removed from the object image. 

[Tenth Embodiment] 
FIG. 30 is a flow chart showing the main components of 

38 
value md (R) of the difference between the value of each 
pixel in each region R of the object image and the mean 
value of the corresponding pixels in region R of the back-

an object extraction apparatus according to a tenth embodi- 5 

ment of the present invention. In FIG. 30, steps S222, 
S441-S447 are a program to have computer 130 remove the 
background portion from the object image to extract an 
object portion according to an object image obtained by 
shooting an object of interest and a plurality of background 10 

images obtained by shooting only the background of the 
object of the interest for a plurality of times. The program is 
stored in CD-ROM 260. 

ground image corresponding to that region R is computed 
for each region R, and a region having the difference mean 
value md (R) greater thank times the mean value rna (R) of 
the standard deviation. Therefore, the object portion can be 
extracted more correctly with the background portion 
removed from the object image. 

Although it is preferable to compute the difference 
between value v (i, j) of each pixel in each region R of the 
object image and mean value m (i, j) of the corresponding 
pixels in region R of the background image corresponding to 
that region R at step S442, it is also possible to compute In contrast to the fifth embodiment of FIG. 28 where the 

object image is processed for each pixel, the object image of 
the present tenth embodiment is divided into a plurality of 
regions R, which are processed individually. 

15 mean value mv (i,j) of the pixels in each region of the object 
image and then compute the absolute value of the difference 
between the mean value of the pixels in each region R of the 
object image and the mean value m (i, j) of the pixels in 
region R of the background image corresponding to that 

The program includes a step S441 dividing the object 
image obtained at step S223 into a plurality of regions R, a 
step S442 computing the difference between value v (i, j) of 
each pixel in each region R of the object image and mean 
value m (i, j) of the corresponding pixels in region R of the 
background image corresponding to that region R, and 
computing the mean value md (R) of the difference repre­
sented by the following equation (9) for each region R, and 25 

a step S443 computing for each region R the mean value rna 
(R) of the standard deviation computed at step S223 accord­
ing to the following equation (10). 

20 region R. In this case, value v (i, j) of each pixel in each 
region R of the object image is replaced with mean value mv 
(i, j) of the pixels in each region R of the object image in the 
flow chart of FIG. 30. 

Alternatively, mean value mv (R) of the pixels in each 
region R of the object pixel is computed, and mean value 
mm (R) in region R of mean values m (i, j) for each pixel 
in region R of the background image corresponding to 
region R to obtain an absolute value of the difference 
thereof. An object portion can be extracted on the basis of 

~ Rlv(i, j)- m(i, j)l 
md(R) = =----­

n 

~Ra-(i, j) 
ma-(R) = =--­

n 

(9) 

(10) 

At steps S444-S446, the mean value md (R) of the 
difference is used instead of difference lv (i, j)-m (i, j)l of 
FIG. 28. Also, mean value a (R) of the standard deviation is 
used instead of standard deviation a (i, j). The object image 
obtained at step S223 is divided into a plurality of regions R 
at step S441. 

At step S442, the difference lv (i, j)-m (i, j) I between 
value v (i, j) of each pixel in each region of the object image 
and mean value m (i, j) of corresponding pixels in region R 
of the background images corresponding to that region R is 
computed. A mean value md (R) of difference is computed 
for each region R. 

At step S443, mean value rna (R) of the standard devia­
tion a (i, j) obtained at step S222 is computed for each 
region R. 

30 this value. In this case, lmv (R)-mm (R)I is computed as md 
(R) in obtaining md (R) at step S442. 

[Eleventh Embodiment] 
FIG. 31 is a flow chart showing main components of an 

object extraction apparatus according to an eleventh 
35 embodiment of the present invention. In contrast to the 

previous tenth embodiment where the object of interest is 
shot one time to obtain one object image at step S223, the 
object of interest is shot for a plurality of times from the 
same view point at step S333A similar to the ninth embodi-

40 ment to obtain a plurality of object images in the present 
eleventh embodiment. Therefore, an object image that is the 
average of the plurality of object images is segmented into 
a plurality of regions R at step S551. Therefore, in steps 
S555 and S556, mean value mv (i, j) of the pixels is used 

45 instead of value v (i, j) of the pixel. 
According to the present eleventh embodiment, a plurality 

of object images is obtained by shooting an object of interest 
for a plurality of times from the same viewpoint. Therefore, 
variation in the conversion characteristics of the AID con-

50 verter and illumination characteristic at the time of shooting 
of an object of interest is alleviated. An object portion can 
be extracted more properly by removing the background 
portion from the object image. At step S444, the difference mean value md (R) is 

compared with kma (R). When the difference mean value 
md (R) is smaller than kma (R), value v (i, j) of all the pixels 55 

in that region R is set to 0 at step S445. As a result, region 

[Twelfth Embodiment] 
A three-dimensional model generation apparatus accord­

ing to a twelfth embodiment of the present invention 
includes, similar to the first embodiment of FIG. 3, includes 
a turntable 110, a camera 120, and a computer 130. Here, a 
robot arm and the like can be used instead of turntable 110. 

R is removed from the object image as the background 
portion. When difference mean value md (R) is greater than 
kma (R), value v (i, j) of the pixels in that region R are all 
set to 1 at step S446. As a result, that region R is extracted 60 

as an object portion from that object image. 
In other words, a component that can alter the direction of 
the object of interest can be used instead of turntable 110. 

At step S447, determination is made whether the process 
of steps S444-S446 is carried out for all regions R. When the 
above process has been carried out for all the regions R, the 
program ends. 

According to the above tenth embodiment, the object of 
interest is divided into a plurality of regions R, the mean 

FIG. 32 is a block diagram schematically showing this 
three-dimensional model generation apparatus. Referring to 
FIG. 32, the three-dimensional model generation apparatus 

65 includes a pickup unit 109, an image storage unit 220, an 
arithmetic logic/control unit 113, a shape storage unit 230, 
and a color information storage unit 240. Pickup unit 109 
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includes turntable 110 and camera 120 of FIG. 3. Image 
storage unit 220, arithmetic logic/control unit 113, shape 
storage unit 230, and color information storage unit 240 are 
included in computer 130 of FIG. 3. 

FIG. 33 is a diagram for describing the flow of the process 5 

of the three-dimensional model generation apparatus of FIG. 
3. FIGS. 6A-6E are diagrams for describing the specific 
process of three-dimensional model generation apparatus of 
FIG. 3. FIG. 6A corresponds to the shooting operation of the 
object of interest and background of step S2 in FIG. 33. FIG. 10 

6B corresponds to generation of a silhouette image at step 
S12 of FIG. 33. FIG. 6C corresponds to the voting process 
at step S14 of FIG. 33. FIG. 6D corresponds to generation 

40 
of the votes exceeding a threshold value as the three­
dimensional shape (existing region) of target object 100. 

Although the orthogonal coordinate system voxel space 
can be used as the voxel space, it is preferable to use the 
cylindrical coordinate system voxel space 251. This is 
because the memory capacity can be suppressed while 
favorable acquirement of the shape can be effected. 

At step S16, a plurality of three-dimensional shape con­
stituent elements (for example, a polygon such as a trian­
gular patch; for the sake of simplification, the three-dimen­
sional shape constituent element is represented as a polygon 
hereinafter) 27 on the basis of the three-dimensional shape 
of target object 100 obtained at step S14. The three-dimen­
sional shape of target object 100 obtained at step S14 is of a polygon at step S16 of FIG. 33. FIG. 6E is a diagram 

to describe texture mapping at step S18 of FIG. 33. 
Description will be provided hereinafter with reference to 

FIGS. 3, 6A-6E, 32 and 33. At step SS, calibration is carried 
out. Calibration in the twelfth embodiment refers to the 
process of obtaining the internal parameter (respective ratio) 
of camera 120, and the position relationship between camera 
120 and turntable 110. At step SlO, an object of interest and 
the background are shot. Only the background is shot 
without the object of interest placed on turntable 110 to 
obtain one background image. Also, target object 100 is 
placed on turntable 110 to be rotated. Target object 100 is 
shot together with the background at every predetermined 
angle by camera 120 to result in object images Al-An. For 
example, target object 100 is rotated for every 10° to obtain 

15 represented by a plurality of polygons 27. The three-dimen­
sional shape represented by polygons 27 is stored in shape 
storage unit 230. At step S18, the texture corresponding to 
each polygon 27 generated at step S16 is obtained from the 
object image to be mapped on each polygon 27. The texture 

20 (color information) is stored in color information storage 
unit 240. The process of steps S12-S18 is carried out by 
arithmetic logic/control unit 113. The silhouette generation 
unit, the voting unit, and the threshold processing unit are 
included in arithmetic logic/control unit 113. Details of the 

25 calibration of step S18, the voting process of step S14, and 
polygon generation of step S12, and step S16 are set forth in 
the following. 

36 object images Al-A36. The following description is 
provided corresponding to the case of obtaining a three- 30 

dimensional model 29 on the basis of 36 obtained object 
images Al-A36. Here, the position and angle of depression 
(or angle of elevation) is fixed. Camera 120 and turntable 
110 are under control of arithmetic logic/control unit 113. 
The background image and object image obtained at step 35 

SlO are stored in image storage unit 220. At the twelfth 
embodiment, shooting is effected with the camera fixed and 
the object of interest rotated. In order to reduce the shooting 
times of the background, the background is shot only once 
to obtain one background image. However, to obtain a 40 

background image of higher reliability, the background can 
be shot two or more times to obtain two or more background 
images. 

In the case where target object 100 is shot from a plurality 

Calibration 

As the calibration, the internal parameter (perspective 
ratio) of camera 120, and the position relationship between 
camera 120 and turntable 110 are obtained. First, the internal 
parameter (perspective ratio) of camera 120 will be 
described. FIG. 34 is a diagram to describe the internal 
parameter (perspective ratio) of camera 120. Referring to 
FIG. 34, a reference block 31 is shot by camera 120. Here, 
shooting is effected so that reference block 31 exactly fits a 
screen 33. The distance L between camera 120 and reference 
block 31 is measured here. Also, the height T of reference 
block 31 is measured. The perspective ratio is the height T 
of reference block 31 divided by distance L. In other words, 
the perspective ratio is represented as T /L. In the perspective 
representation, the size of an object projected on a screen is 

45 enlarged/shrunk according to the distance from the view 
point to the object. The parameter determining that ratio of 
enlargement/shrinkage is the perspective ratio. 

of directions about target object 100 including the back­
ground with camera 120 fixed and target object 100 rotated, 
shooting of the background is required only once. However, 
when target object 100 is shot including the background 
from a plurality of directions about target object 100 with 
target object 100 fixed and camera 120 moved about target 50 

object 100, shooting of the background must be carried out 
a plurality of times. 

At step S12, a silhouette generation unit not shown 
provides a silhouette image. More specifically, a difference 
process is carried out between each of object images 55 

Al-A36 and the background image to result in a plurality of 
silhouette images Bl-Bn. Since there are 36 object images 
Al-A36, 36 silhouette images are obtained. Here, the dif­
ference process (the process obtaining the difference) refers 
to obtaining the difference between the color information of 60 

the object image and the color information of the back­
ground image for each pixel. At step S12, a voting unit not 
shown carries out the voting process. On the basis of the 
plurality of silhouette images Bl-B36, a voting process on 
the cylindrical coordinate system voting space 251 is carried 65 

out. A threshold processing unit (three-dimensional shape 
acquirement unit) not shown sets the portion with the score 

Measurement of the position relationship between camera 
120 and turntable 110 is described hereinafter. FIGS. 
35A-35C are diagrams to describe the measurement of the 
position relationship between a camera and a turntable. FIG. 
35A shows a camera 120 placed at the coordinate system 
(xyz coordinate system) of turntable 110. Referring to FIG. 
35A, the position (x0 , y0 , z0 ) of camera 120 is obtained using 
the coordinate system (xyz coordinate system) of turntable 
110. Also, the angle of rotation a about the optical axis 35 
of camera 120 is obtained. FIG. 35B shows the orthogonal 
projection on plane yz of camera 120 of FIG. 35A. Referring 
to FIG. 35B, the angle ~ between optical axis 35 of camera 
120 and they axis is obtained. FIG. 35C shows the orthogo­
nal projection on plane xy of camera 120 of FIG. 35A. 
Referring to FIG. 35C, the angle y between optical axis 35 
and the y axis of camera 120 is obtained. 

More specifically, the position of camera 120 based on the 
coordinate system (xyz coordinate system) of turntable 110 
and angles a, ~' andy are obtained as the position relation­
ship between camera 120 and the turntable 110. In the 
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present twelfth embodiment, angles a and y are set to 
approximately oo. Here, angle ~ is the angle of depression of 
camera 120 with respect to turntable 110. This angle~ is also 
referred to as the angle of depression of camera 120 with 
respect to an object of interest placed on turntable 110. Here, 
the angle of depression includes a negative angle of depres­
sion, i.e. angle of elevation. 

Since the angle of depression of the camera with respect 
to a target object is obtained as the calibration in the present 
twelfth embodiment, a three-dimensional model 29 can be 
generated on the basis of an object image obtained by 
shooting a target object with this angle of depression. In 
other words, a three-dimensional model 29 is generated, not 
only based on the object image obtained by shooting an 
object of interest from the horizontal direction (a direction 
parallel to the xy plane), but also on the basis of an object 
image obtained by shooting the target object from an above 
oblique direction. Therefore, sufficient color information can 
be obtained, including the upper portion of the target object 
that could not be obtained from only an object shot from the 
horizontal direction. Stereoscopic model 29 can be gener­
ated of high accuracy since a local concave portion of the 
object of interest can be recognized. 

Voting Process 

Details of a voting process at step S14 of FIG. 33 will be 
described. FIG. 36 is a diagram for describing a cylindrical 
coordinate system voxel space 251 for the voting process. 
Referring to FIG. 36, cylindrical coordinate system voxel 
space 251 includes a plurality ofvoxels 39. For the sake of 
describing a voxel in cylindrical coordinate system voxel 
space 251, cylindrical coordinate system voxel space 251 of 
FIG. 36 is considered as a circular cylinder with a center axis 
40. This circular cylinder 25 is cut at a plurality of planes 
perpendicular to center axis 40. Also, circular cylinder 25 is 
cut at a plurality of planes including and in parallel to center 
axis 40. Furthermore, circular cylinder 25 is cut at a plurality 
of rotary planes centered about center axis 40. Each element 
of circular cylinder 25 obtained by cutting circular cylinder 
25 corresponds to each voxel 39 in cylindrical coordinate 
system voxel space 251. 

FIG. 37 is a diagram to describe the voting process. A 
voting process is carried out on cylindrical coordinate sys­
tem voxel space 251 on the basis of 36 silhouette images 
Bl-B36 obtained at step S12 of FIG. 33. In FIG. 37, only 
two silhouette images Bl and B2 are shown. 

Attention is focused on hypothetical existing region 50. 
FIG. 7 is a diagram to describe a hypothetical existing 
region. In FIG. 7, only one silhouette image Bl is shown. 
Referring to FIGS. 37 and 7, a hypothetical existing region 
50 is a conical region with projection center 51 of the camera 

42 
Bl-B36 are generated at step S12. Therefore, the vertex of 
the hypothetical existing region (corresponding to the pro­
jection center of camera) is located for every 10° around 
center axis 40. The position of the vertex (corresponding to 

5 the projection center of camera) of the hypothetical existing 
region is determined according to the calibration result of 
step S8 of FIG. 33. In other words, the position relationship 
between silhouette images Bl-B36 and the vertex (corre­
sponding to projection center of camera) of a corresponding 

10 hypothetical existing region is determined by the perspective 
ratio. More specifically, the breadth angle of the cone which 
is the hypothetical existing region is determined. By the 
position relationship between camera 120 and turntable 110, 
the position relationship between the vertex (corresponding 

15 to projection center of camera) of the hypothetical existing 
region corresponding to silhouette images B 1-B3 6 and 
cylindrical coordinate system voxel space 251 is deter­
mined. 

FIG. 38 shows the result of the voting process. Referring 
20 to FIG. 38, the dark color portion has the value of a high vote 

score whereas the light color portion has the value of a low 
vote score. The z axis of FIG. 38 corresponds to central axis 
40 of FIG. 37. 

Following the voting process on all silhouette images 
25 Bl-B36, a threshold process is carried out. More specifi­

cally, the region of a voxel 39 having a vote score equal to 
or higher than a predetermined threshold value is set as the 
existing region of target object 100. This shape of the 
existing region is the three-dimensional shape of target 

30 object 100. If the threshold value is "32" for example, the 
shape of a region where voxel 39 has a vote score of at least 
"32" corresponds to the three-dimensional shape of target 
object 100. 

In the twelfth embodiment, the three-dimensional shape 
35 of an object of interest is obtained by the voting process. 

Therefore a three-dimensional model 29 of high accuracy 
can be generated even if there are some improper images in 
the plurality of silhouette images used in the voting process. 
Conventionally, a three-dimensional shape is obtained by 

40 the logical AND operation of a plurality of hypothetical 
existing regions. When an object image in the silhouette 
image is not correct and the contour of the object of interest 
is not represented properly so that there is a partial missing 
portion in the shape of the object of interest, that missing 

45 portion could not be represented in a three-dimensional 
shape of the object of interest. Here, the existing region of 
an object of interest in voxel space 251 is estimated by the 
voting process. If the existing probability of the object of 
interest in voxel space 251 can be obtained, the existing 

50 region of the object of interest can be estimated by a process 
other than the voting process. 

as the vertex and object image 42 (contour of target object 
100) of silhouette image Bl as a cross sectional shape with 
respect to silhouette image Bl. A hypothetical existing 55 

region can be defined similarly for the other silhouette 
images B2-B36. Target object 100 inevitably resides within 
this hypothetical existing region. 

Polygon Generation 

FIGS. 39A and 39B are diagrams for specifically describ­
ing polygon generation at step S16 of FIG. 33. FIG. 40 is a 
diagram for describing the flow of the polygon generation 
step ofS16 of FIG. 33. FIG. 39B shows a polygon obtained 
on the basis of contour lines 43A and 43B residing in a 
portion 39B in FIG. 39A. At step SAl referring to FIGS. 
39A and 40, the three-dimensional shape (refer to FIG. 38) 
of target object 100 obtained according to the result of the 
voting process is cut by a cross section not shown at a 
plurality of planes (in FIG. 39A, only three planes 41a, 4lb 

Referring to FIG. 36, the vote point of"l" is applied to all 
voxels 39 in hypothetical existing region 50 in the voting 60 

process. This voting process is carried out for all silhouette 
images Bl-B36. For example, voxel 39 that resides at the 
overlapping portion of all the hypothetical existing regions 
corresponding to the 36 silhouette images Bl-B36 has the 
vote score of "36". 65 and 41c are shown) to obtain the contour line (in FIG. 39A, 

only three contour lines 43a, 43b and 43c are shown) of each 
cut up plane (in FIG. 39A, only three cut planes 440a, 44b 

At step SlO of FIG. 33, an object of interest is shot for 
every 10° to obtain 36 object images. 36 silhouette images 
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and 44c are shown). At step SlO of FIG. 33, an object of 
interest is shot for every 10° to obtain an object image, and 
at step S12, silhouette images Bl-B36 for every 10° are 
generated. Therefore, the three-dimensional shape of target 
object 100 is cut up at a plurality of planes for every 10° 
about center axis 40. In other words, the three-dimensional 
shape of target object 100 is cut up with a plurality of planes 

44 
FIG. 42 is a diagram for describing the local most 

proximity point connection strategy. Referring to FIG. 42, 
the horizontal direction corresponds to vertices a-f of cut 
plane Sent whereas the vertical direction corresponds to 
vertices A-G of cut plane Sent+ 1. The number at each lattice 
point (the number in the circle) represents the distance 
between vertices a-f (FIG. 41) corresponding to the contour 
line of cut plane Sent and vertices A-G (FIG. 41) corre­
sponding to the contour lines of cut plane Sent+!. For 

so that adjacent planes are at an angle 8 of 1 oo. Each plane 
that cuts up the three-dimensional shape of target object 100 
is a plane including center axis 40. 10 example, at the crossing between d and D (the lattice point 

determined by d and D), the distance between vertex d and 
vertex D of FIG. 41 is indicated. More specifically, the 
distance between vertices d and D of FIG. 41 is "2". 

At step SA2, a polygonal approximation unit not shown 
approximates each contour line of each cut up plane with a 
polygon to obtain the coordinate of the vertex of that 
polygon. As this polygonal approximation method, the 
method disclosed in, for example, "An Iterative Procedure 15 

for the Polygonal Approximation of Plane Curves", CGIP, 
Vol. 1, pp. 244-256, 1972 by U. Ramer, can be employed. 
Then, a connection unit not shown connects adjacent verti­
ces of each cut up plane with a straight line. At step SA3, 
vertices corresponding to the contour line of each cut up 20 

plane are connected between adjacent cut up planes to 
generate a polygon. In the polygonal approximation of step 
SA2, the number of polygons that are eventually generated 
can be controlled by setting the approximation precision 
valuable. 

Referring to FIGS. 41 and 42, first an initial polygon is 
generated according to the local most proximity point con­
nection strategy. The following two methods are known as 
this initial polygon generation method. The first method 
connects vertices b and B with a straight line uncondition­
ally. In the second method of initial polygon generation, 
those with the shortest distance among the distances 
between vertices b and B, a and C, and A and c is selected, 
and vertices thereof are connected with a straight line. In the 
examples of FIGS. 41 and 42, vertices b and B are selected 
and a straight line is connected therebetween in both the 

25 above two initial polygon generation methods. 
The process of steps SA2 and SA3 will be described with 

reference to FIG. 39B. At step SA2, contour lines 43a and 
43b are approximated with a polygon, and the coordinates of 
vertices 45a and 45b of the polygon are obtained. As to the 
plurality of vertices 45a obtained by the polygonal approxi- 30 

mation of contour line 43a, adjacent vertices 45a are con­
nected with a straight line. A similar process is carried out 
for a plurality of vertices 45b obtained by the polygonal 
approximation of contour line 43b. Here, vertex 45a corre­
sponds to contour line 43a and vertex 45b corresponds to 35 

contour line 43b. At step S3, vertex 45a corresponding to 
contour line 43a of cut plane 44a and vertex 45b corre­
sponding to contour line 43b of cut plane 44b are connected 
with a straight line to generate polygon 27. The local most 
proximity point connection strategy and global shortest 40 

connection strategy are known as methods to connect ver­
tices 45a and 45b with a straight line. 

According to the local most proximity point connection 
strategy, the vertices that are most closest to each other of the 
vertex obtained by polygonal approximation of one contour 45 

line of an adjacent cut plane and the vertex obtained by 
polygonal approximation of the other contour line in the 
adjacent cut plane is connected with a straight line. Accord­
ing to the global shortest connection strategy, the vertex 
obtained by polygonal approximation of one contour line of 50 

an adjacent cut plane and the vertex obtained by polygonal 
approximation of the other contour line of the adjacent cut 
plane are connected with a straight line so that the sum of the 
length between vertices become minimum. 

Details of the local most proximity point connection 55 

strategy will be provided. FIG. 41 shows the relationship of 
vertices corresponding to the contour lines of adjacent cut 
planes. Here, a cut plane Sent and a cut plane Scnt+1 are 
taken as examples of adjacent cut planes. Referring to FIG. 
41, vertices a, b, c, d, e and f are obtained by polygonal 60 

approximation of the contour lines of cut plane Sent. Ver­
tices A, B, C, D, E, F and G are obtained by polygonal 
approximation of the contour lines of cut plane Sent+!. 
Since it is premised that the polygon is generated using 
cylindrical coordinate system voxel space 251, vertex a and 65 

vertex A are the same points, and vertex f and vertex G are 
the same points. 

Connection between vertices c and B or vertices b and C 
is considered. Since the distance between vertices b and C 
is shorter than the distance between vertices c and B, 
vertices b and C are connected with the straight line. Then, 
connection between vertices c and C or vertices b and D is 
considered. Since the distance between vertices b and D and 
the distance between vertices c and C are equal, either can 
be connected. Here, vertices b and D are connected with a 
straight line. Then, connection between vertices c and D or 
vertices b and E is considered. Since the distance between 
vertices c and D is shorter than the distance between vertices 
b and E, vertices c and D is connected with a straight line. 
By repeating this process, the vertex corresponding to the 
contour line of cut plane Sent and the vertex corresponding 
to the contour line of cut plane Scnt+1 are connected with 
the straight line. More specifically, at each lattice point of 
FIG. 42, the distance between the vertices corresponding to 
the lattice point located at the right is compared with the 
distance of the vertices corresponding to the lattice point 
located below. The vertices corresponding to a lattice point 
where the shortest distance is indicated is connected with a 
straight line. FIG. 43 shows polygons obtained by connect­
ing vertices a-f and vertices A-G of FIG. 41 by the local 
most proximity point connection strategy. Components simi­
lar to those of FIG. 41 have the same reference characters 
allotted, and their description will not be repeated. Referring 
to FIG. 43, vertices a-f and vertices A-G are connected 
according to the local most proximity point connection 
strategy to form polygons (triangular patch) 27. 

FIG. 44 is a diagram for describing a part of the polygon 
generation flow according to the local most proximity point 
connection strategy. FIG. 45 is a diagram for describing the 
remaining part of the polygon generation flow according to 
the local most proximity point connection strategy. Here, the 
method of connecting the first vertices together uncondi­
tionally (the first method of initial polygon generation) is 
employed. At step SBl of FIG. 44, the number of cut planes 
obtained at step SAl of FIG. 40 is inserted into variable 
Smax. Also, "0" is inserted into variable Sent. At step SB2, 
the vertex number at the Scnt-th cut plane is inserted into 
variable Vmax. "0" is inserted into variable Vent At step 
SB3, the V cnt-th vertex at the Scnt-th cut plane is connected 
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with the (Vcnt+1)th vertex at the Scnt-th cut plane. As for 
vertices a-f andA-G of FIG. 41, vertices a and A are the 0-th 
vertices, vertices b and B are the first vertices, and vertices 
c and Care the third vertices. At step SB4, V cnt+ 1 is inserted 
into variable V cnt. When variable V cnt is equal or greater 5 

than Vmax-1 at step SB5, control proceeds to step SBS. 
When variable Vent is smaller than Vmax-1 at step SB5, 
control proceeds to step SB3. At step SB6, Scnt+1 is inserted 
into variable Sent. When variable Sent is at least Smax at 
step SB7, control proceeds to step SBS of FIG. 45. When 10 

variable Sent is smaller than Smax at step SB7, control 
proceeds to step SB2. 

At step SBS of FIG. 45, "0" is inserted into variable Sent. 
At step SB9, the vertex number at the Scnt-th cut plane is 
inserted into variable imax. Then, the vertex number at the 15 

(Scnt+1)th cut plane is inserted into variable jmax. At step 
SB10, the initial polygon is generated. Here, the method of 
connecting the first vertices with each other unconditionally 
is employed (first method of initial polygon generation). The 
first vertex of the Scnt-th cut plane is connected with the first 20 

vertex of the (Scnt+1)th cut plane. Then, "1" is inserted into 
variable i. "1" is inserted into variable j. At step SBll, i+1 
is inserted into variable i_n. andj+1 is inserted into variable 
j_n. At step SB12, dist ([Sent: i], [Sent+!: ij_n]) implies the 
distance between the i-th vertex of the Scnt-th cut plane and 25 

the G_n)th vertex of the (Snct+1)th cut plane. Also, dist 
([Sent: i_n], [Sent+!: j]) implies the distance between the 
(i_n)th vertex of the Scnt-th cut plane and the j-th vertex of 
the (Scnt+1)th cut plane. When the distance between the i-th 
vertex of the Scnt-th cut plane and the G_n)th vertex of the 30 

(Scnt+1)th cut plane is equal to or less than the distance 
between the (i_n)th vertex of the Scnt-th cut plane and the 
j-th vertex of the (Scnt+1)th cut plane at step SB12, control 
proceeds to step SB13. Otherwise, to step SB14. 

At step SB13, the i-th vertex of the Scnt-th cut plane is 35 

connected with the G_n)th vertex of the (Scnt+1)th cut 
plane. Then, j_n is inserted into variable j. At step SB14, the 
(i_n)th vertex of the Scnt-th cut plane is connected with the 
j-th vertex of the (Scnt+1)th cut plane. Then, i_n is inserted 
into variable i. When variable i is equal to or greater than 40 

imax-1 at step SB15 control proceeds to step SB17. When 
variable i is smaller than imax-1, control proceeds to step 
SB16. At step SB17, the i-th vertex of the Scnt-th cut plane 
is connected with each of G-j max-l)th vertices of the 
(Sent+ 1 )th cut plane. When variable j is equal or greater than 45 

jmax-1 at step SB16, control proceeds to step SB18. When 
variable j is smaller than jmax-1, control proceeds to step 
SB11. At step SB18, the j-th vertex of the (Scnt+1)th cut 
plane is connected with each of the (i-imax-1)th vertices of 
the Scnt-th cut plane. At step SB19, Scnt+1 is inserted into 50 

variable Sent. When variable Sent is smaller than Smax at 
step SB20, control proceeds to step SB9. When variable Sent 
is equal to or greater than Smax, the process ends. Here, 
there are cut planes from 0 to Smax-1. There is the case 
where the vertex of the Smax-th cut plane must be consid- 55 

ered in the event that Sent is Smax-1 of FIG. 45. In this case, 
the Smax-th cut plane is assumed to be identical to the 0-th 
cut plane. 

Polygon generation according to the global shortest con­
nection strategy will be described in detail hereinafter with 60 

reference to FIG. 42. A path with lattices point aA (crossing 
point between a and A) as the starting point and lattice point 
fG (crossing point between f and G) as the end point will be 
considered. Every time a lattice point is crossed, the value of 
the distance assigned to the passed lattice point is added as 65 

the penalty. The path with the smallest penalty score is 
obtained. In other words, the shortest path out of the 

46 
plurality of paths from lattice point Aa to lattice point fG is 
obtained. Such a shortest path is obtained using the round 
robin method, branch-and-bound method, Dijkstra algo­
rithm, A* algorithm and the like. In FIG. 42, the path 
indicated by the bold solid line is the shortest penalty path 
(shortest path). The vertices (refer to FIG. 41) corresponding 
to the lattice points located on the shortest penalty path 
(shortest path) are connected. For example, shortest penalty 
path (bold solid line) passes through lattice points band B. 
Therefore, vertices b and B of FIG. 41 are connected. FIG. 
43 shows polygons obtained by connecting with a straight 
line vertices a-f and vertices A-G of FIG. 41 by the global 
shortest connection strategy. 

FIG. 46 is a diagram to describe the polygon generation 
flow by the global shortest connection strategy. Steps similar 
to those of FIGS. 44 and 45 have the same reference 
character allotted, and their description will be appropriately 
omitted. At step SC9 of FIG. 46, the vertex of the Scnt-th cut 
plane and the vertex of the (Scnt+1)th cut plane are con­
nected so that the connected distance is shortest. At step 
SC10, Scnt+1 is inserted into variable Sent. When variable 
Sent is smaller than Smax at step SCll, control proceeds to 
step SC9. When variable Sent is equal to or greater than 
Smax, the process ends. 

According to the twelfth embodiment, a three-dimen­
sional shape of an object of interest is obtained using a 
cylindrical coordinate system voxel space 251. The three­
dimensional shape is cut by a plurality of planes along the 
center axis of cylindrical coordinate system voxel space 251. 
A shape model300 is generated according to the contour line 
of the cut plane. Therefore, the amount of data for generating 
a shape model is smaller than that for generating three­
dimensional model 300 using an orthogonal coordinate 
system voxel space. Therefore, high speed processing is 
allowed. A polygon that forms shape model 300 is generated 
using polygonal approximation and the local most proximity 
point connection strategy or the global shortest connection 
strategy. Therefore, the amount of data is smaller than that 
of the conventional art that cuts the three-dimensional shape 
of an object of interest by a plurality of planes perpendicular 
to the axis of rotation to generate shape model 300. There­
fore, the processing speed can be further improved. In other 
words, shape model 300 can be generated in real time. 
Furthermore, a polygon 27 forming shape model 300 is 
generated using polygonal approximation and the local most 
proximity point connection strategy or the global shortest 
connection strategy. Therefore, the amount of data is 
reduced to allow faster processing. 

The present twelfth embodiment has the following advan­
tages in addition to the advantages described in the forego­
ing. The present twelfth embodiment can have the manual 
task reduced than the case where a shape model is generated 
using a three dimensional digitizer. Furthermore, measure­
ment using laser is not carried out in the twelfth embodi­
ment. Therefore, the material of the object of interest is not 
limited, and restriction in the shooting enviroument such as 
the requirement of measurement in a dark room can be 
reduced. According to the twelfth embodiment, three-di­
mensional model 29 can be generated with the simple 
structure of turntable 110, camera 120, and computer 130. 
Furthermore, in the twelfth embodiment, a silhouette image 
is generated by difference processing, which is used to 
produce shape model 300. Therefore, a special shooting 
enviroument such as a backboard of the same color is 
dispensable. 

Although generation of a three-dimensional model 29 
using one camera and a turntable to shoot an object of 
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interest for every 1 oo has been described, the number of 
cameras, the moving means of the shooting viewpoint, and 
the step of the shooting angle are not limited to those 
described above. An object of interest can be shot using a 
plurality of cameras to generate three-dimensional model 
29. This provides the advantage that a shape of high accu­
racy can be acquired. As the moving means of the shooting 
viewpoint, a turntable under manual control or a robot arm 
can be used. The variation step of the shooting angle can be 
set more smaller in a complicated object, and the angle 10 

varied in a stepped manner of the shooting angle can be 
varied depending upon the direction. In other words, rotation 
at a finer step can be effected in the direction of a compli­
cated outer shape for shooting. When the variation step of 
the shooting angle of the object of interest is to be modified, 15 

modification is also carried out of the cut plane to recon­
struct shape model 300 represented by polygons cut from 
voxel space 251. The shooting angle and the cut plane are set 
in association. Accordingly, the contour information from 
the silhouette image obtained by shooting can be reflected at 20 

high accuracy on the polygon data. 
FIG. 47 shows a CD-ROM in which program 301 for 

having computer 130 of FIG. 3 generate a three-dimensional 
model 29 of an object of interest is recorded. Referring to 
FIG. 47, computer 130 generates a three-dimensional model 25 

29 of an object of interest according to program 301 
recorded in CD-ROM 260. Program 301 recorded in CD­
ROM 260 includes step S12 generating a silhouette image of 
an object of interest, step S14 of a voting process, step S16 
of polygon generation, and step S18 of texture mapping. 

The present invention is not limited to the polygonal 
approximation technique of a cross section in reconstructing 

30 

a shape model 300 represented in polygons of a shape model 
ofvoxel representation. For example, a shape model repre­
sented by a meta-ball can be used instead of shape model 35 

300 represented in a wire frame. In the twelfth embodiment, 
a polygon is generated carrying out voting process on voxel 
space 251 according to a silhouette image. A silhouette 
image can be transformed into a polygon using the polygo­
nal approximation method. In this case, correction by 40 

manual operation is required since a silhouette image is not 
accurate. 

The invention claimed is: 

48 
2. An object extraction apparatus for extracting an object 

portion by removing an undesired portion from an object 
image obtained by shooting an object of interest, compris­
ing: 

region segmentation means for dividing said object image 
into a plurality of regions; and 

extraction means for identifying and extracting the object 
portion in said object image by a process of consoli­
dating information of each pixel in said object image 
for each said region, 

wherein said extraction means comprises 
mean value calculating means for calculating a mean 

value of pixels in each region of said object image, 
difference processing means for carrying out a difference 

process between a mean value of pixels in each region 
of said object image and a mean value of pixels in a 
region of said background image corresponding to said 
region of said object image, and 

threshold value processing means for comparing an abso­
lute value of difference obtained by said difference 
processing means with a predetermined value to extract 
a region having said absolute value of difference of at 
least said predetermined value as the object portion. 

3. An object extraction method for extracting an object 
portion by removing an undesired portion from an object 
image obtained by shooting an object of interest, compris­
ing: 

a region segmentation step of dividing said object image 
into a plurality of regions; and 

an extraction step of identifYing and extracting the object 
portion in said object image by a process of consoli­
dating information of each pixel in said object image 
for each said region, 

wherein said extraction step comprises 
a difference processing step of carrying out a difference 

process between a background image obtained by 
shooting only a background of said object of interest 
and said object image, 

a mean value obtaining step of obtaining a mean value of 
absolute values of difference obtained by said differ­
ence process in said each region, and 

a threshold value processing step of comparing said mean 
value of absolute values of difference in said region 
with a predetermined value to extract a region having 
said mean value of at least said predetermined value as 
the object portion. 

1. An object extraction apparatus for extracting an object 45 
portion by removing an undesired portion from an object 
image obtained by shooting an object of interest, compris­
ing: 

4. An object extraction method for extracting an object 
portion by removing an undesired portion from an object 
image obtained by shooting an object of interest, compris-

50 ing: 

region segmentation means for dividing said object image 
into a plurality of regions; and 

extraction means for identifying and extracting the object 
portion in said object image by a process of consoli­
dating information of each pixel in said object image 
for each said region, wherein said extraction means 
comprises 

difference processing means for carrying out a difference 
process between a background image obtained by 
shooting only a background of said object of interest 
and said object image; 

55 

mean value obtaining means for obtaining a mean value 60 

of absolute values of difference obtained by said dif­
ference process in said each region, and 

threshold value processing means for comparing said 
mean value of absolute values of difference in said 
region with a predetermined value to extract a region 65 

having said mean value of at least said predetermined 
value as the object portion. 

a region segmentation step of dividing said object image 
into a plurality of regions; and 

an extraction step of identifYing and extracting the object 
portion in said object image by a process of consoli­
dating information of each pixel in said object image 
for each said region, 

wherein said extraction step comprises 
a mean value calculating step of calculating a mean value 

of pixels in each region of said object image, 
a difference processing step of carrying out a difference 

process between a mean value of pixels in each region 
of said object image and a mean value of pixels in a 
region of said background image corresponding to said 
region of said object image, and 

a threshold value processing step of comparing an abso­
lute value of difference obtained by said difference 
processing with a predetermined value to extract a 
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region having said absolute value of difference of at 
least said predetermined value as the object portion. 

5. An medium storing the object extraction program for 
causing a computer to extract an object portion by removing 
an undesired portion from an object image obtained by 
shooting an object of interest, said program comprising: 

a region segmentation step of dividing said object image 
into a plurality of regions; and 

an extraction step of identifYing and extracting the object 
portion in said object image by a process of consoli- 10 

dating information of each pixel in said object image 
for each said region, 

wherein said extraction step comprises 
a difference processing step of carrying out difference 

processing between a background image obtained by 15 

shooting only a background of said object image and 
said object image, 

50 
information, dividing said object image into a plurality of 
regions, calculating a mean value of said depth information 
for each said region, and extracting as said object portion a 
region having said mean value smaller than a predetermined 
threshold out of said plurality of regions. 

9. A medium storing a program for causing a computer to 
extract an object portion by removing an undesired portion 
from an object image obtained by shooting an object of 
interest, said program comprising the steps of: calculating 
depth information of said object information; dividing said 
object image into a plurality of regions; calculating a mean 
value of said depth information for each said region; and 
extracting as said object portion a region having said mean 
value smaller than a predetermined threshold out of said 
plurality of regions. 

10. An object extraction apparatus for extracting an object 
portion by removing a background portion from an object 
image obtained by shooting an object of interest on the basis 
of said object image and a plurality of background images 

a mean value obtaining step of obtaining a mean value of 
absolute values of difference obtained by said differ­
ence process in said each region, and 

a threshold value processing step of comparing said mean 
value of an absolute values of difference in said region 
with a predetermined value to extract a region having 
said mean value of at least said predetermined value as 
the object portion. 

20 obtained by shooting only a background of said object of 
interest a plurality of times, comprising: 

6. An medium storing the object extraction program for 
causing a computer to extract an object portion by removing 
an undesired portion from an object image obtained by 
shooting an object of interest, said program comprising: 

25 

a region segmentation step of dividing said object image 30 

into a plurality of regions; and 

difference means for calculating an absolute value of 
difference between said object image and said back­
ground image; 

extraction means for extracting a portion of said object 
image as said object portion if said absolute value of 
difference is greater than a threshold value; and 

threshold value determination means for determining said 
threshold value in a statistical mauner according to 
image information distribution of said plurality of 
background images. 

11. An object extraction apparatus for extracting an object 
portion by removing an undesired portion from an object 

an extraction step of identifYing and extracting the object 
portion in said object image by a process of consoli­
dating information of each pixel in said object image 
for each said region, 

wherein said extraction step comprises 
a mean value calculating step of calculating a mean value 

of pixels in each region of said object image, 

35 image obtained by shooting an object of interest, on the basis 
of said object image and a plurality of background images 
obtained by shooting only a background of said object of 
interest a plurality of times, comprising: 

a difference processing step of carrying out a difference 
process between a mean value of pixels in each region 40 

of said object image and a mean value of pixels in a 
region of said background image corresponding to said 
region of said object image, and 

a threshold value processing step of comparing an abso­
lute value of difference obtained by said difference 45 

processing step with a predetermined value to extract a 
region having said difference absolute value of differ­
ence of at least said predetermined value as the object 
portion. 

7. An object extraction apparatus for extracting an object 50 

portion by removing an undesired portion from an object 
image obtained by shooting an object of interest, compris­
ing: 

calculating means for calculating a mean value and stan­
dard deviation of pixels located at same coordinates in 
said plurality of background images each for said pixel; 

difference means for calculating an absolute value of 
difference between a value of each pixel in said object 
image and a mean value of pixels in said background 
image corresponding to said pixel; and 

extraction means for extracting a pixel out of the pixels in 
said object image as said object portion if said absolute 
value of difference is greater than a predetermined 
number times said standard deviation. 

12. An object extraction apparatus for extracting an object 
portion by removing an undesired portion from an object 
image obtained by shooting an object of interest, on the basis 
of said object image and a plurality of background images 

depth information calculating means for calculating depth 
information of said object image; region segmentation 
means for dividing said object image into a plurality of 
regions; 

55 
obtained by shooting only a background of said object of 
interest a plurality of times, comprising: 

mean value calculating means for calculating a mean 
value of said depth information for each said region; 
and 

extraction means for extracting as said object portion a 
region having said mean value smaller than a prede­
termined threshold out of said plurality of regions. 

60 

8. An object extraction method of extracting an object 
portion by removing an undesired portion from an object 65 

image obtained by shooting an object of interest, comprising 
the steps of: calculating depth information of said object 

average/standard deviation calculating means for calcu­
lating a mean value and standard deviation of pixels 
located at the same coordinates in said plurality of 
background images each for said pixel, 

region segmentation means for dividing said object image 
into a plurality of regions; 

difference means for calculating an absolute value of 
difference between a value of each pixel in each region 
of said object image and a mean value of corresponding 
pixels in a region of said background image corre-
sponding to said region; 
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mean difference calculating means for calculating a mean 
value of said absolute values of difference for each said 
region; 

mean standard deviation calculating means for calculating 
a mean value of said standard deviation for each said 
region; and 

extraction means for extracting a region out of said 
plurality of regions as said object portion if a mean 
value of said absolute values of difference is greater 
than a predetermined number times the mean value of 10 

said standard deviation. 
13. An object extraction apparatus for extracting an object 

portion by removing an undesired portion from an object 
image obtained by shooting an object of interest, on the basis 
of said object image and a plurality of background images 15 

obtained by shooting only a background of said object of 
interest a plurality of times, comprising: 

average/standard deviation calculating means for calcu­
lating a mean value and standard deviation of pixels 
located at same coordinates in said plurality of back- 20 

ground images each for said pixel; 

52 
extraction means for extracting a region out of said 

plurality of regions as said object portion if a mean 
value of said absolute value of difference is greater than 
a predetermined number times the mean value of said 
standard deviation. 

15. An object extraction method of extracting an object 
portion by removing an undesired portion from an object 
image obtained by shooting an object of interest, on the basis 
of said object image and a plurality of background images 
obtained by shooting only a background of said object of 
interest a plurality of times, comprising the steps of: 

determining statistically a threshold value according to 
distribution of said plurality of background images; 

calculating an absolute value of difference between said 
object image and said background image; and 

extracting a portion of said object image as said object 
portion if said absolute value of difference is greater 
than said threshold value. 

16. An object extraction method of extracting an object 

region segmentation means for dividing said object image 
into a plurality of regions; mean calculating means for 
calculating a mean value of pixels in each region of said 
object image; 

difference means for calculating an absolute value of 
difference between a mean value of pixels in each 
region of said object image and a mean value of pixels 

portion by removing an undesired portion from an object 
image obtained by shooting an object of the interest, on the 
basis of said object image and a plurality of background 
images obtained by shooting only a background of said 
object of interest a plurality of times, comprising the steps 

25 of: 

in a region of said background image corresponding to 
said region; 

mean difference calculating means for calculating a mean 
value of said absolute value of difference for each said 
region; mean standard deviation calculating means for 
calculating a mean value of said standard deviation for 
each said region; and 

extraction means for extracting a region out of said 
plurality of regions as said object portion if a mean 
value of said absolute value of difference is greater than 

30 
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calculating a mean value and standard deviation of pixels 
located at the same coordinates in said plurality of 
background images each for said pixel; 

calculating an absolute value of difference between a 
value of each pixel in said object image and a mean 
value of pixels in said background image correspond­
ing to said pixel; and 

extracting a pixel out of the pixels in said object image as 
said object portion if said absolute value of difference 
is greater than a predetermined number times said 
standard deviation. 

17. An object extraction method of extracting an object 
portion by removing a background portion from an object a predetermined number times the mean value of said 

standard deviation. 
14. An object extraction apparatus for extracting an object 

image by removing an undesired portion from an object 
image on the basis of a plurality of object images obtained 

40 image obtained by shooting an object of interest, on the basis 
of said object image and a plurality of background images 
obtained by shooting only a background of said object of 
interest a plurality of times, comprising the steps of: 

by shooting an object of interest a plurality of times and a 
plurality of background images obtained by shooting only a 45 

background of said object of interest a plurality of times, 
comprising: 

means/standard deviation calculating means for calculat­
ing a mean value and standard deviation of pixels 
located at same coordinates in said plurality of back- 50 

ground images each for said pixel; 
mean calculating means for calculating a mean value of 

pixels located at same coordinates in said plurality of 
object images each for said pixel; region segmentation 
means for dividing said object image into a plurality of 55 

regions; 
difference means for calculating an absolute value of 

difference between said mean value of each pixel in 
each region of said object image and said mean value 
of corresponding pixel in a region of said background 60 

image corresponding to said region; 
mean difference calculating means for calculating a mean 

value of said absolute value of difference for each said 
region; 

mean standard deviation calculating means for calculating 65 

a mean value of said standard deviation for each said 
region; and 

calculating a mean value and standard deviation of pixels 
located at the same coordinates in said plurality of 
background images each for said pixel; 

dividing said object image into a plurality of regions; 
calculating an absolute value of difference between a 

value of each pixel in each region of said object image 
and a mean value of corresponding pixels in a region of 
said background image corresponding to said region; 

calculating a mean value of said absolute value of differ­
ence for each said region; 

calculating a mean value of said standard deviation for 
each said region; and 

extracting a region out of said plurality of regions as said 
object portion if said absolute values of difference is 
greater than a predetermined number times said stan­
dard deviation. 

18. An object extraction method of extracting an object 
portion by removing an undesired portion from an object 
image obtained by shooting an object of the interest, on the 
basis of said object image and a plurality of background 
images obtained by shooting only a background of said 
object of interest a plurality of times, comprising the steps 
of: 
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calculating a mean value and standard deviation of pixels 
located at the same coordinates in said plurality of 
background images each for said pixel; 

dividing said object image into a plurality of regions; 
calculating a mean value of pixels in each region of said 

object image; calculating an absolute value of differ­
ence between a mean value of pixels in each region in 
said object image and a mean value of pixels in a region 
of said background image corresponding to said region; 

calculating a mean value of said absolute value of differ- 10 

ence for each said region; 
calculating a mean value of said standard deviation for 

each said region; and 
extracting a region out of said plurality of regions as said 

15 
object portion if a mean value of standard deviation is 
greater than a predetermined number times the mean 
value of said standard deviation. 

19. An object extraction method of extracting an object 
portion by removing an undesired portion from an object 

20 
image on the basis of a plurality of object images obtained 
by shooting an object of interest a plurality of times and a 
plurality of background images obtained by shooting only a 
background of said object of interest a plurality of times, 
comprising the steps of: 

calculating a mean value and standard deviation of pixels 
located at the same coordinates in said plurality of 
background images each for said pixel; 

25 

calculating a mean value of pixels located at the same 
coordinates in said plurality of object images each for 30 
said pixel; 

dividing said object image into a plurality of regions; 
calculating an absolute value of difference between said 
mean value of each pixel in each region of said object 
image and said mean value of corresponding pixel in a 35 

region of said background image corresponding to said 
region; 

calculating a mean value of said absolute value of differ­
ence for each said region; 
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calculating a mean value and standard deviation of pixels 

located at the same coordinates in said plurality of 
background images each for said pixel; 

calculating an absolute value of difference between a 
value of each pixel in said object image and a mean 
value of pixels in said background image correspond­
ing to said pixel; and 

extracting a pixel out of the pixels in said object image as 
said object portion if said absolute value of difference 
is greater than said predetermined number times said 
standard deviation. 

22. A medium storing a program for causing a computer 
to extract an object portion by removing an undesired 
portion from an object image obtained by shooting an object 
of interest, on the basis of said object image and a plurality 
of background images obtained by shooting only a back-
ground of said object of interest a plurality of times, said 
program comprising the steps of: 

calculating a mean value and standard deviation of pixels 
located at the same coordinates in said plurality of 
background images each for said pixel; 

dividing said object image into a plurality of regions; 
calculating an absolute value of difference between a 

value of each pixel in each region of said object image 
and a mean value of corresponding pixels in a region of 
said background image corresponding to said region; 

calculating a mean value of said absolute value of differ­
ence for each said region; 

calculating a mean value of said standard deviation for 
each said region; and 

extracting a region out of said plurality of regions as said 
object portion if a mean value of said absolute values 
of difference is greater than a predetermined number 
times the mean value of said standard deviation. 

23. A medium storing a program for causing a computer 
to extract an object portion by removing an undesired 
portion from an object image obtained by shooting an object 
of interest, on the basis of said object image and a plurality 
of background images obtained by shooting only a back-

calculating a mean value of said standard deviation for 
each said region; and 

40 ground of said object of interest a plurality of times, said 
program comprising the steps of: 

extracting a region out of said plurality of regions as said 
object portion if a mean value of said absolute value is 
greater than a predetermined number times the mean 
value of said standard deviation. 45 

20. A medium storing a program for causing a computer 
to extract an object portion by removing an undesired 
portion from an object image obtained by shooting an object 
of interest on the basis of said object image and a plurality 
of background images obtained by shooting a background of 50 

said object of interest a plurality of times, said program 
comprising the steps of: 

determining statistically a threshold value according to 
distribution of said plurality of background images; 

calculating an absolute value of difference between said 
object image and said background image; and 

extracting a portion of said object image as said object 
portion if said absolute value of difference is greater 
than said predetermined value. 

21. A medium storing a program for causing a computer 
to extract an object portion by removing an undesired 
portion from an object image obtained by shooting an object 
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calculating a mean value and standard deviation of pixels 
located at the same coordinates in said plurality of 
background images each for said pixel; 

dividing said object image into a plurality of regions; 
calculating a mean value of pixels in each region of said 

object image; 
calculating an absolute value of difference between a 

mean value of pixels in each region in said object image 
and a mean value of pixels in a region of said back­
ground image corresponding to said region; 

calculating a mean value of said absolute value of differ­
ence for each said region; 

calculating a mean value of said standard deviation for 
each said region; and 

extracting a region out of said plurality of regions as said 
object portion if a mean value of said absolute value of 
difference is greater than a predetermined number times 
the mean value of said standard deviation. 

24. A medium storing a program for causing a computer 
to extract an object portion by removing an undesired 
portion from an object image on the basis of a plurality of 
object images obtained by shooting an object of interest a 
plurality of times and a plurality of background images of interest, on the basis of said object image and a plurality 

of background images obtained by shooting only a back­
ground of said object of interest a plurality of times, said 
program comprising the steps of: 

65 obtained by shooting only a background of said object of 
interest a plurality of times, said program comprising the 
steps of: 
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calculating a mean value and standard deviation located at 
the same coordinates in said plurality of background 
images each for said pixel; 

calculating a mean value of pixels located at the same 
coordinates in said plurality of object images each for 
said pixel; 

dividing said object image into a plurality of regions; 
calculating an absolute value of difference between said 

mean value of each pixel in each region of said object 
image and said mean value of corresponding pixel in a 10 

region of said background image corresponding to said 
region; 

calculating a mean value of said absolute value of differ­
ence for each said region; 

calculating a mean value of said standard deviation for 15 

each said region; and 
extracting a region out of said plurality of regions as said 

object portion if a mean value of said absolute value of 
difference is greater than a predetermined number times 
the mean value of said standard deviation. 

25. An object extraction apparatus for extracting an object 
portion by removing an undesired portion from an object 
image obtained by shooting an object of interest, on the basis 

20 

of said object image and a plurality of background images 
obtained by shooting only a background of said object of 25 

interest a plurality of times, comprising: 
mean/standard deviation calculating means for calculat­

ing a mean value and standard deviation of pixels 
located at the same coordinates in said plurality of 
background images each for said pixel; 

region segmentation means for dividing said object image 
into a plurality of regions; 
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mean calculating means for calculating a mean value of 
pixels in each region of said object image and a mean 
value in each region of the mean value of pixels in the 35 

background image; 
difference means for calculating an absolute value of 

difference between a mean value of pixels within each 
region of said object image and a mean value in the 
region of pixels in a region of said background image 40 

corresponding to said region; 
mean standard deviation calculating means for calculating 

a mean value of said standard deviation for each said 
region; and 

extraction means for extracting a region out of said 45 

plurality of regions as the object region if an absolute 
value of difference is greater than a predetermined 
number times the mean value of said standard. 

26. An object extraction method of extracting an object 
portion by removing an undesired portion from an object 
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image obtained by shooting an object of interest, on the basis 
of said object image and a plurality of background images 
obtained by shooting only a background of said object of 
interest a plurality of times, comprising the steps of: 

calculating a mean value and standard deviation of pixels 
located at the same coordinates in said plurality of 
background images each for said pixel; 

dividing said object image into a plurality of regions; 
calculating a mean value of pixels in each region of said 

object image and a mean value in each region of the 
mean value of the pixels in the background image; 

calculating an absolute value of difference between a 
mean value of pixels within each region of said object 
image and a mean value in the region of pixels in a 
region of said background image corresponding to said 
region; 

calculating a mean value of said standard deviation for 
each said region; and 

extracting a region out of said plurality of regions as the 
object portion if an absolute value of difference is 
greater than a predetermined number times the mean 
value of said standard deviation. 

27. A medium storing a program for causing a computer 
to extract an object portion by removing an undesired 
portion from an object image obtained by shooting an object 
of interest, on the basis of said object image and a plurality 
of background images obtained by shooting only a back­
ground of said object of interest a plurality of times, com­
prising the steps of: 

calculating a mean value and standard deviation of pixels 
located at the same coordinate in said plurality of 
background images each for said pixel; dividing said 
object image into a plurality of regions; 

calculating a mean value of pixels in each region of said 
object image and a mean value in each region of the 
mean values of the pixels of the background image; 

calculating an absolute value of difference between a 
mean value of pixels within each region of said object 
image and a mean value in the region of pixels in a 
region of said background image corresponding to said 
region; 

calculating a mean value of said standard deviation for 
each said region; and 

extracting a region out of said plurality of regions as the 
object portion if an absolute value of difference is 
greater than a predetermined number times the mean 
value of said standard deviation. 

* * * * * 




