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3D IMAGE ACQUISITION APPARATUS AND
METHOD OF CALCULATING DEPTH
INFORMATION IN THE 3D IMAGE
ACQUISITION APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority from Korean Patent
Application No. 10-2011-0109431, filed on Oct. 25, 2011, in
the Korean Intellectual Property Office, the disclosures of
which are incorporated herein in their entirety by reference.

BACKGROUND

[0002] 1. Field

[0003] The present disclosure relates to 3-dimensional
(3D) image acquisition apparatuses and methods of calculat-
ing depth information in the 3D image acquisition appara-
tuses.

[0004] 2. Description of the Related Art

[0005] Recently, the importance of 3-dimensional (3D)
content is increasing with the development and the increase in
demand of 3D display devices for displaying images having
depth perception. Accordingly, there is research being con-
ducted into 3D image acquisition apparatuses, such as a 3D
camera by which a user personally creates 3D content. Such
a 3D camera acquires depth information in addition to exist-
ing 2D color image information in one capture.

[0006] Depth information regarding distances between sur-
faces of a subject and a 3D camera may be acquired using a
stereo vision method using two cameras or a triangulation
method using structured light and a camera. However, since
the accuracy of depth information in these methods rapidly
decreases as a distance to a subject increases and these meth-
ods depend on a surface state of the subject, it is difficult to
acquire accurate depth information.

[0007] To improve this problem, a Time-of-Flight (TOF)
method has been introduced. The TOF method is a method of
measuring a light beam’s flight time until the light reflected
from a subject is received by a light-receiving unit after an
illumination light is projected to the subject. According to the
TOF method, light of a predetermined wavelength (e.g., Near
Infrared (NIR) light of 850 nm) is irradiated to a subject by
using an illumination optical system including a Light-Emit-
ting Diode (LED) or a Laser Diode (LD). A light having the
same wavelength is reflected from the subject and is received
by a light-receiving unit. Thereafter, a series of processing
processes for calculating depth information are performed.
Various TOF technologies are introduced according to the
series of processing processes.

[0008] Inthe TOF method described above, depth informa-
tion is calculated by assuming an ideal environment without
noise. However, when a 3D camera is used, ambient light,
such as illumination in an indoor environment and sunlight in
an outdoor environment, always exists in the surroundings.
The ambient light is incident to the 3D camera and becomes
noise in a process of calculating depth information.

[0009] Accordingly, it is necessary to reduce ambient light
causing noise in the process of calculating depth information.

SUMMARY

[0010] Provided are a method of calculating depth infor-
mation by reducing captured ambient light and a 3D image
acquisition apparatus therefor.
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[0011] Additional aspects will be set forth in part in the
description which follows and, in part, will be apparent from
the description, or may be learned by practice of the exem-
plary embodiments.

[0012] According to an aspect of an exemplary embodi-
ment, a 3-dimensional (3D) image acquisition apparatus
includes: an optical modulator for modulating light reflected
from a subject by sequentially projected N (N is 3 or a larger
natural number) light beams; an image sensor for generating
N sub-images by capturing the light modulated by the optical
modulator; and a signal processor for calculating depth infor-
mation regarding a distance to the subject by using the N
sub-images.

[0013] The N light beams may be discontinuously pro-
jected.
[0014] The N projected light beams may be different from

each other and be emitted by one or more light sources.
[0015] The one or more light sources may sequentially
project the N light beams with a predetermined time interval.
[0016] An operating time of the optical modulator may be
synchronized with a projecting time of each of the N light
beams.

[0017] The operating time of the optical modulator may be
shorter than the projecting time.

[0018] An exposure time of the image sensor may be syn-
chronized with the operating time of the optical modulator.
[0019] The image sensor may be exposed during the light-
projecting time to capture the modulated light and may form
the N sub-images during at least a portion of a remaining time
of the light-projecting time.

[0020] All pixels of the image sensor may be exposed to the
modulated light during the light-projecting time.

[0021] TheN light beams may be periodic waves having the
same period and at least one selected from the group consist-
ing of a different intensity and a different phase.

[0022] The optical modulator may modulate the reflected
light with the same modulation signal.

[0023] The N light beams may be the same periodic waves.
[0024] The optical modulator may modulate the reflected
light with different modulation signals.

[0025] A phase difference between any two light beams
projected at adjacent times from among the N light beams
may be a value obtained by equally dividing 360° by N.
[0026] The reflected light may include N reflection light
beams obtained by reflecting the N light beams from the
subject.

[0027] The N sub-images generated by the image sensor
may sequentially one-to-one match the N reflection light
beams.

[0028] Ifthe N sub-images do not one-to-one match the N
reflection light beams, the signal processor may convert the N
sub-images on a line by line basis and sequentially one-to-one
match the N line-based sub-images with the N reflection light
beams.

[0029] The signal processor may generate a first average
image by averaging the N sub-images multiplied by first
weighting factors, generate a second average image by aver-
aging the N sub-images multiplied by second weighting fac-
tors, and calculate the depth information from the first aver-
age image and the second average image.

[0030] The depth information may be calculated from an
arctangent value of a ratio of the first average image to the
second average image.
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[0031] According to another aspect of an exemplary
embodiment, a method of calculating depth information
includes: modulating light reflected from a subject by sequen-
tially projecting N (N is 3 or a larger natural number) light
beams; generating N sub-images by capturing the light modu-
lated by the optical modulator; and calculating depth infor-
mation regarding a distance to the subject by using the N

sub-images.

[0032] The N light beams may be discontinuously pro-
jected.

[0033] The N projected light beams may be different from

each other and be emitted by one or more light sources.
[0034] The N light beams may be sequentially projected
with a predetermined time interval.

[0035] An operating time of an optical modulator for
modulating the light may be synchronized with a projecting
time of each of the N light beams.

[0036] The operating time of the optical modulator may be
shorter than the projecting time.

[0037] An exposure time of an image sensor for capturing
the light may be synchronized with the operating time of the
optical modulator.

[0038] Allpixels of the image sensor may be exposed to the
modulated light during the light-projecting time.

[0039] TheN light beams may be periodic waves having the
same period and at least one selected from the group consist-
ing of a different intensity and a different phase, and the
reflected light may be modulated with the same modulation
signal.

[0040] The N light beams may be the same periodic waves,
and the reflected light may be modulated with different modu-
lation signals.

[0041] A phase difference between any two light beams
projected at adjacent times from among the N light beams
may be a value obtained by equally dividing 360° by N.
[0042] The generated N sub-images may sequentially one-
to-one match the N reflection light beams.

[0043] The method may further include, if the N sub-im-
ages do not one-to-one match the N reflection light beams,
converting the N sub-images on a line by line basis and
sequentially one-to-one matching the N line-based sub-im-
ages with the N reflection light beams.

[0044] A first average image may be generated by averag-
ing the N sub-images multiplied by first weighting factors, a
second average image may be generated by averaging the N
sub-images multiplied by second weighting factors, and the
depth information may be calculated from the first average
image and the second average image.

[0045] The depth information may be calculated from an
arctangent value of a ratio of the first average image to the
second average image.

BRIEF DESCRIPTION OF THE DRAWINGS

[0046] These and/or other aspects will become apparent
and more readily appreciated from the following description
of the embodiments, taken in conjunction with the accompa-
nying drawings in which:

[0047] FIG. 1 is a schematic diagram of a 3-dimensional
(3D) image acquisition apparatus according to an exemplary
embodiment;

[0048] FIGS. 2A to 2C illustrate a process of generating N
different sub-images by modulating N different reflection
light beams, according to an exemplary embodiment;
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[0049] FIGS. 3A to 3C illustrate a process of generating N
different sub-images with one projection light beam and N
different optical modulation signals, according to an exem-
plary embodiment;

[0050] FIGS. 4A and 4B are time graphs when a 3D image
is captured when a duty rate of projection light is 100% and a
case where a duty rate of projection light is 20%, respectively,
according to an exemplary embodiment;

[0051] FIG. 5is a time graph of when an image is captured
by synchronizing a light source, an optical modulator, and an
image pickup device with each other, according to an exem-
plary embodiment;

[0052] FIG. 6 is a time graph when an image is captured
when not all pixels of an image pickup device are exposed
during a single operating time of an optical modulator;
[0053] FIG. 7 is a schematic diagram for describing a pro-
cess of calculating depth information from N different
images, according to an exemplary embodiment;

[0054] FIG. 8isatableillustrating weighting factors A, and
B,, according to an exemplary embodiment; and

[0055] FIG. 9 is a flowchart illustrating a method of calcu-
lating depth information, according to an exemplary embodi-
ment.

DETAILED DESCRIPTION

[0056] Reference will now be made in detail to exemplary
embodiments, examples of which are illustrated in the
accompanying drawings. In the drawings, the widths and
thicknesses of layers and regions are exaggerated for the
clarity of the specification. In the description, like reference
numerals refer to like elements throughout. Expressions such
as “at least one of,” when preceding a list of elements, modify
the entire list of elements and do not modify the individual
elements of the list.

[0057] FIG. 1 is a schematic diagram of a 3-dimensional
(3D) image acquisition apparatus 100 according to an exem-
plary embodiment. Referring to FIG. 1, the 3D image acqui-
sition apparatus 100 may include a light source 101 for gen-
erating light having a predetermined wavelength, an optical
modulator 103 for modulating light reflected from a subject
200, an image pickup device 105 (e.g., an image sensor) for
generating a sub-image from the modulated light, a signal
processor 106 for calculating depth information based on a
sub-image formed by the image pickup device 105 and gen-
erating an image including the depth information, and a con-
troller 107 for controlling operations of the light source 101,
the optical modulator 103, the image pickup device 105, and
the signal processor 106.

[0058] In addition, the 3D image acquisition apparatus 100
may further include, in front of a light-incident face of the
optical modulator 103, a filter 108 for transmitting only light
having a predetermined wavelength from among the light
reflected from the subject 200 and a first lens 109 for concen-
trating the reflected light within an area of the optical modu-
lator 103, and a second lens 110 for concentrating the modu-
lated light within an area of the image pickup device 105
between the optical modulator 103 and the image pickup
device 105.

[0059] The light source 101 may be for example a Light-
Emitting Diode (LED) or a Laser Diode (LD) capable of
emitting light having a Near Infrared (NIR) wavelength of
about 850 nm that is invisible to human eyes for safety.
However, the light source 101 is not limited to a wavelength
band or type.
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[0060] Light projected from the light source 101 to the
subject 200 may have a form of a periodic continuous func-
tion having a predetermined period. For example, the pro-
jected light may have a specifically defined waveform such as
a sine wave, a ramp wave, or a square wave, or an undefined
general waveform. In addition, the light source 101 may
intensively project light to the subject 200 for only a prede-
termined time in a periodic manner under control of the
controller 107. A time that light is projected to the subject 200
is called a light-projecting time.

[0061] The optical modulator 103 modulates light reflected
from the subject 200 under control of the controller 107. For
example, the optical modulator 103 may modulate the inten-
sity of the reflected light by changing a gain in response to an
optical modulation signal having a predetermined wave-
length. To do this, the optical modulator 103 may have a
variable gain.

[0062] The optical modulator 103 may operate at a high
modulation frequency of tens to hundreds of MHz to identify
a phase difference or a traveling time of light according to a
distance. The optical modulator 103 satisfying this condition
may be at least one of a sub-image intensifier including a
Multi-Channel Plate (MCP), a solid optical modulator of the
GaAs series, or a thin-type optical modulator using an elec-
tro-optic material. Although the optical modulator 103 is a
transmission-type optical modulator in FIG. 1, a reflection-
type optical modulator may also be used.

[0063] Like the light source 101, the optical modulator 103
may also operate for a predetermined time to modulate the
light reflected from the subject 200. A time that the optical
modulator 103 operates to modulate light is called an operat-
ing time of the optical modulator 103. The light-projecting
time of the light source 101 may be synchronized with the
operating time of the optical modulator 103. Thus, the oper-
ating time of the optical modulator 103 may be the same as or
shorter than the light-projecting time of the light source 101.
[0064] Theimage pickup device 105 generates a sub-image
by detecting the reflected light modulated by the optical
modulator 103 under control of the controller 107. If only a
distance to any one point on the subject 200 is to be measured,
the image pickup device 105 may use a single optical sensor
such as, for example, a photodiode or an integrator. However,
if distances to a plurality of points on the subject 200 are to be
measured, the image pickup device 105 may have a plurality
of photodiodes or a 2D or 1D array of other optical detectors.
For example, the image pickup device 105 may include a
Charge-Coupled Device (CCD) image sensor or a Compli-
mentary Metal-Oxide Semiconductor (CMOS) image sensor.
The image pickup device 105 may generate a single sub-
image per reflected light beam.

[0065] The signal processor 106 calculates depth informa-
tion based on a sub-image formed by the image pickup device
105 and generates a 3D image including the depth informa-
tion. The signal processor 106 may be implemented by, for
example, an exclusive Integrated Circuit (IC) or software
installed in the 3D image acquisition apparatus 100. When the
signal processor 106 is implemented by software, the signal
processor 106 may be stored in a separate portable storage
medium.

[0066] Hereinafter, an operation of the 3D image acquisi-
tion apparatus 100 having the above-described structure is
described.

[0067] The light source 101 sequentially and intensively
projects N different light beams having a predetermined
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period and waveform to the subject 200 under control of the
controller 107, wherein N may be 3 or a larger natural num-
ber. The light source 101 may sequentially project the N
different light beams continuously or within a predetermined
time interval.

[0068] For example, when 4 different projection light
beams are used, the light source 101 may generate and project
a first projection light beam to the subject 200 for a time T1,
a second projection light beam to the subject 200 for a time
T2, a third projection light beam to the subject 200 for a time
T3, and a fourth projection light beam to the subject 200 for a
time T4. These first to fourth projection light beams sequen-
tially projected to the subject 200 may have a form of a
continuous function having a predetermined period, such as a
sine wave. For example, the first to fourth projection light
beams may be periodic waves having the same period and
waveform and different intensities or phases.

[0069] When the N different light beams are projected, a
phase difference between any two of the light beams pro-
jected at the same time may be 360°/N, and the period of each
projected light beam may be shorter than the operating time of
the light source 101. All of the N different light beams may be
sequentially projected to the subject 200 within the operating
time of the light source 101.

[0070] Alight beam projected to the subject 200 is reflected
on the surface of the subject 200 and incident to the first lens
109. In general, the subject 200 has a plurality of surfaces
having different distances, i.e., depths, from the 3D image
acquisition apparatus 100. FIG. 1 illustrates the subject 200
having 5 surfaces P1 to P5 having different depths for sim-
plification of description. When the projected light beam is
reflected from the 5 surfaces P1 to P5 having different depths,
5 differently time-delayed (i.e., different phases) reflection
light beams are generated.

[0071] For example, 5 first reflection light beams having
different phases are generated when a first projection light
beam is reflected from the 5 surfaces P1 to P5 of the subject
200, and 5 second reflection light beams having different
phases are generated when a second projection light beam is
reflected from the 5 surfaces P1 to P5 of the subject 200.
Likewise, SxN reflection light beams having different phases
are generated when an Nth projection light beam is reflected
from the 5 surfaces P1 to P5 of the subject 200. A reflection
light beam reflected from the surface P1 that is farthest from
the 3D image acquisition apparatus 100 may arrive at the first
lens 109 with a phase delay of @, and a reflection light beam
reflected from the surface P5 that is nearest from the 3D
image acquisition apparatus 100 may arrive at the first lens
109 with a phase delay of @, that is less than @, .

[0072] The first lens 109 focuses the reflection light within
an area of the optical modulator 103. The filter 108 for trans-
mitting only light having a predetermined wavelength may be
disposed between the first lens 109 and the optical modulator
103 to remove ambient light, such as background light, except
for the predetermined wavelength. For example, when the
light source 101 emits light having an NIR wavelength of
about 850 nm, the filter 108 may be an NIR band pass filter for
transmitting an NIR wavelength band of about 850 nm. Thus,
although light incident to the optical modulator 103 may be
mostly light emitted from the light source 101 and reflected
from the subject 200, ambient light is also included therein.
Although FIG. 1 shows that the filter 108 is disposed between
the first lens 109 and the optical modulator 103, positions of
the first lens 109 and the filter 108 may be exchanged. For
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example, NIR light first passing through the filter 108 may be
focused on the optical modulator 103 by the first lens 109.
[0073] The optical modulator 103 modulates the reflection
light into an optical modulation signal having a predeter-
mined wavelength. For convenience of description, it is
assumed that the 5 surfaces P1 to P5 of the subject 200
correspond to pixels divided in 5 areas of the image pickup
device 105. A period of a gain wavelength of the optical
modulator 103 may be the same as a period of a projection
light wavelength. In FIG. 1, the optical modulator 103 may
modulate the 5 first reflection light beams reflected from the
5 surfaces P1 to P5 of the subject 200 and provide the modu-
lated light beams to the image pickup device 105 and, in
succession, may sequentially modulate the 5 second reflec-
tion light beams into the 5xN reflection light beams and
provide the modulated light beams to the image pickup device
105. The intensity of the reflection light may be modulated by
an amount obtained by multiplying it by an optical modula-
tion signal when the reflection light passes through the optical
modulator 103. A period of the optical modulation signal may
be the same as that of the projection light.

[0074] The intensity-modulated light output from the opti-
cal modulator 103 is multiplication-adjusted and refocused
by the second lens 110 and arrives at the image pickup device
105. Thus, the modulated light is concentrated within the area
of the image pickup device 105 by the second lens 110. The
image pickup device 105 may generate sub-images by receiv-
ing the modulated light for a predetermined time through
synchronization with the light source 101 and the optical
modulator 103. A time that the image pickup device 105 is
exposed to receive the modulated light is an exposure time of
the image pickup device 105.

[0075] A method of generating N sub-images from N
reflection light beams will now be described.

[0076] FIGS. 2A to 2D illustrate a process of generating N
different sub-images by modulating N different reflection
light beams, according to an exemplary embodiment.

[0077] As shown in FIG. 2A, the image pickup device 105
generates a first sub-image by receiving, for a predetermined
exposure time, 5 first reflection light beams modulated after
being reflected from the 5 surfaces P1 to P5 ofthe subject 200.
Thereafter, as shown in FIG. 2B, the image pickup device 105
generates a second sub-image by receiving, for the predeter-
mined exposure time, 5 second reflection light beams modu-
lated after being reflected from the 5 surfaces P1 to P5 of the
subject 200. After repeating these procedures, as shown in
FIG. 2C, the image pickup device 105 finally generates an
Nth sub-image by receiving, for the predetermined exposure
time, 5xN reflection light beams modulated after being
reflected from the 5 surfaces P1 to P5 of the subject 200. In
this manner, the N different sub-images may be sequentially
obtained as shown in FIG. 2D.

[0078] The first to Nth sub-images may be sub-frame
images for generating a single frame of an image. For
example, assuming that a period of a single frame is Td, an
exposure time of the image pickup device 105 to obtain each
of the first to Nth sub-images may be about Td/N.

[0079] InFIGS. 2A to 2D, a case of generating N different
sub-images by using N different projection light beams and N
different reflection light beams has been described. However,
it is also possible that the same reflection light beam is used
for all sub-images and the optical modulator 103 modulates a
reflection light beam for each of the sub-images with a dif-
ferent gain waveform.
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[0080] FIGS. 3A to 3D illustrate a process of generating N
different sub-images with one same projection light beam and
N different optical modulation signals, according to an exem-
plary embodiment. Referring to FIG. 3, reflection light beams
generated by reflecting the projection light beam from the
subject 200 have the same waveform and phase for all sub-
images. As described above, reflection light beams for each
sub-image have different phase delays ®,, to @5 according
to the surfaces P1 to P5 of the subject 200. As shown in FIGS.
3A to 3C, the optical modulator 103 modulates 5 first reflec-
tion light beams by using a first optical modulation signal,
modulates 5 second reflection light beams by using a second
optical modulation signal different from the first optical
modulation signal, and modulates SxN reflection light beams
by using an Nth optical modulation signal different from any
other optical modulation signal. Here, the first to Nth optical
modulation signals may have waveforms totally different
from each other or have the same period and waveform except
for their phases. Accordingly, as shown in FIG. 3D, the image
pickup device 105 may obtain N first to Nth sub-images that
are different from each other.

[0081] Hereinafter, a method of generating sub-images by
using signal waveforms is described.

[0082] For convenience of description, an embodiment in
which the light source 101 projects N different projection
light beams to the subject 200 and the optical modulator 103
uses a single same optical modulation signal is described as
an example. However, the theoretical description below may
be equally applied to a case where one same projection light
beam and N different optical modulation signals are used. In
addition, since a method of calculating depth information is
equally applied to each pixel even for a case where a sub-
image formed by the image pickup device 105 is a 2D array
sub-image, only a method applied to a single pixel is
described. However, when depth information is calculated
from a plurality of pixels in a 2D array sub-image at the same
time, a computation amount may be reduced by omitting a
portion to be repetitively processed by efficiently processing
data management and memory allocation.

[0083] First,a waveform P, of general projection light hav-
ing a period T, may be expressed by Equations 1-1 and 1-2.

P9 (1) = a¥sin(wr — 6)) + Py (1-1)

m _ 1-2
PO = Z (@ sin(kwn) + B costkwn)} + Paye (1-2)
=1

[0084] Here, s denotes an identifier for identifying first to
Nth projection light beams that are different from each other.
For example, when N projection light beams are used, s=1, 2,
..., N. In addition, o denotes an angular frequency of a
waveform of each projection light beam, wherein w=2m/Te.
An angular frequency may be in the range of 10 MHz-30
MHz used when capturing depth images ranging from 0-15
m. In addition, a® denotes the intensity of a projection light
beam (s), and 6* denotes a phase of the projection light beam
(s). In addition, P,,, denotes a Direct Current (DC) offset
value that may exist in each projection light beam.

[0085] A waveform P, of reflection light that returns to the
3D image acquisition apparatus 100 with a phase difference
@, after the projection light is reflected from the subject
200 may be expressed by Equations 2-1 to 2-3.
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PR = rlasin(wr = 0 = §70r) + Pavel + Pa @D
POW = r ZW: aPsin(ke(r - tror)) + o
Bcostke(r - tror))

k=1
< aflsin(kor — ko) + ) _
7| E + Pgye
b,(f)cos(kwt — kéror)

k=1

(2-2 and 2-3)

+FPg =

+ Py

[0086] Here, rdenotes a reflection degree of each surface of
the subject 200, and denotes an ambient light component
incident to the 3D image acquisition apparatus 100 regardless
of the projection light.

[0087] Inaddition, a waveform G of the optical modulation
signal of the optical modulator 103 may be expressed by
Equations 3-1 and 3-2. In Equation 3, a coefficient ‘c’ denotes
the amount or gain of the optical modulation signal and may
beinrange of 0-1, and is usually 0.5. G, denotes a DC offset
value that may exist in the optical modulation signal. Here, it
is assumed that the optical modulator 103 is controlled so that
an angular frequency of the optical modulation signal is the
same angular frequency o as that of the projection light.

G(1) = csin(wt) + Gy, 3-1)

S (3-2)

G() = Z {cg sin(kwr) + dycos(kwn)} + Gaye
k=1

[0088] A waveform of light arriving at the image pickup
device 105 after passing through the optical modulator 103
may be a result obtained by multiplying the reflection light
expressed by Equation 2 by the optical modulation signal.
Thus, an instantaneous waveform I, of the light arriving at
the image pickup device 105 may be expressed by Equation 4.

Lyl (O=P,O(D<G(0) Q)

[0089] The image pickup device 105 may generate a sub-
image by receiving incident light for a predetermined expo-
sure time T. Thus, the sub-image generated by the image
pickup device 105 is obtained by integrating the instanta-
neous waveform expressed by Equation 4 for the exposure
time T. Here, the exposure time T may be the same as a period
of'a sub-frame. For example, when capturing is performed at
a speed of 30 frames per second and each frame has N sub-
frames, the exposure time T may be about 0.033/N seconds.
Although a predetermined conversion ratio may exist
between the intensity of the light arriving at the image pickup
device 105 and a sub-image formed by the image pickup
device 105 according to the sensitivity of the image pickup
device 105, the predetermined conversion ratio may be sim-
plified for convenience of description to define a sub-image
I of the image pickup device 105 by Equation 5.

2 (T 5
1= 7 f 1) (Odr ©)
0

[0090] As expressed by Equation 5, the formed sub-image
I includes an ambient light component. The ambient light,
such as sunlight or illumination light, has a basic character-
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istic that it always exists with a uniform amount. On the
contrary, the waveform of the projection light may be
adjusted as desired. Accordingly, the light source 101 is syn-
chronized with the optical modulator 103 so that the projec-
tion light is intensively projected for a predetermined time
and the optical modulator 103 operates for the predetermined
time to modulate reflected light. In addition, the optical
modulator 103 may not operate for a time interval for which
the projection light is not projected to maintain a minimum
transmittance, thereby preventing the ambient light from
being received. By doing this, the ambient light component of
Equation 5 may be reduced. Here, a ratio of a projecting time
of the projection light to a non-projecting time of the projec-
tion light is called a duty rate. When a duty rate is less than
100%, light is discontinuously projected.

[0091] FIG. 4A is atime graph when a 3D image is captured
when a duty rate of projection light is 100%, and FIG. 4B isa
time graph when a 3D image is captured when a duty rate of
projection light is 20%. In FIGS. 4A and 4B, the light source
101, the optical modulator 103, and the image pickup device
105 operate. It is assumed that light output from the light
source 101 is infrared light and that the light source 101 of
FIG. 4B intensively projects light to the subject 200 by
increasing instantaneous power only for a predetermined
time so that the same light intensity is incident to the optical
modulator 103. In FIGS. 4A and 4B, the intensity of ambient
light and the intensity of the infrared light are only examples
and are not limited thereto. For example, the intensity of the
infrared light with a duty rate of 100% may be greater than the
intensity of ambient light. For example, the intensity of the
infrared light may be greater than the intensity of ambient
light in an indoor, cloudy, or dark environment, and the inten-
sity of ambient light may be greater than the intensity of the
infrared light in a seaside or sunny environment.

[0092] In FIG. 4A, the optical modulator 103 is synchro-
nized with a light-projecting time of the light source 101 and
modulates light reflected from the subject 200. Then, the
image pickup device 105 generates a sub-image by using the
modulated light. Here, since the light incident to the optical
modulator 103 also includes ambient light in addition to the
light projected from the light source 101 and reflected from
the subject 200, the optical modulator 103 may modulate the
light including the ambient light, and the sub-image gener-
ated by the image pickup device 105 may also include an
ambient light component.

[0093] The light source 101 of FIG. 4B intensively projects
light to the subject 200 by increasing instantaneous power
only for a predetermined time. In addition, an operating time
of the optical modulator 103 is synchronized with a light-
projecting time of the light source 101 and modulates light
reflected from the subject 200. Furthermore, the optical
modulator 103 may not operate for a time for which the light
is not projected to maintain a minimum transmittance,
thereby preventing the ambient light from being received. As
a result, in a sub-image captured by the image pickup device
105, an ambient light component may be reduced and a pro-
jection light component of the light source 101 may be main-
tained. For example, the optical modulator may block the
ambient light when the light source is in OFF state (“external
shutter”). Also, the optical modulator works as a “global
shutter”, which may turn on-and-off every pixel in an image
plane at the same time. The global shuttering and external
shuttering features enable the camera to prevent the ambient
light from being received. Accordingly, when a duty rate of
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projection light is reduced from 100% to 20%, the ambient
light component may also be reduced by 5, and a Signal-to-
Noise (S/N) ratio due to the ambient light component may
increase by 5 times the S/N ratio of a duty rate of 100%.
[0094] Asdescribed above, to reduce an ambient light com-
ponent, the light source 101 is supposed to project light at a
duty rate less than 100%. In addition, the operating time of the
optical modulator 103 is supposed to be synchronized with
the light-projecting time of the light source 101 and simulta-
neously operate at a high modulation frequency of tens to
hundreds of MHz. The optical modulator 103 satisfying this
condition may be, for example, a sub-image intensifier
including an MCP, a solid optical modulator of the GaAs
series, or a thin-type optical modulator using an electro-optic
material.

[0095] The image pickup device 105 may operate as a
global shutter or a rolling shutter. The operating principle of
a global shutter is that all pixels are exposed at the same time
when a single sub-image is generated. Thus, there is no expo-
sure time difference between the pixels. However, the oper-
ating principle of a rolling shutter is that each pixel is sequen-
tially exposed when a single sub-image is generated. Thus,
there is an exposure time difference between every two pixels.
[0096] An exposure time of the image pickup device 105
may also be synchronized with the light-projecting time of
the light source 101 and the operating time of the optical
modulator 103. When the image pickup device 105 operates
as a global shutter, the controller 107 synchronizes the expo-
sure time of the image pickup device 105 with the operating
time of the optical modulator 103. Even when the image
pickup device 105 operates as a rolling shutter, if an exposure
time of all pixels of the image pickup device 105 is equal to or
longer than the operating time of the optical modulator 103,
the controller 107 may synchronize the exposure time of the
image pickup device 105 with the operating time of the opti-
cal modulator 103.

[0097] FIG.5 is atime graph when an image is captured by
synchronizing the light source 101, the optical modulator
103, and the image pickup device 105 with each other,
according to an exemplary embodiment. For convenience of
description, FIG. 5 illustrates a method of capturing an image
with 4 projection light beams having different phase differ-
ences.

[0098] As shown in FIG. 5, when the image pickup device
105 operates as a rolling shutter, an exposure time and a
sub-image forming time of the image pickup device 105 vary
on a line by line basis. That is, the image pickup device 105
captures and forms a sub-image with a time delay on a line by
line basis.

[0099] In FIG. 5, the light-projecting time of the light
source 101, the operating time of the optical modulator 103,
and the exposure time of the image pickup device 105 are
synchronized with each other, and all pixels of the image
pickup device 105 may be exposed during the exposure time
of the image pickup device 105. In this case, N sub-images
formed by the image pickup device 105 may sequentially
one-to-one match N reflection light beams.

[0100] When a single operating time of the optical modu-
lator 103 is shorter than the exposure time of all pixels in the
image pickup device 105, not all pixels of the image pickup
device 105 may be exposed during the single operating time
of the optical modulator 103.

[0101] FIG. 6 is a time graph when an image is captured
when not all pixels of the image pickup device 105 are
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exposed during the single operating time of the optical modu-
lator 103. For convenience of description, FIG. 6 illustrates a
method of capturing an image with 4 projection light beams
having different phase differences.

[0102] Asshown in FIG. 6, a partial pixel area of the image
pickup device 105 may be exposed during the single operat-
ing time of the optical modulator 103. Accordingly, N reflec-
tion light beams may not sequentially one-to-one match line
sub-images formed by the image pickup device 105. In this
case, the signal processor 106 converts line sub-images [,", 1,',
1;',and 1’ formed by the image pickup device 105 on a line by
line basis into line sub-images I,, I,, I, and 1, one-to-one
matching N reflection light beams 0°, 90°, 180°, and 270°.
[0103] To do this, the signal processor 106 may apply a
conversion matrix as expressed by Equation 6 to line sub-
images formed on a line by line basis by the image pickup
device 105. In Equation 6, a 4x4 conversion matrix for con-
verting 4 line sub-images 1,', I,', 15!, and ' corresponding to
4 reflection light beams is shown. Of course, an NxN conver-
sion matrix may be applied to N line sub-images.

I An A Az Aul n I ©
I | Au An Ax Axn 4 A 4

I T As An Az Awm I T ek I

14 Jje A An A Aa g, A line k A line k

[0104] Here, k denotes a line of the image pickup device
105, and A, denotes a conversion value previously defined
and stored based on an exposure time of the image pickup
device 105 and an image-forming time of a sub-image.
[0105] For example, a conversion expression of a first line
in FIG. 6 is expressed by Equation 7.
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[0106] A conversion expression of the last line, i.e., 12387
line, is expressed by Equation 8.

I I4 ®
LS I
n I

Iy
b
I

o o O
o D = O
= = B =]
-0 O O

,
Iy line 1238

,
14 Ljine 1238 L line 1238

[0107] A sub-image I converted by the conversion matrix
may be applied to Equation 5.

[0108] After one-to-one matching N line sub-images with
N phase differences, the signal processor 106 generates N
sub-images by combining line-based line sub-images and
then calculates depth information from the N sub-images.
[0109] FIG. 7 is a schematic diagram for describing a pro-
cess of calculating depth information from N different
images, according to an exemplary embodiment. Referring to
FIG. 7, the signal processor 106 generates a first average
image V by multiplying N sub-images by weighting factors
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A, to A,, respectively, and averaging the weighted sub-im-
ages and generates a second average image U by multiplying
the N sub-images by different weighting factors B, to B,,
respectively, and averaging the weighted sub-images.

[0110] The weighting factors A to A, and B, to B, applied
to this embodiment may be previously defined and stored
based on the number N of sub-images. For example, weight-
ing factors A, and B, may be expressed by Equation 9.

A=sum[a® cos 6P-aP cos 00,;(0.7) is N1 G of
{1:N}]

By=sum[a® sin 0P-a" sin 69;(i 7) is 5, C>"F of

{1:N}] ®
[0111] In Equation 9, i and j denote any other numbers
different from k from among natural numbers 1 to N (i=k,
j=k), a® denotes the intensity of a projection light beam i, and
a phase 0 denotes a phase difference of the projection light
beam i.
[0112] The weighting factors A, and B, may be used to
calculate depth information in an operation of the 3D image
acquisition apparatus 100 by being digitized using the pre-
defined intensity a® and phase 68 of the projection light
beam i.
[0113] FIG. 8isatableillustrating the weighting factors A,
and B,, according to an exemplary embodiment.
[0114] Inthetable of FIG. 8, it is assumed that the intensity
of projection light is the same for any case and a phase is
defined by equally dividing 360° by N. for example, when
N=3, phases 6, 8®, and 6% are 0°, 120°, and 240°, respec-
tively.
[0115] When previously calculated weighting factors, as
shown in FIG. 8, are stored in a memory (not shown) of'the 3D
image acquisition apparatus 100, the signal processor 106
does not have to newly calculate weighting factors every time
depth information is calculated. That is, the signal processor
106 may read proper weighting factors from the memory
according to the number of captured sub-images and perform
a computation that multiplies the captured sub-images by the
read weighting factors. Thus, real-time calculation of depth
information is possible. In addition, since a memory usage
amount and a computation amount necessary to remove
irregular noise may be significantly reduced, the size and
manufacturing cost of the 3D image acquisition apparatus
100 may be reduced.
[0116] Although the table of FIG. 8 illustrates weighting
factors for one set of intensity and phase of projection light,
sets of weighting factors for various sets of intensities and
phases of projection light may be previously calculated for
actual use. Accordingly, when depth information is calcu-
lated, the signal processor 106 may read from the memory a
set of weighting factors corresponding to a set of intensity and
phase of used projection light and the number of captured
sub-images. Here, the memory may be included in the con-
troller 107 or the signal processor 106 or may be a separate
storage device.
[0117] The use of weighting factors as described above
may allow the signal processor 106 to calculate depth infor-
mation from which irregular noise is removed even using a
weighted-averaging method using only multiplication and
addition instead of using a complex averaging algorithm.
[0118] The signal processor 106 may calculate depth infor-
mation from an arctangent value (arctan—tan™") of a ratio V/U
of the first average image V to the second average image U.
The depth information is calculated by Equation 10.

Apr. 25,2013

CT, (10)
depth = Eﬁ’ﬁ%‘/FG)

[0119] In Equation 10, C denotes the speed of light and T,
denotes a period of a projection light waveform.

[0120] Although it has been described in FIG. 7 that the
signal processor 106 calculates depth information of a frame
of an image after receiving all of N sub-images and then
calculates depth information of a subsequent frame of an
image after receiving all of N new sub-images, the signal
processor 106 is not limited thereto. That is, the signal pro-
cessor 106 may update depth information for every sub-im-
age.

[0121] For example, a method of calculating depth infor-
mation from first to Nth sub-images is the same as the method
described with reference to FIG. 3. Thereafter, when an (N+1)
th sub-image is obtained, depth information may be newly
calculated in the above-described weighted-averaging
method using second to (N+1)th sub-images by removing the
first sub-image. Likewise, when an (N+2)th sub-image is
obtained, depth information may be newly calculated using
third to (N+2)th sub-images by removing the second sub-
image. In this way, new depth information may be calculated
for every sub-image while N sub-images are maintained in
the memory in a First-In First-Out (FIFO) method.

[0122] In addition, although a method of adding a new
sub-image one-by-one and simultaneously removing an
existing sub-image one-by-one has been described, a plural-
ity of new sub-images may be added at the same time as the
same number of existing sub-images are removed. For
example, the total number of sub-images may be maintained
as N by adding new sub-images less than N and removing the
same number of old sub-images.

[0123] Alternatively, to calculate the first average image V
and the second average image U, the signal processor 106
may calculate the first average image V and the second aver-
age image U by using recursive summation expressed by
Equation 11.

Va1 =VartAnd®
UN+1:UN+BNI(N) a1
[0124] Inthis case, when an Nth sub-image is captured, the

signal processor 106 updates a first average image V,,and a
second average image U, and removes a first average image
V., and a second average image U, , generated when an
(N-1)th sub-image is captured. As described above, if a first
average image and a second average image are generated in
the recursive summation method, all of N sub-images do not
have to be stored, so a memory space may be saved. This
memory space may be significant as a sub-image including
depth information has high resolution more than a million
pixels.

[0125] In this embodiment, a method of generating sub-
images in the image pickup device 105 in which pixels are
arranged in a 2D array form has been described. However, this
sub-image generating method may be applied regardless of
whether pixels are arranged in a 1D array form or a single
pixel exists.

[0126] FIG. 9 is a flowchart illustrating the method of cal-
culating depth information, which has been described above.
Referring to FIG. 9, in operation (S1), the light source 101
sequentially projects N different projection light beams to the
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subject 200 under control of the controller 107. Here, N may
be 3 or a larger natural number. The N different projection
light beams may have waveforms of which periods are the
same and intensities or phases are different from each other.
The N different projection light beams are reflected from
surfaces of the subject 200 and then are sequentially incident
to the optical modulator 103 as N different reflection light
beams. In operation (S2), an operating time of the optical
modulator 103 is synchronized with a light-projecting time of
the light source 101, and the optical modulator 103 modulates
the N different reflection light beams reflected from the sur-
faces of the subject 200 with an optical modulation signal
having a predetermined gain waveform. Here, the optical
modulation signal may be a periodic wave having the same
period as that of the projection light beams. As described
above, when light is projected only for a predetermined time
by synchronizing the light-projecting time of the light source
101 with the operating time of the optical modulator 103, and
when the projected light is modulated, ambient light in the
modulated light may be minimized.

[0127] Inoperation (S3), the image pickup device 105 gen-
erates N sub-images by sequentially capturing the N modu-
lated reflection light beams. An exposure time of the image
pickup device 150 may also be synchronized with the oper-
ating time of the optical modulator 103. The N generated
sub-images are delivered to the signal processor 106.

[0128] The N sub-images generated by the image pickup
device 150 may sequentially one-to-one match the N reflec-
tion light beams. However, when the N sub-images do not
sequentially one-to-one match the N reflection light beams,
the signal processor 106 may convert the N sub-images on a
line by line basis to one-to-one match the N line-based sub-
images with the N reflection light beams.

[0129] In operation (S4), the signal processor 106 reads
predetermined previously calculated weighting factors A,
and B, from the memory. As described above, the weighting
factors A, and B, may be defined based on the number N of
used projection light beams, intensities of the projection light
beams, and phases of the projection light beams. Various
weighting factors A, and B, are previously calculated and
stored in the memory according to various sets of the number
N of projection light beams, intensities of the projection light
beams, and phases of the projection light beams. The signal
processor 106 may read weighting factors corresponding to
the number N of actually used projection light beams, inten-
sities of the projection light beams, and phases of the projec-
tion light beams from among the various weighting factors A,
and B, stored in the memory.

[0130] Inoperation (S5), the signal processor 106 obtains a
first average image V by multiplying the N sub-images one-
to-one matching the N reflection light beams by first weight-
ing factors A, and averaging the multiplication results. Like-
wise, in operation (S6), the signal processor 106 obtains a
second average image U by multiplying the N sub-images by
second weighting factors B, and averaging the multiplication
results. In operation (S7), the signal processor 106 calculates
depth information, which is a distance from the 3D image
acquisition apparatus 100 to the subject 200, from an arctan-
gent value of a ratio (V/U) of the first average image V to the
second average image U. According to the current embodi-
ment, even if the number N of sub-images increases, since
only multiplication and addition operations to obtain the first
average image V and the second average image U increase
proportionally, an increase in a computation amount is very
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small. Thus, very accurate depth information from which
irregular noise is removed may be obtained with only a rela-
tively small computation amount.

[0131] Although the embodiment using N different projec-
tion light beams has been described in FIG. 9, as described
above, N different optical modulation signals may be used
instead of using N different projection light beams. For
example, the N different optical modulation signals may be
periodic waves having the same period and waveform and
different intensities or phases. Even in this case, N different
sub-images may be obtained by the image pickup device 105,
and the succeeding process that calculates depth information
may be equally applied. However, first and second weighting
factors may be defined according to the intensities and phases
of'the N different optical modulation signals.

[0132] The signal processor 106 for calculating depth
information from which irregular noise is removed by per-
forming the above-described operations may be implemented
by an exclusive IC or software installed in a general computer
device, such as a Personal Computer (PC), as described
above. When the signal processor 106 is implemented by
software, the signal processor 106 may be stored in a separate
portable storage medium in a computer-executable format.
[0133] Exemplary embodiments of a 3D image acquisition
apparatus and a method of calculating depth information in
the 3D image acquisition apparatus have been described and
shown in the accompanying drawings. However, it should be
understood that the exemplary embodiments described
therein should be considered in a descriptive sense only and
not for purposes of limitation. Descriptions of features or
aspects within each exemplary embodiment should typically
be considered as available for other similar features or aspects
in other exemplary embodiments.

What is claimed is:

1. A 3-dimensional (3D) image acquisition apparatus com-
prising:

an optical modulator which modulates light reflected from

a subject by sequentially projected N light beams;

an image sensor which generates N sub-images by captur-

ing the light modulated by the optical modulator; and

a signal processor which calculates depth information cor-

responding to a distance to the subject by using the N
sub-images,

wherein N is a natural number that is greater than or equal

to 3.

2. The 3D image acquisition apparatus of claim 1, wherein
the N light beams are discontinuously projected.

3. The 3D image acquisition apparatus of claim 1, wherein
the N projected light beams are different from each other and
are emitted by one or more light sources.

4. The 3D image acquisition apparatus of claim 3, wherein
the one or more light sources sequentially project the N light
beams with a predetermined time interval.

5. The 3D image acquisition apparatus of claim 1, wherein
an operating time of the optical modulator is synchronized
with a projecting time of each light beam ofthe N light beams.

6. The 3D image acquisition apparatus of claim 5, wherein
the operating time of the optical modulator is shorter than the
projecting time.

7. The 3D image acquisition apparatus of claim 5, wherein
an exposure time of the image sensor is synchronized with the
operating time of the optical modulator.

8. The 3D image acquisition apparatus of claim 1, wherein
the image sensor is exposed during a projecting time of each
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light beam of the N light beams to capture the modulated light
and forms the N sub-images during at least a portion of a
remaining time of the projecting time of each light beam of
the N light beams.

9. The 3D image acquisition apparatus of claim 1, wherein
all pixels of the image sensor are exposed to the modulated
light during a projecting time of each light beam of'the N light
beams.

10. The 3D image acquisition apparatus of claim 1,
wherein the N light beams are periodic waves having a same
period and at least one light beam from among the N light
beams comprises a different intensity and a different phase
from the other N light beams.

11. The 3D image acquisition apparatus of claim 10,
wherein the optical modulator modulates the reflected light
with the same modulation signal.

12. The 3D image acquisition apparatus of claim 1,
wherein the N light beams have the same periodic waves.

13. The 3D image acquisition apparatus of claim 1,
wherein the optical modulator modulates the reflected light
with different modulation signals.

14. The 3D image acquisition apparatus of claim 1,
wherein a phase difference between any two light beams
projected at adjacent times from among the N light beams is
a value obtained by dividing 360° by N.

15. The 3D image acquisition apparatus of claim 1,
wherein the reflected light includes N reflection light beams
obtained by reflecting the N light beams from the subject.

16. The 3D image acquisition apparatus of claim 1,
wherein the N sub-images generated by the image sensor to
sequentially one-to-one match the N reflection light beams.

17. The 3D image acquisition apparatus of claim 1,
wherein, if the N sub-images do not one-to-one match the N
reflection light beams, the signal processor converts the N
sub-images on a line by line basis and sequentially one-to-one
matches the N line-based sub-images with the N reflection
light beams.

18. The 3D image acquisition apparatus of claim 1,
wherein the signal processor generates a first average image
by averaging the N sub-images multiplied by first weighting
factors, generates a second average image by averaging the N
sub-images multiplied by second weighting factors, and cal-
culates the depth information from the first average image and
the second average image.

19. The 3D image acquisition apparatus of claim 18,
wherein the depth information is calculated from an arctan-
gent value of a ratio of the first average image to the second
average image.

20. A method of calculating depth information, the method
comprising:

modulating light reflected from a subject by sequentially

projecting N light beams;

generating N sub-images by capturing the modulated light;

and

calculating depth information regarding a distance to the

subject by using the N sub-images,

wherein N is a natural number that is greater than or equal

to 3.

21. The method of claim 20, wherein the N light beams are
discontinuously projected.

22. The method of claim 20, wherein the N projected light
beams are different from each other and are emitted by one or
more light sources.

Apr. 25,2013

23. The method of claim 22, wherein the N light beams are
sequentially projected with a predetermined time interval.
24. The method of claim 20, wherein an operating time of
an optical modulator for modulating the light is synchronized
with a projecting time of each light beam ofthe N light beams.
25. The method of claim 24, wherein the operating time of
the optical modulator is shorter than the projecting time.
26. The method of claim 24, wherein an exposure time of
animage sensor which captures the light is synchronized with
the operating time of the optical modulator.
27. The method of claim 26, wherein all pixels of the image
sensor are exposed to the modulated light during the project-
ing time of each light beam of the N light beams.
28. The method of claim 20, wherein the N light beams are
periodic waves having a same period and at least one light
beam from among the N light beams comprises a different
intensity and a different phase from the other N light beams,
and the reflected light is modulated with the same modulation
signal.
29. The method of claim 20, wherein the N light beams
have the same periodic waves, and the reflected light is modu-
lated with different modulation signals.
30. The method of claim 20, wherein a phase difference
between any two light beams projected at adjacent times from
among the N light beams is a value obtained by dividing 360°
by N.
31. The method of claim 20, wherein the generated N
sub-images sequentially one-to-one match the N reflection
light beams.
32. The method of claim 20, further comprising, if the N
sub-images do not one-to-one match the N reflection light
beams, converting the N sub-images on a line by line basis
and sequentially one-to-one matching the N line-based sub-
images with the N reflection light beams.
33. The method of claim 20, wherein a first average image
is generated by averaging the N sub-images multiplied by first
weighting factors, a second average image is generated by
averaging the N sub-images multiplied by second weighting
factors, and the depth information is calculated from the first
average image and the second average image.
34. The method of claim 33, wherein the depth information
is calculated from an arctangent value of a ratio of the first
average image to the second average image.
35. A 3-dimensional (3D) image acquisition apparatus
comprising:
an optical modulator which modulates light reflected from
a subject by discontinuously projected N light beams;

a controller which controls the optical modulator to syn-
chronize the optical modulator with a projecting time of
each light beam of the N light beams.

36. The 3D image acquisition apparatus of claim 35, fur-
ther comprising:

a light source which generates the sequentially projected N

light beams.

37. The 3D image acquisition apparatus of claim 35,
wherein N is a natural number that is greater than or equal to
3.

38. The 3D image acquisition apparatus of claim 35, fur-
ther comprising:

an image sensor which generates N sub-images by captur-

ing the light modulated by the optical modulator,
wherein an exposure time of the image sensor is synchro-
nized with the operating time of the optical modulator.
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39. The 3D image acquisition apparatus of claim 38, fur-
ther comprising:

a signal processor which calculates depth information cor-

responding to a distance to the subject by using the N
sub-images.
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