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1
METHOD AND SYSTEM FOR
DETERMINING COMPATIBILITY OF
COMPUTER SYSTEMS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 14/341,471 filed on Jul. 25, 2014, which is a
continuation of U.S. patent application Ser. No. 11/738,936
filed on Apr. 23, 2007, which is a continuation-in-part of
U.S. patent application Ser. No. 11/535,355 and also a
continuation-in-part of U.S. patent application Ser. No.
11/535,308 both filed on Sep. 26, 2006, both of which claim
priority from U.S. Provisional Patent Application No.
60/745,322 filed Apr. 21, 2006, all incorporated herein by
reference.

TECHNICAL FIELD

The present invention relates to information technology
infrastructures and has particular utility in determining com-
patibility of computer systems in such infrastructures.

BACKGROUND

As organizations have become more reliant on computers
for performing day to day activities, so to has the reliance on
networks and information technology (IT) infrastructures
increased. It is well known that large organizations having
offices and other facilities in different geographical locations
utilize centralized computing systems connected locally
over local area networks (LLAN) and across the geographical
areas through wide-area networks (WAN).

As these organizations grow, the amount of data to be
processed and handled by the centralized computing centers
also grows. As a result, the IT infrastructures used by many
organizations have moved away from reliance on centralized
computing power and towards more robust and efficient
distributed systems. Distributed systems are decentralized
computing systems that use more than one computer oper-
ating in parallel to handle large amounts of data. Concepts
surrounding distributed systems are well known in the art
and a complete discussion can be found in, e.g., “Distributed
Systems: Principles and Paradigms”; Tanenbaum Andrew
S.; Prentice Hall; Amsterdam, Netherlands; 2002.

While the benefits of a distributed approach are numerous
and well understood, there has arisen significant practical
challenges in managing such systems for optimizing effi-
ciency and to avoid redundancies and/or under-utilized
hardware. In particular, one challenge occurs due to the
sprawl that can occur over time as applications and servers
proliferate. Decentralized control and decision making
around capacity, the provisioning of new applications and
hardware, and the perception that the cost of adding server
hardware is generally inexpensive, have created environ-
ments with far more processing capacity than is required by
the organization.

When cost is considered on a server-by-server basis, the
additional cost of having underutilized servers is often not
deemed to be troubling. However, when multiple servers in
a large computing environment are underutilized, having too
many servers can become a burden. Moreover, the additional
hardware requires separate maintenance considerations;
separate upgrades and requires the incidental attention that
should instead be optimized to be more cost effective for the
organization. Heat production and power consumption can
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also be a concern. Even considering only the cost of having
redundant licenses, removing even a modest number of
servers from a large computing environment can save a
significant amount of cost on a yearly basis.

As a result, organizations have become increasingly con-
cerned with such redundancies and how they can best
achieve consolidation of capacity to reduce operating costs.
The cost-savings objective can be evaluated on the basis of
consolidation strategies such as, but not limited to: virtual-
ization strategies, operating system (OS) level stacking
strategies, database consolidation strategies, application
stacking strategies, physical consolidation strategies, and
storage consolidation strategies.

Virtualization involves virtualizing a physical system as a
separate guest OS instance on a host machine. This enables
multiple virtualized systems to run on a single physical
machine, e.g. a server. Examples of virtualization technolo-
gies include VMware™, Microsoft Virtual Server™, IBM
LPAR™, Solaris Containers™, Zones™, etc.

OS-Level application stacking involves moving the appli-
cations and data from one or more systems to the consoli-
dated system. This can effectively replace multiple operating
system instances with a single OS instance, e.g. system A
running application X and system B running application Y
are moved onto system C running application Z such that
system C runs applications X, Y and Z, and system A and B
are no longer required. This strategy is applicable to all
operation system types, e.g. Windows™, Linux™,
Solaris™, AIX™, HP-UX™, etc.

Database stacking combines one or more database
instances at the database server level, e.g. Oracle™,
Microsoft SQL Server™, etc. Database stacking combines
data within a database instance, namely at the table level.
Application stacking combines one or more database
instances at the application server level, e.g. J2EE™ appli-
cation servers, Weblogic™, WebSphere™, JBoss™, etc.

Physical consolidation moves physical systems at the OS
level to multi-system hardware platforms such as Blade
Servers™, Dynamic System Domains™, etc. Storage con-
solidation centralizes system storage through storage tech-
nologies such as Storage Area Networks (SAN), Network
Attached Storage (NAS), etc.

The consolidation strategies to employ and the systems
and applications to be consolidated are to be considered
taking into account the specific environment. Consolidation
strategies should be chosen carefully to achieve the desired
cost savings while maintaining or enhancing the function-
ality and reliability of the consolidated systems. Moreover,
multiple strategies may often be required to achieve the full
benefits of a consolidation initiative.

Complex systems configurations, diverse business
requirements, dynamic workloads and the heterogeneous
nature of distributed systems can cause incompatibilities
between systems. These incompatibilities limit the combi-
nations of systems that can be consolidated successfully. In
enterprise computing environments, the virtually infinite
number of possible consolidation permutations which
include suboptimal and incompatibility system combina-
tions make choosing appropriate consolidation solutions
difficult, error-prone and time consuming.

It is therefore an object of the following to obviate or
mitigate the above-described disadvantages.

SUMMARY

In one aspect, a method for determining a consolidation
solution for a plurality of computer systems is provided
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comprising obtaining a data set comprising a compatibility
score for each pair of the plurality of computer systems, each
the compatibility score being indicative of the compatibility
of one of the plurality of computer systems with respect to
another of the plurality of computer systems; determining
one or more candidate transfer sets each indicating one or
more of the computer systems capable of being transferred
to a target computer system; selecting a desired one of the
one or more candidate transfer sets; and providing the
desired one as a consolidation solution.

In another aspect, there is provided method for determin-
ing compatibilities for a plurality of computer systems
comprising: obtaining at least one transfer set indicating one
or more of the computer systems capable of being trans-
ferred to a target computer system; evaluating compatibili-
ties of the one or more computer systems against the target
computer system to obtain a first compatibility score; evalu-
ating compatibilities of each the one or more of the computer
systems against each other to obtain a second compatibility
score; and computing an overall compatibility score for the
transfer set using the first and second compatibility scores.

In yet another aspect, there is provided a computer
program for determining compatibilities for a plurality of
computer systems comprising an audit engine for obtaining
information pertaining to the compatibility of the plurality of
computer systems; an analysis engine for generating a
compatibility score for each pair of the plurality of systems
based on the information that is specific to respective pairs;
and a client for displaying the compatibility score on an
interface, the interface being configured to enable a user to
specify parameters associated with a map summarizing the
compatibility scores and to define and initiate a transfer of
one or more of the computer systems to a target computer
system.

BRIEF DESCRIPTION OF THE DRAWINGS

An embodiment of the invention will now be described by
way of example only with reference to the appended draw-
ings wherein:

FIG. 1 is a block diagram of an analysis program for
evaluating the compatibility of computer systems to identify
consolidation solutions.

FIG. 2 is a more detailed diagram of the analysis program
depicted in FIG. 1.

FIG. 3 is a block diagram illustrating a sample consoli-
dation solution comprised of multiple transfers.

FIG. 4 is an example of a rule-based compatibility analy-
sis map.

FIG. 5 is an example of a workload compatibility analysis
map.

FIG. 6 is an example of an overall compatibility analysis
map.

FIG. 7 is a schematic block diagram of an underlying
architecture for implementing the analysis program of FIG.
1.

FIG. 8 is a table mapping audit data sources with con-
solidation strategies.

FIG. 9 is a process flow diagram of the compatibility and
consolidation analyses.

FIG. 10 is a process flow diagram illustrating the loading
of system data for analysis.

FIG. 11 is a high level process flow diagram for a 1-to-1
compatibility analysis.

FIG. 12 is a table showing example rule sets.

FIG. 13 is a table showing example workload types.
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FIG. 14 is a process flow diagram for the 1-to-1 compat-
ibility analysis.

FIG. 15 is a flow diagram illustrating operation of the rule
engine analysis.

FIG. 16 shows an example rule set.

FIG. 17 is a flow diagram of the 1-to-1 rule-based
compatibility analysis.

FIG. 18 is a flow diagram illustrating the evaluation of a
rule set.

FIG. 19 is an example of the rule-based compatibility
analysis result details.

FIG. 20 is a flow diagram of workload data extraction
process.

FIG. 21 is a flow diagram of the 1-to-1 workload com-
patibility analysis.

FIG. 22 is an example of the workload compatibility
analysis result details.

FIG. 23 is an example of the overall compatibility analy-
sis result details.

FIG. 24(a) is a high level process flow diagram of the
multi-dimensional compatibility analysis.

FIG. 24(b) is a flow diagram showing the multi-dimen-
sional analysis.

FIG. 24(c) is a flow diagram showing use of a rule set in
an N-to-1 compatibility analysis.

FIG. 24(d) is a flow diagram showing use of a rule set in
an N-by-N compatibility analysis.

FIG. 25 is a process flow diagram of the multi-dimen-
sional workload compatibility analysis.

FIG. 26 is an example multi-dimensional compatibility
analysis map.

FIG. 27 is an example of the multi-dimensional compat-
ibility analysis result details for a rule set.

FIG. 28 is an example of the multi-dimensional workload
compatibility analysis result details.

FIG. 29 is a process flow diagram of the consolidation
analysis.

FIG. 30 is a process flow diagram of an auto fit algorithm
used by the consolidation analysis.

FIG. 31 is an example of a consolidation solution pro-
duced by the consolidation analysis.

FIG. 32 shows an example hierarchy of analysis folders
and analyses.

FIG. 33 shows the screen for creating and editing the
analysis input parameters.

FIG. 34 shows an example of the rule set editor screen.

FIG. 35 shows an example of the screen for editing
workload settings.

FIG. 36 shows an example screen to edit the importance
factors used to compute the overall compatibility score.

FIG. 37 is an example 1-to-1 compatibility map.

FIG. 38 is example configuration compatibility analysis
details.

FIG. 39 is an example 1-to-1 compatibility map for
business constraints.

FIG. 40 is an example 1-to-1 workload compatibility map.

FIG. 41 is an example workload compatibility report.

FIG. 42 is an example workload details report with
stacked workloads.

FIG. 43 is an example of a 1-to-1 overall compatibility
map.

FIG. 44 is an example of the 1-to-1 overall compatibility
details report.

FIG. 45 shows the workload details of the overall com-
patibility report.

FIG. 46 shows example transfers on a compatibility map
with net effect off.
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FIG. 47 shows example transfers on a compatibility map
with net effect on.

FIG. 48 is an example multi-dimensional compatibility
details report.

FIG. 49 shows an example of the consolidation analysis
(auto fit) input screen.

FIG. 50 is an example overall compatibility map for the
consolidation solution.

FIG. 51 is an example consolidation summary report.

FIG. 52 shows the example transfers that comprise the
consolidation solution.

DETAILED DESCRIPTION OF THE DRAWINGS

Analysis Program Overview

A block diagram of an analysis program 10 for determin-
ing compatibilities in computing environment 12 is provided
in FIG. 1. The analysis program 10, accessed through a
computer station 14, gathers data 18 pertaining to a collec-
tion of systems to be consolidated 16. The analysis program
10 uses the gathered data 18 to evaluate the compatibility of
the computer systems 28 and provide a roadmap 20 speci-
fying how the original set of systems can be consolidated to
a smaller number of systems 22.

The following provides an overview of the principles and
functionality related to the analysis program 10 and its
environment depicted in FIG. 2.

System Data Parameters

A distinct data set is obtained for each system 16 to
contribute to the combined system data 18 shown in FIG. 2.
Each data set comprises one or more parameters that relate
preferably to technical 24, business 26 and workload 28
characteristics or features of the respective system 16. The
parameters can be evaluated by scrutinizing program defi-
nitions, properties, objects, instances and any other repre-
sentation or manifestation of a component, feature or char-
acteristic of the system 16. In general, a parameter is
anything related to the system 16 that can be evaluated,
quantified, measured, compared etc.

Examples of technical parameters relevant of the consoli-
dation analysis include the operating system, OS version,
patches, application settings, hardware devices, etc.

Examples of business parameters of systems relevant to
the consolidation analysis include the physical location,
organization department, data segregation requirements,
owner, service level agreements, maintenance windows,
hardware lease agreements, software licensing agreements,
etc.

Examples of workload parameters relevant to consolida-
tion analysis include various resource utilization and capac-
ity metrics related to the system processor, memory, disk
storage, disk 1/O throughput and network bandwidth utili-
zation.

System and Entity Models

The system data parameters associated with a system 16
comprise the system model used in the analyses.

In the following examples, a source system refers to a
system from which applications and/or data are to be moved,
and a target server or system is a system to which such
applications and/or data are to be moved. For example, an
underutilized environment having two systems 16 can be
consolidated to a target system (one of the systems) by
moving applications and/or data from the source system (the
other of the systems) to the target system.

The computer systems 16 may be physical systems,
virtual systems or hypothetical models. In contrast to actual
physical systems, hypothetical systems do not currently
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exist in the computing environment 12. Hypothetical sys-
tems can be defined and included in the analysis to evaluate
various types of “what if” consolidation scenarios. Hypo-
thetical targets can be used to simulate a case where the
proposed consolidation target systems do not exist in the
environment 12, e.g. for adding a system 16. Similarly,
hypothetical source systems can be used to simulate the case
where a new application is to be introduced into the envi-
ronment 12 and “forward consolidated” onto existing target
systems 16.

Hypothetical systems can be created through data
imports, cloning from actual systems models, and manual
specification by users, etc. The system model can be mini-
mal (sparse) or include as much data as an actual system
model. These system models may also be further modified to
address the analysis requirements.

The compatibility analysis can also be generalized to
evaluate entities beyond physical, virtual or hypothetical
systems. For example, entities can be components that
comprise systems such as applications and database
instances. By analysing the compatibility of database
instances and database servers with database stacking rule
sets, database consolidation can also be assessed. Similarly,
application consolidation can be evaluated by analyzing
application servers and instances with application stacking
rules. The entity could also be a logical application system
and technical data can pertain to functional aspects and
specifications of the entity.

It will therefore be appreciated that a “system” or “com-
puter system” hereinafter referred, can encompass any entity
which is capable of being analysed for any type of compat-
ibility and should not be considered limited to existing or
hypothetical physical or virtual systems etc.

Consolidation and Transfers

Consolidation as described above can be considered to
include one or more “transfers”. The actual transfer
describes the movement of a single source entity onto a
target, wherein the specification identifies the source, target
and transfer type. The transfer type (or consolidation strat-
egy) describes how a source entity is transferred onto a
target, e.g. virtualization, OS stacking etc.

A transfer set 23 (see FIG. 3) can be considered one or
more transfers that involve a common target, wherein the set
specifies one or more source entities, the target and a transfer
type.

A consolidation solution (or roadmap) is one or more
transfer sets 23 based on a common pool of source and target
entities. As can be seen in FIG. 2, the consolidation roadmap
can be included in the analysis results 20. Each source or
target entity is referenced at most one time by the transfer
sets that comprise the solution.

FIG. 3 shows how an example pool 24 of 5 systems (S1,
S2, S3, S4 and S5) can be consolidated through 2 transfer
sets 23: stack S1 and S2 onto S3, and stack S4 onto S5. The
transfer sets 23 include 3 transfers, and each system 16 is
referenced by the transfer sets 23 only once. In the result, a
consolidated pool 26 of 2 systems is achieved.

It will be appreciated that the principles described herein
support many transformation strategies and consolidation is
only one example.

Compatibility Analyses

The following discusses compatibilities between systems
16 based on the parameters to determine if efficiencies can
be realized by consolidating either entire systems 16 or
aspects or components thereof.

The analyses employ differential rule sets 28 to evaluate
and quantify the compatibility of systems 16 with respect to
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technical configuration and business related factors com-
prised in the gathered system data 18. Similarly, workload
compatibility of a set of systems 16 is assessed using
workload stacking and scoring algorithms 30. The results of
configuration, business and workload compatibility analyses
are combined to produce an overall compatibility score for
a set of systems 16.

In addition to compatibility scores, the analysis provides
details that account for the actual scores. The scores can be
presented in color coded maps 32, 34 and 36 that illustrate
patterns of the compatibility amongst the analyzed systems
as shown in FIGS. 4, 5 and 6 respectively.

Analysis Modes

A collection of systems 16 to be consolidated can be
analyzed in one of three modes: 1-to-1 compatibility, multi-
dimensional compatibility and consolidation analyses.
These analyses share many common aspects but can be
performed independently.

The 1-to-1 compatibility analysis evaluates the compat-
ibility of every possible source-target pair combination in
the collection of systems 16 on a 1-to-1 basis. This analysis
is useful in assessing single transfer consolidation candi-
dates. In practice, it may be prudent to consolidate systems
16 incrementally and assess the impact of each transfer
before proceeding with additional transfers.

The multi-dimensional compatibility analysis evaluates
the compatibility of transfer sets that can involve multiple
sources being transferred to a common target. The analysis
produces a compatibility score for each specified transfer set
23 by evaluating the compatibility of the systems 16 that
comprise the transfer set 23.

The consolidation analysis searches for a consolidation
solution that minimizes the number of remaining source and
target entities after the proposed transfers are applied, while
meeting requisite compatibility constraints. This analysis
employs the multi-dimensional compatibility analysis
described above to evaluate the compatibility of postulated
transfer sets.

The analysis program 10 performs consolidation analyses
for virtualization and stacking strategies as will be explained
in greater detail below, however, it will be appreciated that
other consolidation strategies may be performed according
to similar principles.

Analysis Program Architecture

A block diagram of the analysis program 10 is shown in
FIG. 7. The flow of data 18 through the program 10 begins
as an audit engine 40 pulls audit data 18 from audited
environments 42. The data works its way up to the web
client 44 which displays an output on a user interface, e.g.
on computer 14. The program 10 is preferably a client-server
application that is accessed via the web client 44.

An audit engine 40 communicates over one or more
communication protocols with audited environments 42
comprised of the actual systems 16 being analysed. The
audit engine 40 typically uses data acquisition adapters to
communicate directly with the end points (e.g. servers) or
through software systems that manage the end points (e.g.
management frameworks 46 and/or agent instrumentation
48 and/or direct access 50).

Alternatively, system data 18 can be imported from third
party tools, e.g. inventory applications, performance moni-
toring tools etc., or can be obtained through user data entry.
Examples of such third-party data having file formats that
can be imported include comma separated values (CSV),
extensible markup language (XML) and well formatted text
files such as those generated by the UNIX™ system activity
reporter (SAR).
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The audit engine 40, uses a set of audit request templates
52 that define the data 18 to acquire from the systems 16.
Once collected, the data 18 is stored in an audit data
repository 54. Data 18 referenced by the analysis rule sets 28
and required by the workload analysis 30 are extracted and
stored in separate data caches 56 and 58 respectively.

Aliases 60, differential rule sets 28, workload data types
30 and benchmark specifications comprise some of the
analysis-related metadata 62 definitions used by the program
10. Aliases 60 extract and normalize system data 18 from a
variety of data sources to a common model for analysis.
Rule sets 28 examine system compatibility with respect to
technical configuration and business-related factors. The
workload definitions 30 specify the system resource param-
eters and benchmarks for analyzing workload compatibility.

An analysis engine 64 is also provided, which comprises
compatibility and consolidation analysis engines 66 and 68
respectively. The compatibility analysis evaluates the com-
patibility of systems 16 through rule sets 28 and workload
stacking algorithms 30. The consolidation analysis engine
68 leverages the compatibility analysis and employs con-
straint-based optimization algorithms to find consolidation
solutions that allows the environment 12 to operate with
fewer systems 16.

The program 10 has a report engine 70 that utilizes report
templates 72 for generating reports that convey the analysis
results. Typically, the program 10 includes a web interface
layer 74 that allows web client 44 users to enter settings,
initiate an audit or analysis, view reports etc.

Analysis Data Sources

The audit data 18 can be acquired using tools such as the
table 76 shown in FIG. 8 that illustrate the various types of
configuration settings that are of interest and from which
sources they can be obtained. FIG. 8 also provides a map-
ping to where the sample workload data can be obtained. In
FIG. 8, a number of strategies 78 and sub-strategies 80 map
to various configuration and workload sources, collectively
referred to by numeral 82. As discussed making reference to
FIG. 8, the strategies 78 may relate to database consolida-
tion, OS-level stacking, application server stacking, virtual-
ization, and many others. Each strategy 78 includes a set of
sub-strategies 80, which in turn map to specific rule sets 28.
The rule sets 28, which will be explained in greater detail
below, determine whether or not a particular setting or
system criterion/criteria have been met and thus how dif-
ferent one system 16 is to the next. The rule sets 28 can also
indicate the cost of remediating such differences.

The table 76 lists the supported consolidation strategies
and the relevant data sources that should be audited to
perform the corresponding consolidation analysis. In gen-
eral, collecting more basis data 18 improves the analysis
results. The table 76 enables the analysis program 10 to
locate the settings and information of interest based on the
strategy 78 or sub-strategy 80 (and in turn the rule set 28)
that is to be used to evaluate the systems 16 in the environ-
ment 12. The results can be used to determine source/target
candidates for analysing the environment for the purpose of,
e.g. consolidation, compliance measures etc.

Analysis Process Overview

Referring now to FIG. 9, a process flow diagram illus-
trates the data flow for performing the compatibility and
consolidation analyses discussed above. The flow diagram
outlines four processes: a data load and extraction process
(A), a 1-to-1 compatibility analysis process (B), a multi-
dimensional compatibility analysis process (C), and a con-
solidation analysis process (D).
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In process A, the system data 18 collected via audits or
imports as discussed above is prepared for use by the
analyses. The compatibility and consolidation analyses pro-
cesses B, C and D can be performed independently. The
analyses share a common analysis input specification and
get system data 18 from the data repository 54 and caches 56
and 58. The multi-dimensional compatibility and consoli-
dation analyses take additional inputs in the form of a
consolidation solution and auto fit input parameters 84 and
86 respectively.

The 1-to-1 compatibility analysis process B evaluates the
compatibility of each system pair on a 1-to-1 basis. In
contrast, the multi-dimensional analysis process C evaluates
the compatibility of each transfer set 23 in the consolidation
solution that was specified as part of its input.

The consolidation analysis process D searches for the best
consolidation solution that fulfills the constraints defined by
the auto fit input 86. The consolidation analysis employs the
multi-dimensional compatibility analysis C to assess poten-
tial transfer set candidates.

Data Load and Extraction

A process flow diagram for the data load and extraction
process A is illustrated in FIG. 10. System data including
technical configuration, business related and workload col-
lected through audits, data import and user input are pre-
pared for use by the analyses processes B, C and D.

When system data 18 and attributes are loaded into the
analysis program 10, they are stored in the audit data
repository 54 and system attribute table 55, respectively. As
well, system data 18 referenced by rule set items 28,
workload types 30 and benchmarks are extracted and loaded
into their respective caches 56, 58. Alias specifications 60
describe how data can be extracted and if necessary, nor-
malized from a variety of data sources.

The data repository 54 and caches 56 and 58 thus store
audited data 18, system attributes, the latest rule set data,
historical workload data and system workload benchmarks.
1-to-1 Compatibility Analysis

A high level flow diagram of the 1-to-1 compatibility
analysis is shown in FIG. 11. The 1-to-1 compatibility
analysis can take into account analysis input, including input
regarding the systems 16 to be analyzed, rule set related
parameters, workload related parameters, workload bench-
marks and importance factors 88 used to compute overall
scores.

The compatibility analysis evaluates the compatibility of
every specified system as source-target pairs on a 1-to-1
basis. This analysis produces a compatibility score for each
system pair so that analyzing a collection of ten (10) systems
16 produces 10x10 scores. The compatibility analysis is
based on the specified rule sets and workload types.

An analysis may be based upon zero or more rule sets and
zero or more workload types, such that at least one rule set
or workload type is selected. Example rule sets 28 and
corresponding descriptions are shown in FIG. 12, and
example workload types 30 and corresponding descriptions
are shown in FIG. 13.

The selection of rule sets 28 and workload types 30 for an
analysis depends on the systems 28 and the consolidation
strategy to analyze. For example, to assess the consolidation
of a set of UNIX™ systems 16, an analysis may employ the
UNIX™ application stacking, location, maintenance win-
dow and ownership rule sets 28, and CPU, memory, disk
space, disk /O and network /O workload types 30.
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1-to-1 Compatibility Analysis Process Flow

A process flow diagram of the 1-to-1 compatibility analy-
sis is shown in FIG. 14. The analysis generally comprises
four stages.

In the first stage, data referenced by the selected rule sets
28 and workload types 30 for the specified date range are
retrieved from the data repository 54 and caches 56, 58 for
each system 16 to be analyzed. This analysis data is saved
as a snapshot and can be used for subsequent analyses.

In the second stage, technical and business related com-
patibility may be analyzed the using the specified rule sets
28 and weights. Next, workload compatibility is evaluated
based the specified workload types 30 and input parameters.
Finally, the overall compatibility scores are computed for
each pair of systems 16.

Upon completion of the compatibility analysis, the results
20 are provided to the user. The results 20 include rule item
and workload data snapshots, 1-to-1 compatibility score
maps for each rule set 28 and workload type 30 as well as
an overall score map. Analysis details for each map may also
be provided.

As noted above, the differential rule sets 28 are used to
evaluate the compatibility of systems as they relate to
technical and business related constraints. The rule set 28
defines which settings are important for determining com-
patibility. The rule set 28 typically defines a set of rules
which can be revised as necessary based on the specific
environment 12. The rule set 28 is thus preferably compiled
according to the systems 16 being analysed and prior
knowledge of what makes a system 16 compatible with
another system 16 for a particular purpose. As will be
discussed below, the rule sets 28 are a form of metadata 62.
Differential Rule Sets

Further detail regarding the differential rules and differ-
ential rule sets 28 is now described making reference to
FIGS. 15 and 16, as also described in co-pending U.S. patent
application Ser. No. 11/535,308 filed on Sep. 26, 2006, and
entitled “Method for Evaluating Computer Systems”, the
contents of which are incorporated herein by reference.

With respect to the following description of the rule sets
28 and the general application of the rule sets 28 for
detecting system incompatibilities by evaluating differences
between data parameters of systems 16, the following alter-
native nomenclature may be used. A target system refers to
a system being evaluated, and a baseline system is a system
to which the target system is being compared. The baseline
and target systems may be the same system 16 at different
instances in time (baseline=prior, target=now) or may be
different systems 16 being compared to each other. As such,
a single system 16 can be evaluated against itself to indicate
changes with respect to a datum as well as how it compares
to its peers. It will be appreciated that the terms “source
system” and “baseline system” are herein generally synony-
mous, whereby a source system is a type of baseline system.

FIG. 1 illustrates the relationships between system data 18
and the analysis program 10. Data 18 is obtained from the
source and target computer systems 16 and is used to
analyze the compatibility between the systems 16. In this
example, the parameters are evaluated to determine system
compatibilities for a consolidation strategy. A distinct data
set 18 is preferably obtained for each system 16 (or instance
in time for the same system 16 as required).

Rule sets 28 are computer readable and storable so that
they may be accessed by the program 10 and modified if
necessary, for use in evaluating the computer systems 16.

Rule sets 28 are groupings of rules that represent higher-
level considerations such as business objectives or admin-
istrative concerns that are taken into account when reporting

VMware, Inc.  Exhibit 1001

Page 63



US 10,951,459 B2

11
on or analysing the systems 16. In FIG. 15, six rules 43, A,
B C, D, E and F are grouped into three rule sets 28, Rule Set
1, 2 and 3. It will be appreciated that there may be any
number of rules in any number of rule sets 28 and those

12
TABLE 1-continued

Rule Item Field Specification

. ; - Field Description

shown in FIG. 15 are for illustrative purposes only. 5 —

Rules evaluate data parameters according to rule defini- Query Value Data query specification based on query type
. . . e 1ees . Baseline Test Baseline test specification
tions to determlpe %gcompatlblhtles due to fhﬁerences (or Target Test Target test specification
contentious similarities) between the baseline and target Weight Rule penalty weight
systems. The rule definitions include penalty weights that Mutex Flag Y/N - This flag is used at multiple levels as
indicate the importance of the incompatibility as they relate 10 Match L dReSlcnbed Eelow " ib a
to the operation of the systems 16. The penalty weights are p aeh Flag ule match name referenced by suppress fag

. . . . . 15 . uppress Flag Rule dependency expression to determine

applied during an evaluation if the incompatibility is whether to suppress rule
detected. The evaluation may include the computation of a Remediation Costs Estimated remediation costs for rule item if true.
score or generation of other information indicative of nature Enabled Flag True/False
of the incompatibilities between the baseline and target 15
syséel:lrlréss. comprised by a rule set 28 may reference common The name and description fields are lay descriptions of the
parameters but perform different tests to identify different condition or dlscrfzpancy detected by the rule. Th.ese fields
forms of incompatibilities that may have different levels of are useq to provide management-level Sumimaries when
importance. For example a version four operating system ,, Processing rule sets 28. The fields can provide as much or as
versus a version three operating system may be considered little information as re.qulred by the application.
less costly to remedy and thus less detrimental than a version Rule Query Specification ) )
five operating system compared to a version one operating The data query type and value identify the data parameter
system. As can be seen, even though the operating systems to be evaluated by the rule. The query type specifies whether
are different in both cases, the nature of the difference can ,5 the rule applies to audited data directly (UriQuery), normal-
also be considered and different weights and/or remedies ized values (AliasQuery) or attributes (AttrQuery). The
applied accordingly. query value specifies the parameter specification based on

Rules can also test for similarities that indicate conten- the query type. For UriQuery, AliasQuery and AttrQuery
tions which can result in incompatibilities between systems. types, query values specify URI, alias and attribute names,
For example, rules can check for name conflicts with respect 39 respectively.
to system names, database instance names, user names, etc. The URI value conforms to a URI-like format used for

The flow of data for applying exemplary rule sets 28 is accessing parameters from the native audit data model. The
;hown m FI(; 15.In thllz examplle, thezisys.tem I?rata galther ed URI can specify the module, object and property of the data
rom a pair of systems 16 are evaluated using three rule sets. object or property that is being requested. The optional URI
The rule engine 90 (see also FIG. 7) evaluates the data 35 . - cpios -

: fragment (i.e. the portion after the “#” symbol) specifies the
parameters of the systems 16 by applying rule sets 1, 2 and fic obiect i bl hat is bei luated
3 which comprise of the exemplary rules A, B, C, D, E and specific object instance (table row) that is being evaluated,

s s Ny ] : s . H H
F. The evaluation of the rules results in compatibility scores gltlh M dﬁnTOtmg a wildcard that matches all instances.
and zero or more matched rule items for each rule set 28. ule at.c est . .
These results can be used for subsequent analyses, such as 4 If specified, the baseline field represents Fhe literal value
combining with workload compatibility results to obtain that would need to match the value of the object/property on
overall compatibility scores. the source system in order for the rule to match. For objects
Rule Set Specification and object instances, the keywords “absent” and “present”
Each rule set 28 has a unique rule set identifier (UUID), are preferably used to match cases where that object is
rule set name, rule set description, rule set version, rule set 45 absent or present respectively. Similar to the baseline field,
type (e.g. controlled by system 10 or by user), and a rule set the target field allows a literal match against the value of the
category (e.g. generic rule set categorization such as busi- object/property on the target system. The target field also
ness, configuration efc.). supports the absent/present specifiers. For numeric proper-
As described above, each rule set 28 is also comprised of ~ ties, relational operators (>, <, =, =) can be used to cause the
one or more rules. 0 rule to trigger if the target value has the specified relation-
Rule Definition ship with the source value.
Arule is conceptually a form of metadata 62 that specifies In order to apply a rule to a target/baseline pair, the
a parameter, tests to detect an incompatibility between the ~ following test specification can be followed as shown in
baseline and target systems 16, the relative importance of the Table 2.
incompatibility, and the costs associated with the remediat- 55
ing the incompatibility. Each rule is defined by a fixed TABLE 2
number of fields as listed in Table 1 below. , o
Target/Baseline Test Specification
TABLE 1 Target Baseline Description
Rule Item Field Specification 60 1 Values are different
2 1= Values are different
Field Description 3 1= Values are different
4 > ANY Target > Baseline
Name Rule name 5 < ANY Target < Baseline
Description Rule description 6 = Values are the same
Data Query Type Query type to get data parameter (e.g. URI, 65 7 = Values are the same
Attribute, Alias) 8 ~ Values are similar
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TABLE 2-continued

Target/Baseline Test Specification

Target Baseline Description
9 ~ Values are similar
10 X Y Target = X and Baseline =Y
11 X Target = X and Baseline != X
12 Y Target !=Y and Baseline =Y

The rule test specifications can be extended to include
such things as regular expression pattern matching, logical
test expressions (using AND, OR), etc. as described below.
Rule Weight

The weight field specifies the relative importance of that
property and combination of source/target values (if speci-
fied) in regard to the overall context of the comparison.
Higher values indicate that the condition detected by the rule
has a high impact on the target environment 12, with 100%
being an “absolute constraint” that indicates complete
incompatibility.

Mutex Flag

The mutex flag field can be used to avoid multiple
penalties that would otherwise skew the scores. A “Y” in the
mutex flag field specifies that multiple matches of the same
rule 43 will incur only a single penalty on the overall score
(as specified in the weight field), as opposed to multiple
accumulating penalties (which is the default behaviour).

The mutex flag can be interpreted at multiple levels.
When comparing a target and source system, should the rule
specifier expand to a list (e.g. software list), the rule is
evaluated for each instance. In this case, if the flag is a “Y”,
the score is penalized by the rule weight a maximum of one
time, even if the rule was true for multiple instances. If the
flag is “N”, the score should be penalized for each instance
that was evaluated to be true. Furthermore, when computing
multi-dimensional compatibility scores (multiple sources
transferred to a single target), the calculation is based on the
union of the rule items that were true. In this case, the flag
is used to determine whether to penalize the multi-stack
score once or for each unique rule instance. The multi-
dimensional compatibility analysis is described in detail
below.

Rule Dependency

The match flag field enables an optional symbolic flag to
be “set” when a rule matches, and which can subsequently
be used to suppress other rules (through the “Suppress
Flags” field). This effectively allows rule dependencies to be
modeled in the rule set 28. The suppress flag field allows
symbolic flags (as specified in the “Match Flag” field) to be
used to suppress the processing of rules. This allows specific
checks to be skipped if certain higher-level conditions exist.
For example, if the operating systems are different, there is
no need to check the patches. It should be noted that this
allows any arbitrary logic to be constructed, such as how
logic can be built from NAND gates.

The remediation cost field is preferably optional. The
remediation field represents the cost of “fixing” the
system(s) (i.e. eliminating the condition or discrepancy
detected by the rule 43). When analyzing differences
between (or changes to) IT systems this is used to represent
hardware/software upgrade costs, administrative costs and
other costs associated with making the required changes to
the target systems. The calculations behind this field vary
based on the nature of the system and the parameter that
would need to be added, upgraded etc.
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Each rule can include a true/false enable flag for enabling
and disabling the rule item.
Rule Set Example

FIG. 16 provides an example rule set 28, which includes
a number of rules. The following refers to the number
indicated in the leftmost column of FIG. 16.

Rule 1 scrutinizes the normalized (AliasQuery) represen-
tation of the operating systems (e.g. Windows™, Solaris™,
AIX™ Linux™, etc.) on both the source and target systems
and heavily penalizes cases where these are different as
evident from the high weight factor (70%). Rule 2 penalizes
systems that have different operating system versions (e.g.
Windows™ NT vs Windows™ 2000), and is suppressed (i.e.
not processed) in cases where the systems have different
overall operating systems (as detected in the previous rule).
Rule 3 detects if systems are in different time zones. Rule 4
penalizes combinations of systems where the target has less
memory than the source (this is what is referred to as a
directional rule, which can give differing results if sources
and targets are reversed, e.g. asymmetric results). Rule 5
operates directly against audit data and detects cases where
the operating system patch level differs. This rule is not
processed if either the operating system or the operating
system version are different (since this renders the compari-
son of patches meaningless).

Rule 6 scrutinizes the lists of all patches applied to the
source and target systems and penalizes cases where they
differ. The mutex flag is set, indicating that the penalty is
applied only once, no matter how many patch differences
exist. This rule is ignored in cases where either the operating
system or operating system version are different. Rule 7
penalizes system combinations of servers that are running
the same OS but are configured to run a different number of
kernel bits (e.g. 64-bit vs 32-bit). Rule 8 penalizes combi-
nations where there are kernel parameters defined on the
source that are not defined on the target. This rule is not
applied if the operating systems are different.

Rule 9 scrutinizes a specific kernel setting (SHMMAX,
the setting that specifies how much shared memory a system
can have) and penalizes combinations where it is set to a
lower value on the target than it is on the source system.
Rule 10 penalizes combinations of systems that are running
different database version, e.g. Oracle™ 9 vs. Oracle™ 8.
Rule 11 penalizes combinations of systems that are running
different versions of Oracle™. Rule 11 is suppressed if the
more specific Rule 10 is true. It should be noted that the
remediation cost is relatively high, owing to the fact that it
will take a software upgrade to eliminate this discrepancy. In
some cases the remediation cost can be low where the
upgrade is less expensive. Rule 12 penalizes combinations
of systems that are running different versions of Apache. It
should be noted that the remediation cost is relatively low,
as apache is an open source product and the cost of upgrade
is based on the hourly cost of a system administrator and
how long it will take to perform the upgrade.

Rule 13 scrutinizes a windows-specific area of the audit
data to determine if the source and target systems are
running different service pack levels. It should be noted that
this rule closely mirrors rule 5, which uses a rule specifier
that scrutinizes the UNIX™/Linux™ area of the audit data.
Rule 14 scrutinizes the lists of all hotfixes applied to the
source and target systems and penalizes cases where they
differ. This rule closely mirrors rule 6, which scrutinizes
patches on UNIX™ and Linux™. Rule 15 detects differing
startup commands between systems. Rule 16 is a rule to
detect differing Paths between systems, and rule 17 detects
differing System Paths between systems.
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Rule 18 penalizes system combinations where there are
services installed on the source that are not installed on the
target. This rule has the mutex flag set, and will therefore
only penalize a system combination once, no matter how
many services are missing. Rule 19 penalizes system com-
binations where there are services started on the source that
are not started on the target. It should be noted that both the
weight and the remediation cost are lower than the previous
rule, owing to the fact that it is generally easier and less
expensive to start a service than install it. Finally, rule 20
penalizes combinations where the target system is missing
the virus scanner software.

It will be appreciated that the above described rules and
rule set 28 are shown for illustrative purposes only and that
any combination of rules can be used to achieve specific
goals. For example, rules that are applicable to the OS can
be grouped together to evaluate how a system 16 compares
to its peers. Similarly, rules pertaining to database, Java
applications etc. can also be grouped.

As discussed above, FIG. 12 provides a table listing
several additional example rule sets and associated descrip-
tions.

The system consolidation analysis computes the compat-
ibility of a set of systems 16 based not only on technical and
workload constraints as exemplified above, but also business
constraints. The business constraints can be expressed in
rule sets 28, similar to the technical constraints discussed
above.

Rule Specification Enhancements

In another embodiment, the rule test specification shown
above in Table 1 can be extended to support the “NOT”
expression, e.g. “1X” where “!” indicates not equal to; and
to support regular expression patterns, e.g. “rx:Pattern” or

“Irx:Pattern”. An example is shown in Table 3 below.
TABLE 3
Extended Rule Test Specification

Target Baseline Description
X Y Target = X and Baseline =Y
X Target 1= X

Y Baseline 1=Y
rx:P1 rx:P2 Target matches P1 and Baseline does not

match P2

rx:P1 Target matches P1

Irx:P2 Baseline does not match P2
X x:P2 Target = X and Baseline matches P2
X x:P2 Target != X and Baseline matches P2

In yet another embodiment, an advanced rule set speci-
fication may also be used to support more flexible rule logic
by considering the following rule item specification shown
in Table 4.

TABLE 4

Advanced Rule Item Specification

Field Description
Name As before
Description As before
Data Query Type As before
Query Value As before

Test Test expression
Weight As before
Mutex Flag As before
Match Flag As before
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TABLE 4-continued

Advanced Rule Item Specification

Field Description

Match Test Rule dependency expression to determine
whether to perform the corresponding match
action

Action (run/suppress/stop) to execute based on
match test result

As before

As before

Match Action

Remediation Costs
Enabled Flag

The highlighted fields above are incorporated to include a
test expression and match test and corresponding match
action to be executed according to the match test result.

In the advanced rule specification, the following elements
are supported: variables, such as target, source etc.; regular
expressions, e.g. regex(“pattern”); constants, such as quoted
string values “lala”, “1” etc.; test operators, =, |=, <, <=, >,
>=, ~, 1~; logical operators, AND &&, OR, |; and logical
operator precedence, () for nested expressions.

For example:

Target !=Source;

Target >=Source && >“10247;

Target=regex(“Windows”) && Source !=regex(“Solari-
sIAIX”); and

(Target="X"
Source="B”).

The test expression supports the following elements:
match flag names; logical operators, AND &&, OR, ||; test
operator, NOT !; and logical operator precedence, ( ) for
nested expressions. Examples assuming match flags of A, B,
C, D, etc. are as follows:

A

AlB

A && B

(A && 'B)|IC

The match action specifies the action to perform if the
match test rule is true. Possible actions are: run, evaluate the
rule item; suppress, do not evaluate the rule item; and stop.

Where basic and advanced rule sets are available for the
same analysis program, there are a number of options for
providing compatibility. The rule set specification can be
extended to include a property indicating the minimum
required rule engine version that is compatible with the rule
set. In addition, the basic rule sets can be automatically
migrated to the advanced rule set format since the advanced
specification provides a super set of functionality relative to
the basic rule set specification. It will be appreciated that as
new rules and rule formats are added, compatibility can be
achieved in other ways so long as legacy issues are consid-
ered where older rule versions are important to the analysis.
1-to-1 Rule-Based Compatibility Analysis

An exemplary process flow for a rule-based compatibility
analysis is shown in greater detail in FIGS. 17 and 18. When
analyzing system compatibility, the list of target and source
systems 16 are the same. The compatibility is evaluated in
two directions, e.g. for a Server A and a Server B, migrating
A to B is considered as well as migrating B to A.

Turning first to FIG. 17, for each rule set R (R=1 to M
where M is the number of rule sets) and for each target
system T (T=1 to N where N is the number of systems), the
rule engine 90 first looks at each source system S (S=1 to N).
It the source=target then the configuration compatibility
score for that source is set to 100, no further analysis is
required and the next pair is analyzed. If the source and
target are different, the rules are evaluated against the

&&  Source=“Y”)||(Target="A" &&
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source/target pair to compute the compatibility score, reme-
diation cost and to compile the associated rule details.
Estimated remediation costs are optionally specified with
each rule item. As part of the rule evaluation and subsequent
compatibility score calculation, if a rule is true, the corre-
sponding cost to address the deficiency is added to the
remediation cost for the pair of systems 16 being analysed.

The evaluation of the rules is shown in FIG. 18. The
evaluation of the rules considers the snapshot data 18 for the
source system and the target system, as well as the differ-
ential rule set 28 that being applied. For each rule in the set
28, the data referenced by the rule is obtained for both the
target and source. The rule is evaluated by having the rule
engine 90 compare the data. If the rule is not true (i.e. if the
systems 16 are the compatible according to the rule defini-
tion) then the data 18 is not considered in the compatibility
score and the next rule is evaluated. If the rule is true, the
rule details are added to an intermediate result. The inter-
mediate result includes all true rules.

Preferably, a suppression tag is included with each rule.
As discussed above, the suppression tag indicates other rules
that are not relevant if that rule is true. The suppression flag
allows the program 10 to avoid unnecessary computations.
A mutex flag is also preferably used to avoid unfairly
reducing the score for each true rule when the rules are
closely affected by each other.

Once each rule has been evaluated, a list of matched rules
is created by removing suppressed rule entries from the
intermediate results based on rule dependencies, which are
defined by rule matching and suppression settings (e.g.
match flags and suppression tags). The compatibility score
for that particular source/target pair is then computed based
on the matched rules, weights and mutex settings. Reme-
diation costs are also calculated based on the cost of updat-
ing/upgrading etc. and the mutex settings.

Turning back to FIG. 17, the current target is then
evaluated against all remaining sources and then the next
target is evaluated. As a result, an NxN map 32 can be
created that shows a compatibility score for each system
against each other system. The map 32 can be sorted by
grouping the most compatible systems. The sorted map 32 is
comprised of every source/target combination and thus
provides an organized view of the compatibilities of the
systems 16.

Preferably, configuration compatibility results are then
generated for each rule set 28, comprising the map 32 (e.g.
FIG. 4) and for each source-target pair details available
pertaining to the configuration compatibility scoring
weights, remediation costs and applicable rules. The details
can preferably be pulled for each source/target pair by
selecting the appropriate cell 92 (see FIG. 19).
1-to-1 Workload Compatibility Analysis

The workload compatibility analysis evaluates the com-
patibility of each source-target pair with respect to one or
more workload data types 30. The analysis employs a
workload stacking model to combine the source workloads
onto the target system. The combined workloads are then
evaluated using threshold and a scoring algorithm to calcu-
late a compatibility score for each workload type.
Workload Data Types and Benchmarks

System workload constraints must be assessed when
considering consolidation to avoid performance bottlenecks.
Workload types representing particularly important system
resources include % CPU utilization, memory usage, disk
space used, disk 1/0 throughput and network 1/O throughput.
The types of workload analyzed can be extended to support
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additional performance metrics. As noted above, example
workload types are summarized in the table shown in FIG.
13.

Each workload type can be defined by the properties listed
in Table 5 below:

TABLE 5

Workload Type Definition

Property Description Examples

Name Workload key name CPU__Utilization
Display Workload display name for Ul CPU Utilization
Name

Benchmark  Benchmark type correspond-  cpu

Type ing to workload type

Alias Name  Alias to get workload values CpuDays

from repository

Alias File Alias file containing above cpu__workload__alias.xml
alias

Description  Short description of workload CPU Utilization
type

Unit Unit of workload value %

Test as Boolean flag indicating true

percent? whether to test the

workload against a threshold
as a percentage (true) or as
an absolute value (false)

Workload values can be represented as percentages (e.g.
% CPU used) or absolute values (e.g. disk space used in MB,
disk I/O in MB/sec).

The term workload benchmark refers to a measure of a
system’s capability that may correspond to one or more
workload types. Workload benchmarks can be based on
industry benchmarks (e.g. CINT2000 for processing power)
or the maximum value of a system resource (e.g. total disk
space, physical memory, network I/O bandwidth, maximum
disk 1/O rate). Benchmarks can be used to normalize work-
load types that are expressed as a percentage (e.g. % CPU
used) to allow direct comparison of workloads between
different systems 16.

Benchmarks can also be used to convert workload types
30 that are expressed as absolute values (e.g. disk space used
in MB) to a percentage (e.g. % disk space used) for
comparison against a threshold expressed as a percentage.
Each benchmark type can be defined by the following in
Table 6:

TABLE 6

Workload Benchmark Definition

Property Description Example
Name Benchmark name cpu
Default Default benchmark value if <none>
value not resolved by the other
means (optional)
Alias name Alias to get benchmark value cpuBenchmark
for specific system (optional)
Alias file File containing alias specified benchmark alias.xml

above

System attribute value to
lookup to get benchmark value
(optional)

Boolean flag indicating whether true
to try the alias or the attribute

lookup first

Attribute name CINT2000

Use alias first

System benchmarks can normalize workloads as follows.
For systems X and Y, with CPU benchmarks of 200 and 400
respectively (i.e. Y is 2x more powerful than X), if systems
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X and Y have average CPU utilizations of 10% and 15%
respectively, the workloads can be normalized through the
benchmarks as follows. To normalize X’s workload to Y,
multiply X’s workload by the benchmark ratio X/Y, i.e.
10%x200/400=5%.

Stacking X onto Y would then yield a total workload of
5%+15%=20%. Conversely, stacking Y onto X would yield
the following total workload: 10%+15%x400/200=40%.
Workload Data Model

As discussed above, workload data is collected for each
system 16 through various mechanisms including agents,
standard instrumentation (e.g. Windows Performance Moni-
tor™, UNIX™ System Activity Reporter), custom scripts,
third party performance monitoring tools, etc. Workload
data is typically collected as discrete time series data. Higher
sample frequencies provide better accuracy for the analysis
(5 minute interval is typical). The workload data values
should represent the average values over the sample period
rather than instantaneous values. An hour of CPU workload
data for three fictional systems (A, B and C) is listed below
in Table 7:

TABLE 7
Sample Workload Data (Time series)
% CPU % CPU % CPU
Timestamp used (A) used (B) used (C)
03/01/07 00:00:00 10 0 0
03/01/07 00:05:00 12 0 0
03/01/07 00:10:00 18 10 4
03/01/07 00:15:00 22 10 6
03/01/07 00:20:00 25 15 7
03/01/07 00:25:00 30 25 8
03/01/07 00:30:00 30 35 12
03/01/07 00:35:00 35 39 15
03/01/07 00:40:00 39 45 19
03/01/07 00:45:00 41 55 21
03/01/07 00:50:00 55 66 28
03/01/07 00:55:00 30 70 30

Data from different sources may need to be normalized to
common workload data types 30 to ensure consistency with
respect to what and how the data is measured. For example,
% CPU usage may be reported as Total % CPU utilization,
% CPU idle, % CPU system, % CPU user, % CPU l/O, etc.
Disk utilization may be expressed in different units such as
KB, MB, blocks, etc.

The time series workload data can be summarized into
hourly quartiles. Specifically, the minimum, 1% quartile,
median, 3"/ quartile, maximum, and average values are
computed for each hour. Based on the workload data from
the previous example, the corresponding summarized work-
load statistics are listed below in Table 8:

TABLE 8

Summarized Workload Data (Quartiles) for Hour 0

% CPU % CPU % CPU % CPU % CPU % CPU
System  Hour (Avg) (Min) Q) (Q2) (Q3) (Max)
A 0 33.1 10 20 30 40 80
B 0 30.8 0 10 30 50 70
C 0 12.5 0 5 10 20 30

The compatibility analysis for workload uses the hourly
quartiles. These statistics allow the analysis to emphasize the
primary operating range (e.g. 3’7 quartile) while reducing
sensitivity to outlier values.
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Workload Data Extraction

Workload data is typically collected and stored in the
workload data cache 58 for each system 16 for multiple
days. At least one full day of workload data should be
available for the analysis. When analyzing workloads, users
can specify a date range to filter the workload data under
consideration. A representative day is selected from this
subset of workload data for the analysis. The criteria for
selecting a representative day should be flexible. A prefer-
able default assessment of the workload can select the worst
day as the representative day based on average utilization. A
less conservative assessment may consider the N percentile
(e.g. 95*) day to eliminate outliers. Preferably, the worst
days (based on daily average) for each system and for each
workload type are chosen as the representative days.

The data extraction process flow for the workload com-
patibility analysis is shown in FIG. 20. Preferably, the
workload data cache 58 includes data obtained during one or
more days. For each system 16 in the workload data set, for
each workload data type 30, get the workload data for the
specified date range, determine the most representative day
of data, (e.g. if it is the worst day) and save it in the workload
data snapshot. In the result, a snapshot of a representative
day of workload data is produced for each system 16.
Workload Stacking

To evaluate the compatibility of one or more systems with
respect to server consolidation, the workloads of the source
systems are combined onto the target system. Some types of
workload data are normalized for the target system. For
example, the % CPU utilization is normalized using the ratio
of target and source CPU processing power benchmarks.
The consolidated workload for a specific hour in the repre-
sentative day is approximated by combining the hourly
quartile workloads.

There are two strategies for combining the workload
quartiles, namely original and cascade. The original strategy
simply adds like statistical values (i.e. maximum, third
quartile, medians, etc.) of the source systems to the corre-
sponding values of the target system. For example, combin-
ing the normalized CPU workloads of systems A and B onto
C (from Table 8), the resulting consolidated workload sta-
tistics for hour 0 are:

Maximum=Max ;+Maxz+Max ~180%
37 Quartile=03 ;+03 +03 ~110%
Median=02 +02z+02~70%

1% Quartile=01 ;+015+01 =35%

Minimum=Min 4+Ming+Min~10%

The resulting sums can exceed theoretical maximum
capacity/benchmark values (e.g. >100% CPU used).

The cascade strategy processes the statistical values in
descending order, starting with the highest statistical value
(i.e. maximum value). The strategy adds like statistical
values as with original, but may clip the resulting sums if
they exceed a configurable limit and cascades a portion of
the excess value to the next statistic (i.e. the excess of sum
of the maximum values is cascaded to 3"¢ quartile). The
relevant configuration properties for the cascade calculation
are listed below in Table 9.
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TABLE 9

Workload Cascade Configuration

Property Description

weci.cascade_overflow

Boolean flag indicating whether to apply

cascade (true) or original (false) strategy

wei.cascade__overflow__proportion
wei.clip__type

(limit) as the clipping limit
wel.clip__limit_ ratio

limit

Fraction of overflow to cascade to next value
Flag indicating whether to use benchmark
value (max) or analysis workload threshold

If clip_ type is limit, this is the ratio to apply to 2
workload limit to determine actual clipping

The following example applies cascade calculation to the
example workload data from Table 2 with the following
settings:

wci.cascade_overflow=true

weci.cascade_overtlow_proportion=0.5

wei.clip_type=max

The max clip type indicates that the clipping level is the
maximum value of the workload type. In this example, the
clipping level is 100% since the workload type is expressed
as a percentage (% CPU). The overtlow proportion indicates
that 0.5 of the excess amount above the clipping level should

be cascaded to the next statistic. The consolidated workload
statistics are computed as follows:

Maxo,iginat = Max, + Maxp + Max¢
=180%

Maxcjippeq = Minimum of (Maxop,igina;, clipping level)
= Minimum of (180, 100)
=100%

MaXgcess = MaXoriginat — MaxXciipped
= 180% — 100%
= 80%

Maxoyerfion = MaXgycess # weicascade_overflow_proportion
=80%x0.5
=40%

030,iginat = @34 + PBp + Q3¢
=110%

Q3cascade = Q30riginiat + MaXoverfiow
= 110% + 40%
=150%

Q3clipped = Minimum of (Q3cagcade, clipping level)
= Minimum of (150, 100)
=100%

O3 Ercess = 50%

Qoverfion = 25%

Q20riginat = 10%

Q3 cascade = Q20riginiat + Q30verfiow

=70% +25%
=95%
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Example
truelfalse
0.5
limitlmax
-continued

Q2 clipped = Minimum of (Q2c¢ascade, clip level)
= Minimum of (95, 100)
=95%

Q20verfiow = 0%
Qloriginat = 35%
Qlcascade = 35%
Qlclipped = 35%
QLoyersion = 0%
Mingiginat = 10%

Mingyippeq = 10%

The consolidated statistics for the above example are
summarized in the following Table 10. The clipped values
are net results of the analysis, namely the new answer.

TABLE 10

Cascaded Statistics (Example 1)

Statistic Original ~ Cascade Clipped Excess Overflow
Max 180 180 100 80 40
Q3 110 150 100 50 25
Q2 70 95 95 0 0
Q1 35 35 35 0 0
Min 10 10 10 0 0

Similarly, the following example applies cascade calcu-
lation to the example workload data from Table 7 with the
following settings:

wci.cascade_overflow=true

weci.cascade_overflow_proportion=0.5

wei.clip_type=limit

wei.clip_limit_ratio=2

This example specifies a limit clip type to indicate that the
clipping level is based on the analysis threshold for the
workload type. The clip_limit_ratio specifies the ratio to
apply to the threshold to calculate the actual clipping level.
For instance, if the threshold is 80% and the clip limit ratio
is 2, the clipping level is 160%. The consolidated workload
statistics based on the above settings listed below in Table
11.

VMware, Inc.  Exhibit 1001

Page 69



US 10,951,459 B2

23
TABLE 11

Cascaded Statistics (Example 2)

Statistic Original ~ Cascade Clipped Excess Overflow
Max 180 180 160 20 10
Q3 110 120 120 0 0
Q2 70 70 70 0 0
Q1 35 35 35 0 0
Min 10 10 10 0 0

Workload Compatibility Scoring

Workload compatibility scores quantify the compatibility
of consolidating one or more source systems onto a target
system. The scores range from O to 100 with higher scores
indicating better compatibility. The scores are computed
separately for each workload type 30 and are combined with
the system configuration and business-related compatibility
scores to determine the overall compatibility scores for the
systems 16. The workload scores are based on the following:
combined system workload statistics at like times and worst
case, user-defined workload thresholds, penalty calculation,
score weighting factors, and workload scoring formula.

Workloads are assessed separately for two scenarios:
like-times and worst case. The like times scenario combines
the workload of the systems at like times (i.e. same hours)
for the representative day. This assumes that the workload
patterns of the analyzed systems are constant. The worst
case scenario time shifts the workloads for one or more
systems 16 to determine the peak workloads. This simulates
the case where the workload patterns of the analyzed sys-
tems may occur earlier or be delayed independently. The
combined workload statistics (maximum, 3’ quartile,
median, 1° quartile and minimum) are computed separately
for each scenario.

For a specific analysis, workload thresholds are specified
for each workload type. The workload scores are penalized
as a function of the amount the combined workload exceeds
the threshold. Through the workload type definition (Table
6), the workload data (Table 7) and corresponding thresholds
can be specified independently as percentages or absolute
values. The workload data type 30 is specified through the
unit property and the threshold data type is specified by the
test as percent flag. The common workload/threshold data
type permutations are handled as follows.

If the workload is expressed as a percentage and test as
percent is true (e.g. % CPU), normalize workload percentage
using the benchmark and compare as percentages.

If the workload is expressed as an absolute value and test
as percent is true (e.g. disk space), convert the workload to
a percentage using benchmark and compare as percentages.

If workload unit is expressed as an absolute value and test
as percent if false (e.g. network I/O), compare workload
value against threshold as absolute values.

A penalty value ranging from O to 1 can be calculated for
each workload statistic and for each scenario as a function
of the threshold and the clipping level. The penalty value is
computed as follows:

If Workload <=Threshold,

Penalty=0

If Workload >=Clipping Level,

Penalty=1

If Threshold <Workload <Clipping Level,

Penalty=(Workload Value-Threshold)/(Clipping level-

Threshold)
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Using Example 2 from above (threshold=80%, clipping
level=160%), the sliding scale penalty values are computed
as follows:

Penalty, = (160 - 80)/ (160 - 80)
=1

Penaltyy; = (120 - 80)/(160 - 80)
=0.5

PenaltyQ2 =0 [since 70 < 80]

PenaltyQ1 =0 [since 35 < 80]

Penalty,,;, =0 [since 10 < 80]

The workload score is composed of the weighted penalty
values. Penalty weights can be defined for each statistic and
scenario as shown in Table 12 below.

TABLE 12

Score Weighting Factors

Statistic Scenario Property Example
Maximum Like Times  wci.score.max__like_ times 0.2
Maximum Worst Times wcl.score.max_ worst__times 0.1
3" Quartile Like Times  weci.score.q3__like_ times 0.4
34 Quartile Worst Times wei.score.q3__worst__times 0.3
Median Like Times  weci.score.q2_like_ times 0
Median Worst Times wei.score.q2_ worst__times 0
1% Quartile Like Times  weci.score.ql__like_ times 0
1% Quartile Worst Times wei.score.ql__worst_times 0
Minimum Like Times  weci.score.min_ like times 0
Minimum Worst Times wci.score.min_ worst__times 0

The weights are used to compute the workload score from
the penalty values. If the sum of the weights exceeds 1, the
weights should be normalized to 1.

The actual score is computed for a workload type by
subtracting the sum of the weighted penalties from 1 and
multiplying the result by 100:

Score=100*(1-Sum(Weight*Penalty))

Using the previous example and assuming that the like
times are the same as the worst times, the score is calculated
as follows:

Score =100« (1 - (Weightyo, yops * Penaltyyg, wors +

Weightyg, i * Penaltyyyg, 1y, + Weightys oy =

Penaltyys v, + Weightys 15, *Penaltyps 1z, +
Weigth2 Worst *PenaltyQ2 Worst + Weigth2 Like ®
PenaltyQ2 Like ¥ Weigthl Worst *PenaltyQ1 Worst +

Weighty) 1, Penaltyy; 1, + Weightys, wop =
Penaltyy;, wors + Weighty, i *Penaltyyy, 4.)) =

100 (1 - (0.1%1 +0.2%1+0.3%0.5+0.4%0.5) =30

1-to-1 Workload Compatibility Analysis Process Flow

A flow chart illustrating a workload compatibility analysis
is shown in FIG. 21. When analyzing 1-to-1 workload
compatibility, the list of target and source systems 16 is the
same. The compatibility is evaluated in two directions, e.g.
for Server A and Server B, migrating A to B is considered as
well as migrating B to A.
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The workload analysis considers one or more workload
types, e.g. CPU busy, the workload limits 94, e.g. 75% of the
CPU being busy, and the system benchmarks 96, e.g. rela-
tive CPU power. Each system 16 in the workload data set is

considered as a target (T=1 to N) and compared to each other >

system 16 in the data set 18 as the source (S=1 to N). The
analysis engine 64 first determines if the source and target
are the same. If yes, then the workload compatibility score
is set to 100 and no additional analysis is required for that
pair. If the source and target are different, the system
benchmarks are then used to normalize the workloads (if
required). The normalized source workload histogram is
then stacked on the normalized target system.

System benchmarks can normalize workloads as follows.
For systems X and Y, with CPU benchmarks of 200 and 400
respectively (i.e. Y is 2x more powerful than X), if systems
X and Y have average CPU utilization of 10% and 15%
respectively, the workloads can be normalized through the
benchmarks as follows. To normalize X’s workload to Y,
multiply X’s workload by the benchmark ratio X/Y, i.e.
10%x200/400=5%. Stacking X onto Y would then yield a
total workload of 5%+15%=20%. Conversely, stacking Y
onto X would yield the following total workload: 10%+
15%x%400/200=40%.

Using the stacked workload data, the workload compat-
ibility score is then computed for each workload type as
described above.

Each source is evaluated against the target, and each target
is evaluated to produce an NxN map 34 of scores, which can
be sorted to group compatible systems (see FIG. 5). Pref-
erably, a workload compatibility results is generated that
includes the map 34 and workload compatibility scoring
details and normalized stacked workload histograms that can
be viewed by selecting the appropriate cell 92 (see FIG. 22).
The workload compatibility results are then combined with
the rule-based compatibility results to produce the overall
compatibility scores, described below.
1-to-1 Overall Compatibility Score Calculation

The results of the rule and workload compatibility analy-
ses are combined to compute an overall compatibility score
for each server pair. These scores preferably range from 0 to
100, where higher scores indicate greater compatibility and
100 indicating complete or 100% compatibility.

As noted above, the analysis input can include importance
factors. For each rule set 28 and workload type 30 included
in the analysis, an importance factor 88 can be specified to
adjust the relative contribution of the corresponding score to
the overall score. The importance factor 88 is an integer,
preferably ranging from 0 to 10. A value of 5 has a neutral
effect on the contribution of the component score to the
overall score. A value greater than 5 increase the importance
whereas a value less than 5 decreases the contribution.

The overall compatibility score for the system pair is
computed by combining the individual compatibility scores
using a formula specified by an overlay algorithm which
performs a mathematical operation such as multiply or
average, and the score is recorded.

Given the individual rule and workload compatibility
scores, the overall compatibility score can be calculated by
using the importance factors as follows for a “multiply”
overlay:

100 - (100 - S+ F1 /5
* ———— %

0 =100 00
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-continued
100 - (100 = $2)*F>/5 100 —(100=S,)F, /5
100 e 100

where O is the overall compatibility score, n is the total
number of rule sets 28 and workload types 30 included in the
analysis, S, is the compatibility score of the i rule set 28 or
workload type 30 and F, is the importance factor of the i
rule set 28 or workload type 30.

It can be appreciated that setting the importance factor 88
to zero eliminates the contribution of the corresponding
score to the overall score. Also, setting the importance factor
to a value less than 5 reduces the score penalty by 20% to
%100 of its original value.

For example, a compatibility score of 90 implies a score
penalty of 10 (i.e. 100-90=10). Given an importance factor
of 1, the adjusted score is 98 (i.e. 100-10*%1/5=100-2=98).
On the other hand, setting the importance factor to a value
greater than 5 increases the score penalty by 20% to 100%
of'its original value. Using the above example, given a score
of 90 and an importance factor of 10, the adjusted score
would be 80 (i.e. 100-10*10/5=100-20=80). The range of
importance factors 88 and their impact on the penalty scores
are summarized below in Table 13.

TABLE 13

Importance Factors

Affect on Original  Adjusted
Importance Score Original Score Penalty  Adjusted
Factor Penalty Score Penalty Score Score
0 -100% 90 10 0 100
1 -80% 90 10 2 98
2 -60% 90 10 4 96
3 -40% 90 10 6 94
4 -20% 90 10 8 92
5 0 90 10 10 90
6 +20% 90 10 12 88
7 +40% 90 10 14 86
8 +60% 90 10 16 84
9 +80% 90 10 18 82
10 +100% 90 10 20 80

If more systems 16 are to be examined, the above process
is repeated. When overall compatibility analysis scores for
all server pairs have been computed, the map 36 is displayed
graphically (see FIG. 6) and each cell 92 is linked to a
scorecard 98 that provides further information (FIG. 23).
The further information can be viewed by selecting the cell
92. A sorting algorithm is then preferably executed to
configure the map 36 as shown in FIG. 6.

Visualization and Mapping of Compatibility Scores

As mentioned above, the 1-to-1 compatibility analyses of
N system computes NxN compatibility scores by individu-
ally considering each system 16 as a consolidation source
and as a target. Preferably, the scores range from 0 to 100
with higher scores indicating greater system compatibility.
The analysis will thus also consider the trivial cases where
systems 16 are consolidated with themselves and would be
given a maximum score, e.g. 100. For display and reporting
purposes, the scores are preferably arranged in an NxN map
form.

Rule-Based Compatibility Analysis Visualization

An example of a rule-based compatibility analysis map 32
is shown in FIG. 4. The compatibility analysis map 32
provides an organized graphical mapping of system com-
patibility for each source/target system pair on the basis of
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configuration data. The map 32 shown in FIG. 4 is structured
having each system 16 in the environment 12 listed both
down the leftmost column and along the uppermost row.
Each row represents a consolidation source system, and each
column represents the possible consolidation target. Each
cell 92 contains the score corresponding to the case where
the row system is consolidated onto the column (target)
system 16.

The preferred output shown in FIG. 4 arranges the sys-
tems 16 in the map 32 such that a 100% compatibility exists
along the diagonal where each server is naturally 100%
compatible with itself. The map 32 is preferably displayed
such that each cell 92 includes a numerical score and a shade
of a certain colour. As noted above, the higher the score
(from zero (0) to one hundred (100)), the higher the com-
patibility. The scores are pre-classified into predefined
ranges that indicate the level of compatibility between two
systems 16. Each range maps to a corresponding colour or
shade for display in the map 32. For example, the following
ranges and colour codes can be used: score=100, 100%
compatible, dark green; score=75-99, highly compatible,
green; score=50-74, somewhat compatible, yellow;
score=25-49, low compatibility, orange; and score=0-24,
incompatible, red.

The above ranges are only one example. Preferably, the
ranges can be adjusted to reflect more conservative and less
conservative views on the compatibility results. The ranges
can be adjusted using a graphical tool similar to a contrast
slider used in graphics programs. Adjustment of the slider
would correspondingly adjust the ranges and in turn the
colours. This allows the results to be tailored to a specific
situation.

It is therefore seen that the graphical output of the map 32
provides an intuitive mapping between the source/target
pairs in the environment 12 to assist in visualizing where
compatibilities exist and do not exist. In FIG. 4, it can be
seen that a system pair having a score=100 indicates com-
plete compatibility between the two systems 16 for the
particular strategy being observed, e.g. based on a chosen
rule set(s) 28. It can also be seen that a system pair with a
relatively lower score such as 26 is relatively less compat-
ible for the strategy being observed.

The detailed differences shown in FIG. 19 can be viewed
by clicking on the relevant cell 92. Selecting a particular cell
92 accesses the detailed differences table 100 shown in FIG.
19 which shows the important differences between the two
systems, the rules and weights that were applied and pref-
erably a remediation cost for making the servers more
compatible. As shown in FIG. 19, a summary differences
table 102 may also be presented when selecting a particular
cell 92, which lists the description of the differences and the
weight applied for each difference, to give a high level
overview of where the differences arise.

System Workload Compatibility Visualization

An example workload compatibility analysis map 34 is
shown in FIG. 5. The map 34 is the analog of the map 32 for
workload analyses. The map 34 includes a similar graphical
display that indicates a score and a colour or shading for
each cell to provide an intuitive mapping between candidate
source/target server pairs. The workload data is obtained
using tools such as the table 76 shown in FIG. 8 and
corresponds to a particular workload factor, e.g. CPU utili-
zation, network I/O, disk 1/O, etc. A high workload score
indicates that the candidate server pair being considered has
a high compatibility for accommodating the workload on the
target system. The specific algorithms used in determining
the score are discussed in greater detail below. The servers
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are listed in the upper row and lefimost column and each cell
92 represents the compatibility of its corresponding server
pair in the map. It can be appreciated that a relatively high
score in a particular cell 92 indicates a high workload
compatibility for consolidating to the target server, and
likewise, relatively lower scores, e.g. 42 indicate lower
workload compatibility for a particular system pair.

The workload analysis details shown in FIG. 22 can be
viewed by clicking on the relevant cell 92. Selecting a
particular cell 92 accesses the information about the work-
load analysis that generated the score shown in FIG. 22,
which shows the key stacked workload values, the workload
benchmarks that were applied and preferably workload
charts for each system separately, and stacked together.
Overall Compatibility Visualization

An example overall compatibility analysis map 36 is
shown in FIG. 6. The map 36 comprises a similar arrange-
ment as the maps 32 and 34, which lists the servers in the
uppermost row and leftmost column to provide 100% com-
patibility along the diagonal. Preferably the same scoring
and shading convention is used by all types of compatibility
maps. The map 36 provides a visual display of scoring for
candidate system pairs that considers the rule-based com-
patibility maps 32 and the workload compatibility maps 34.

The score provided in each cell 92 indicates the overall
compatibility for consolidating systems 16. It should be
noted that in some cases two systems 16 can have a high
configuration compatibility but a low workload compatibil-
ity and thus end up with a reduced or relatively low overall
score. It is therefore seen that the map 36 provides a
comprehensive score that considers not only the compat-
ibility of systems 28 at the setting level but also in its
utilization. By displaying the configuration maps 32, busi-
ness maps, workload maps 34 and overall map 36 in a
consolidation roadmap, a complete picture of the entire
system can be ascertained in an organized manner. The maps
32, 34 and 36 provide a visual representation of the com-
patibilities and provide an intuitive way to evaluate the
likelihood that systems can be consolidated, to analyse
compliance and drive remediation measures to modify sys-
tems 16 so that they can become more compatible with other
systems 16 in the environment 12. It can therefore be seen
that a significant amount of quantitative data can be analysed
in a convenient manner using the graphical maps 32, 34 and
36, and associated reports and graphs (described below).

For example, a system pair that is not compatible only for
the reason that certain critical software upgrades have not
been implemented, the information can be uncovered by the
map 32, and then investigated, so that upgrades can be
implemented, referred to herein as remediation. Remedia-
tion can be determined by modeling cost of implementing
upgrades, fixes etc that are needed in the rule sets. If
remediation is then implemented, a subsequent analysis may
then show the same server pair to be highly compatible and
thus suitable candidates for consolidation.

The overall analysis details 98 shown in FIG. 23 can be
viewed by clicking on the relevant cell 92. Selecting a
particular cell 92 accesses the information about the rule-
based and workload analyses that generated the score shown
in FIG. 23, which shows the key differences and stacked
workload values and charts.

Sorting Examples

The maps 32, 34 and 36 can be sorted in various ways to
convey different information. For example, sorting algo-
rithms such as a simple row sort, a simple column sort and
a sorting by group can be used.
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A simple row sort involves computing the total scores for
each source system (by row), and subsequently sorting the
rows by ascending total scores. In this arrangement, the
highest total scores are indicative of source systems that are
the best candidates to consolidate onto other systems.

A simple column sort involves computing the total scores
for each target system (by column) and subsequently sorting
the columns by ascending total score. In this arrangement,
the highest total scores are indicative of the best consolida-
tion target systems.

Sorting by group involves computing the difference
between each system pair, and arranging the systems to
minimize the total difference between each pair of adjacent
systems in the map. The difference between a system pair
can be computed by taking the square root of the sum of the
squares of the difference of a pair’s individual compatibility
score against each other system in the analysis. In general,
the smaller the total difference between two systems, the
more similar the two systems with respect to their compat-
ibility with the other systems. The group sort promotes the
visualization of the logical breakdown of an environment by
producing clusters of compatible systems 18 around the map
diagonal. These clusters are indicative of compatible regions
in the environment 12. In virtualization analysis, these are
often referred to as “affinity regions.”

Analysis Results-User Interaction

It can also be seen that users can customize and interact
with the analysis program 10 during the analysis procedure
to sort map scores, modify colour coding (as discussed
above), show/specify source/targets, adjust weights and lim-
its etc., and to show workload charts. This interaction
enables the user to modify certain parameters in the analysis
to take into account differences in objectives and different
environments to provide a more accurate analysis.
Multi-Dimensional Compatibility Analysis

The high level process flow of the multi-dimensional
compatibility analysis is illustrated in FIG. 24(a). In addition
to the common compatibility analysis input, this analysis
takes a consolidation solution as input. In contrast to the
1-to-1 compatibility analysis that evaluates the compatibility
of each system pair, this multi-dimensional compatibility
analysis evaluates the compatibility of each transfer set 23
specified in the consolidation solution.

The multi-dimensional compatibility analysis extends the
original 1-to-1 compatibility analysis that assessed the trans-
fer of a single source entity to a target. As with the 1-to-1
compatibility analysis, the multi-dimensional analysis pro-
duces an overall compatibility scorecard 98 based on tech-
nical, business and workload constraints. Technical and
business compatibility are evaluated through one or more
rule sets 28. Workload compatibility is assessed through one
or more workload types 30.

This produces multi-dimensional compatibility analysis
results, which includes multi-dimensional compatibility
scores, maps and details based on the proposed transfer sets
23.

For each transfer set 23, a compatibility score is computed
for each rule set 28 and workload type 30. An overall
compatibility score the transfer set 23 is then derived from
the individual scores. For example, consider an analysis
comprised of 20 systems, 3 rule sets, 2 workload types and
5 transfer sets 23:

Systems: S1, S2, S3, ... S20

Analyzed with rule sets: R1, R2, R3

Analyzed with workload types: W1, W2
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Transfer sets:
T1 (S1, S2, S3 stacked onto S4)
T2 (S5, S6, S7, S8, S9 stacked onto S10)
T3 (S11, S12, S13 stacked onto S14)
T4 (S15 stacked onto S16)
T5 (S17 stacked onto S18)

Unaffected systems: S19, S20

For the above example, the multi-dimensional compat-
ibility analysis would comprise 5 overall compatibility
scores (one for each transfer set), 15 rule-based compatibil-
ity scores (5 transfer setsx3 rule sets), and 10 workload
compatibility scores (5 transfer setsx2 workload types).

The systems 16 referenced in the transfer sets 23 of the
consolidation solution correspond to the systems 16 speci-
fied in the analysis input. Typically, the consolidation solu-
tion is manually specified by the user, but may also be based
on the consolidation analysis, as described later.

In addition to evaluating the compatibility of the specified
transfer sets, the compatibility analysis can evaluate the
incremental effect of adding other source systems (specified
in the analysis input) to the specified transfer sets. From the
above example consisting of systems S1 to S20, the com-
patibility of the source systems S5 to S20 can be individually
assessed against the transfer set T1. Similarly, the compat-
ibility of the source systems S1 to S4 and S11 to S20 can be
assessed with respect to the transfer set T2.

Similar to the 1-to-1 compatibility analysis, this analysis
involves 4 stages. The first stage is gets the system data 18
required for the analysis to produce the analysis data snap-
shot. The second stage performs a multi-dimensional com-
patibility analysis for each rule set 28 for each transfer set
23. Next, the workload compatibility analysis is performed
for each workload type 30 for each transfer set 23. Finally,
these analysis results are combined to determine overall
compatibility of each transfer set.

The multi-dimensional rule-based compatibility analysis
differs from the 1-to-1 compatibility analysis since a transfer
set can include multiple sources (N) to be transferred to the
target, the analysis may evaluate the compatibility of sources
amongst each other (N-by-N) as well as each source against
the target (N-to-1) as will be explained in greater detail
below. The multi-dimensional workload and overall com-
patibility analysis algorithms are analogous to their 1-to-1
analysis counterparts.

Multi-Dimensional Rule-Based Compatibility Analysis

To assess the compatibility of transferring multiple source
entities (N) to a target (1), the rule-based analysis can
compute a compatibility score based on a combination of
N-to-1 and N-by-N compatibility analyses. An N-to-1 inter-
compatibility analysis assesses each source system against
the target. An N-by-N intracompatibility analysis evaluates
each source system against each of the other source systems.
This is illustrated in a process flow diagram in FIG. 24(5).

Criteria used to choose when to employ an N-to-1,
N-by-N or both compatibility analyses depend upon the
target type (concrete or malleable), consolidation strategy
(stacking or virtualization), and nature of the rule item.

Concrete target models are assumed to rigid with respect
to their configurations and attributes such that source entities
to be consolidated are assumed to be required to conform to
the target. To assess transferring source entities onto a
concrete target, the N-to-1 inter-compatibility analysis is
performed. Alternatively, malleable target models are gen-
erally adaptable in accommodating source entities to be
consolidated. To assess transferring source entities onto a
malleable target, the N-to-1 inter-compatibility analysis can
be limited to the aspects that are not malleable.
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When stacking multiple source entities onto a target, the
source entities and targets coexist in the same operating
system environment. Because of this inherent sharing, there
is little flexibility in accommodating individual application
requirements, and thus the target is deemed to be concrete.
As such, the multi-dimensional analysis considers the
N-to-1 inter-compatibility between the source entities and
the target as the primary analysis mechanism, but, depend-
ing on the rule sets in use, may also consider the N-by-N

32

Although the target and source values vary, items 1, 3 and
4 apply to the same rule item and are treated as duplicates
due to the enabled mutex flag so that the penalty weight is
applied only once. Items 2 and 5 apply to the same item and
are exact duplicates (same values) so the penalty weight is
applied only once, even though the mutex flag is not enabled

for this item. As such, the compatibility score is computed

intra-compatibility of the source entities amongst each other. 10
When virtualizing multiple source entities onto a target, as follows:
the source entities are often transferred as separate virtual
images that run on the target. This means that there is high o . . B
isolation between operating system-level parameters, and $=100%(1-0.03)%(1-0.02)%(1-0.01)=04
causes virtualization rule sets to gene{ally ignore such items. 15 N-by-N Intracompatibility Score Calculation
What is relevant, however, is the affinity between systems at
the hardware, storage and network level, and it is critical to N-by-N intracompatibility scores reflect the compatibility
ensure that the systems being comblned.are.: consistent 1n this amongst N source entities with respect to a given rule set as
regard. In general, this causes the multi-dimensional analy- ) ) o
sis to focus on the N-to-N compatibility within the source 20 shown in FIG. 24(d). This analysis involves: 1) Separately
entities, although certain concrete aspects of the target evaluate each source entity against the other source entities
systems (such as processor architecture) may still be sub- . . . .
jected to (N-to-1) analysis. with the rule set to compile a list of the union of all matched
N-to-1 Intercompatibility Score Calculation rule items; 2) For each matched rule item, use the rule item’s
N-to-1 intercompatibility scores reflect the compatibility 25 i lusi a d . heth
between N source entities and a single target as defined by mutex (mutually exclusive) flag to determine whether to
a transfer set 23 as shown in FIG. 24(c). This analysis is count duplicate matched rule items once or multiple times;
performed with respect to a given o le set and involves: .l) and 3) Compute the score based on the product of all the
Separately evaluate each source entity against the target with
the rule set to compile a list of the union of all matched rule 30 penalty weights associated with the valid matched rule
items; 2) For each matched rule item, use the rule item’s . .
. . items:
mutex (mutually exclusive) flag to determine whether to
count duplicate matched rule items once or multiple times;
and 3) Compute the score based on the product of all the S=100%(1-w)*(1-w)*(1-w3)* . . . (1-w,);
enalty weights associated with the valid matched rule 35 . . . .
ﬁ em S,y g where S is the score and w, is the penalty weight of the i
matched item.
S=100%(1-w )*(1-wy)*(1-w3)* . .. (1-w,);
where S is the score and w, is the penalty weight of the i N-by-N Score Example
matched item. 40  For example, assuming a transfer set t1 comprises of
N-to-1 Score Example . . systems s1, s2 and s3 stacked onto 516, the union of matched
For example, assuming a transfer set t1 comprises of ] ; ) ) ]
systems s1, s2 and s3 stacked onto 516, the union of matched rule items is based on evaluating s1 against s2, s2 against s1,
rule items is ba.sed on evaluatlgg s1 against 51.65 s2 against s2 against s3, s3 against s2, s1 against s3 and s3 against s1.
s16 and s3 against s16. Assuming this analysis produces a 43 A ino thi Ivsi g list of hed i
list of matched items comprising those shown below in ssuming this analysis produces a list of matched items
Table 14: comprising those shown below in Table 15:
TABLE 14
Matched Items—Multi-Dimensional N-to-1 example
Source Target
# Source Target Rule Item Value Value Mutex Weight
1 S1 S16  Different Patch Levels  SP2 SP3 Y 0.03
2 st S16 Different Default ~ 10.0.0.1 192.1680.1 N 0.02
Gateways
3 S2 S16  Different Patch Levels  SP2 SP3 Y 0.03
4 S3 S16  Different Patch Levels  SP4 SP3 Y 0.03
5 83 S16 Different Default ~ 10.0.0.1 192.1680.1 N 0.02
Gateways
6 S3 S16 Different Boot TRUE  FALSE N 0.01
Settings
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TABLE 15

34

Matched Items—Multi-Dimensional N-by-N example

Source Target
# Source Target Rule Item Value Value Mutex Weight
1 S1 S3 Different Patch SP2 SP4 Y 0.03
Levels
2 S3 S1 Different Patch SP4 SP2 Y 0.03
Levels
3 S2 S3 Different Patch SP2 SP4 Y 0.03
Level
4 S3 S2 Different Patch SP4 SP2 Y 0.03
Level
5 S1 S2 Different Default 10.0.0.1 192.168.0.1 N 0.02
Gateways
6 S2 S1 Different Default 192.168.0.1 10.0.0.1 N 0.02
Gateways
7 S3 S2 Different Default 10.0.0.1 192.168.0.1 N 0.02
Gateways
8 S2 S3 Different Default 192.168.0.1 10.0.0.1 N 0.02
Gateways
9 S1 S3 Different Boot TRUE FALSE N 0.01
Settings
10 S3 S1 Different Boot FALSE TRUE N 0.01
Settings
11 S2 S3 Different Boot TRUE FALSE N 0.01
Settings
12 S3 S2 Different Boot FALSE TRUE N 0.01
Settings

Ttems 1-4, 5-8 and 9-12, respectively are duplicates as
they apply to the same rule items and have the same values.
The compatibility score is computed as follows:

S=100*(1-0.03)*(1-0.02)*(1-0.01)=04.

Multi-Dimensional Workload Compatibility Analysis

A procedure for stacking the workload of multiple source
systems on a target system is shown in FIG. 25. The
multi-stacking procedure considers the workload limits that
is specified using the program 150, the per-system workload
benchmarks (e.g. CPU power), and the data snapshot con-
taining the workload data for the source and target systems
16 that comprise the transfer sets 23 to analyze. The analysis
may evaluate transfer sets 23 with any number of sources
stacked on a target for more than one workload type 30.

For each workload type 30, each transfer set 23 is
evaluated. For each source in the transfer set 23, the system
benchmarks are used to normalize the workloads as dis-
cussed above, and the source workload is stacked on the
target system. Once every source in the set is stacked on the
target system, the workload compatibility score is computed
as discussed above. The above is repeated for each transfer
set 23. A multi-stack report may then be generated, which
gives a workload compatibility scorecard for the transfer
sets along with workload compatibility scoring details and
normalized multi-stacked workload charts.

Sample multi-dimensional compatibility analysis results
are shown in FIG. 26-28. FIG. 26 shows a compatibility
score map 110 with the analyzed transfer sets. FIGS. 27 and
28 show the summary 112 and charts 114 from the multi-
stack workload compatibility analysis details.
Consolidation Analysis

The consolidation analysis process flow is illustrated as D
in FIG. 9. Using the common compatibility analysis input
and additional auto fit inputs, this analysis seeks the con-
solidation solution that maximizes the number of transfers
while still fulfilling the several pre-defined constraints. The
consolidation analysis repeatedly employs the multi-dimen-
sional compatibility analysis to assess potential transfer set
candidates. The result of the consolidation analysis com-
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prises of the consolidation solution and the corresponding
multi-dimensional compatibility analysis.

A process flow of the consolidation analysis is shown in
FIG. 29.

The auto fit input includes the following parameters:
transfer type (e.g. virtualize or stacking), minimum allow-
able overall compatibility score for proposed transfer sets,
minimum number of source entities to transfer per target,
maximum number of source entities to transfer per target,
and quick vs. detailed search for the best fit. Target systems
can also be designated as malleable or concrete models.

As part of a compatibility analysis input specification,
systems can be designated for consideration as a source only,
as a target only or as either a source or a target. These
designations serve as constraints when defining transfers in
the context of a compatibility analysis. The analysis can be
performed on an analysis with pre-existing source-target
transfers. Analyses containing systems designated as source
or target-only (and no source or target designations) are
referred to as “directed analysis.”

The same transfer type may be assumed for all automati-
cally determined transfers within an analysis. The selected
transfer type affects how the compatibility analysis is per-
formed. The minimum overall compatibility score dictates
the lowest allowable score (sensitivity) for the transfer sets
to be included in the consolidation solution. Lowering the
minimum allowable score permits a greater degree of con-
solidation and potentially more transfers. The minimum and
maximum limits for source entities to be transferred per
target (cardinality) define additional constraints on the con-
solidation solution. The quick search performs a simplified
form of the auto fit calculation, whereas the detailed search
performs a more exhaustive search for the optimal solution.
This distinction is provided for quick assessments of analy-
ses containing a large numbers of systems to be analyzed.

The transfer auto fit problem can be considered as a
significantly more complex form of the classic bin packing
problem. The bin packing problem involves packing objects
of different volumes into a finite number of bins of varying
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volumes in a way that minimizes the number of bins used.
The transfer auto fit problem involves transferring source
entities onto a finite number of targets in a way that
maximizes the number of transfers. The basis by which
source entities are assessed to “fit” onto targets is based on
the highly nonlinear compatibility scores of the transfer sets.
As a further consideration, which can increase complexity,
some entities may be either source or targets. The auto fit
problem is a combinatorial optimization problem that is
computationally expensive to solve through a brute force
search of all possible transfer set permutations. Although
straightforward to implement, this exhaustive algorithm is
impractical due to its excessive computational and resource
requirements for medium to large data sets. Consequently,
this class of problem is most efficiently solved through
heuristic algorithms that yield good but likely suboptimal
solutions.

There are four variants of the heuristic auto fit algorithm
that searches for the best consolidation solution:

Quick Stack—quick search for a stacking-based consoli-
dation solution;

Detailed Stack—more comprehensive search for a stack-
ing-based consolidation solution;

Quick Virtualization—quick search for a virtualization-
based consolidation solution; and

Detailed Virtualization—more comprehensive search for
a virtualization-based consolidation solution.

The auto fit algorithms are iterative and involve the
following common phases:
Compile Valid Source and Target Candidates

The initial phase filters the source and target lists by
eliminating invalid entity combinations based on the 1-to-1
compatibility scores that are less than the minimum allow-
able compatibility score. It also filters out entity combina-
tions based on the source-only or target-only designations.
Set Up Auto Fit Parameters

The auto fit algorithm search parameters are then set up.
The parameters can vary for each algorithm. Example search
parameters include the order by which sources and targets
are processed and the criteria for choosing the best transfer
set 23.
Compile Candidate Transfer Sets

The next phase compiles a collection of candidate transfer
sets 23 from the available pool of sources and targets. The
candidate transfer sets 23 fulfill the auto fit constraints (e.g.
minimum allowable score, minimum transfers per transfer
set, maximum transfers per transfer set). The collection of
candidate transfer sets may not represent a consolidation
solution (i.e. referenced sources and targets may not be
mutually exclusive amongst transfer sets 23). The algo-
rithms vary in the criteria employed in composing the
transfer sets. In general, the detailed search algorithms
generate more candidate transfer sets than quick searches in
order to assess more transfer permutations.
Choose Best Candidate Transfer Set

The next phase compares the candidate transfer sets 23
and chooses the “best” transfer set 23 amongst the candi-
dates. The criteria employed to select the best transfer set 23
varies amongst the algorithms. Possible criteria include the
number of transfers, the compatibility score, general com-
patibility of entities referenced by set and whether the
transfer set target is a target-only.
Add Transfer Set to Consolidation Solution

Once a transfer set is chosen, it is added to the interme-
diate consolidation solution. The entities referenced by the
transfer set are removed from the list of available sources
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and targets and the three preceding phases are repeated until
the available sources or targets are consumed.
Compile Consolidation Solution Candidates

Once all the sources or targets are consumed or ruled out,
the consolidation solution is considered complete and added
to a list of candidate solutions. Additional consolidation
solutions can be compiled by iterating from the second
phase with variations to the auto fit parameters for compiling
and choosing candidate transfer sets.

Choose Best Consolidation Solution

The criteria used to stop compiling additional solutions
can be based on detecting that the solution is converging on
a pre-defined maximum number of iterations.

Finally, the best candidate consolidation solution can be
selected based on some criteria such as the largest reduction
of systems with the highest average transfer set scores. The
general algorithm is shown in the flow diagram depicted in
FIG. 30.

Auto Fit Example

The following example demonstrates how a variant of the
auto fit algorithm searches for a consolidation solution for a
compatibility analysis comprised of 20 systems (S1, S2,
S3, ... S20) where 15 systems (S1-15) have been designated
to be source-only and 5 (S16-20) to be target-only. For this
example, the auto fit input parameters are: 1) Transfer type:
stacking; 2) Minimum allowable compatibility score: 80; 3)
Minimum sources per target: 1; 4) Maximum sources per
target: 5; and 6) Search type: quick.

The auto fit would be performed as follows:
1—Compile Valid Source and Target Candidates

For each target (S16-S20), compile the list of possible
sources. Since some of the 1-to-1 source-target compatibil-
ity scores are less than 80 (specified minimum allowed
score), the following source-target candidates are found as
shown in Table 16.

TABLE 16

Target-Source Candidates

Target Sources (1-to-1 scores)

S16 S1 (100), S2 (95), S3 (90), S4 (88),
S5 (88), S6 (85), S7 (82), S8 (81)

S17 S1, 82, $3, S5, S6, 87, S8, 89, S10

S18 S1, 82, S3, S6, 87, S8, 89, S10, S11

S19 S9, 810, S11, 812, S13, S14, S15

S20 S9, 810, S11, 812, S13, S14, S15

2—Setup Auto Fit Parameters

The auto fit search parameters initialized for this iteration
assume the following: 1) When compiling candidate transfer
sets 23, sort source systems in descending order when
stacking onto target; and 2) When choosing the best transfer
set 23, choose set with most transfers and if there is a tie,
choose the set 23 with the higher score.
3—Compile Candidate Transfer Sets

The candidate transfer sets 23 are then compiled from the
source-target candidates. For each target, the candidate
sources are sorted in descending order and are incrementally
stacked onto the target. The transfer set score is computed as
each source is stacked and if the score is above the minimum
allowable score, the source is added to the transfer set 23. If
the score is below the minimum allowable, the source is not
included in the set. This process is repeated until all the
sources have been attempted or the maximum number of
sources per target has been reached.
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For this quick search algorithm, only a single pass is
performed for each target so that only one transfer set
candidate is created per target. Other search algorithms can
perform multiple passes per target to assess more transfer
permutations. The candidate transfer sets 23 are shown
below in Table 17.

TABLE 17
Candidate Transfer Sets

Transfer
Set Target Sources # Sources  Score
T1 S16 S1, S2, 83, 84, S5 5 82
T2 S17 S1, S2, 83, 85 4 81
T3 S18 S1, S2, 83, 86, S7, S10 6 85
T4 S19 89, S10, S11, S12, S13, 6 83

S14
TS S20 89, S10, S11, S12, S13, 6 84

S14

4—Choose Best Candidate Transfer Set

The transfer set T3 is chosen as the best transfer set from
the candidates. For this example, the criteria are the greatest
number of sources and if tied, the highest score.
5—Add Transfer Set to Consolidation Solution

The transfer set T3 is added to the consolidation solution,
and the entities referenced by this transfer set are removed
from the target-source candidates list. The updated target-
source candidates are shown below in Table 18.

TABLE 18

Updated Target-Source Candidates

Target Sources (1-to-1 scores)

S16 S4, 85, S8

S17 S5, 88, 89

S19 S9, 811, S12, S13, S14, S15
S20 S9, 811, S12, S13, S14, S15

Since there are available target-source candidates, another
iteration to compile candidate transfer sets and choose the
best set is performed. These iterations are repeated until
there are no more target-source candidates, at which time a
consolidation solution is considered complete. The consoli-
dation solution candidates are shown below in Table 19.

TABLE 19
Consolidation Solution Candidate:
Target Sources # Sources Score
S16 54, S5, S8 3 86
S18 S1, S2, 83, 86, 87, S10 6 85
S19 89, S11, 812, S15 6 83
S20 S13, S14 2 87

6—Compile Consolidation Solution Candidates

The consolidation solution is then saved, and if warranted
by the selected algorithm, another auto fit can be performed
with a different search parameters (e.g. sort source systems
in ascending order before stacking onto target) to generate
another consolidation solution.
7—Choose Best Consolidation Solution

The consolidation solution candidates are compared and
the best one is chosen based on some pre-defined criteria. A
sample consolidation solution summary 116 is shown in
FIG. 31.
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Example Compatibility Analysis

Compatibility and consolidation analyses are described
by way of example only below to illustrate an end-to-end
data flow in conducting complete analyses for an arbitrary
environment 12. These analyses are performed through the
web client user interface 74. These examples assume that the
requisite system data 18 for the analyses have already been
collected and loaded into the data repository 54 and caches
56 and 58.
1-to-1 Compatibility Analysis Example

This type of analysis typically involves of the following
steps: 1) Create a new analysis in the desired analysis folder;
2) Specify the mandatory analysis input; 3) Optionally,
adjust analysis input parameters whose default values are
not desired; 4) Run the analysis; and 5) View the analysis
results.

The analysis can be created in an analysis folder on a
computer 14, to help organize the analyses. FIG. 32 shows
an example analysis folder hierarchy containing existing
analyses.

An analysis is created through a web page dialog as
shown in the screen shot in FIG. 33. The analysis name is
preferably provided along with an optional description.
Other analysis inputs comprise a list of systems 16 to
analyze and one or more rule sets 28 and/or workload types
30 to apply to evaluate the 1-to-1 compatibility of the
systems 16.

In this example, two rule sets 28 and one workload type
30 are selected. The following additional input may also be
specified if the default values are not appropriate: 1) Adjust-
ment of one or more rule weights, disable rules, or modify
remediation costs in one or more of the selected rule sets; 2)
Adjustment of the workload data date range; 3) Adjustment
of one or more workload limits of the selected workload
types; 4) Selection of different workload stacking and scor-
ing parameters; and 5) Changing the importance factors for
computing the overall scores. FIGS. 34, 35 and 36 show the
pages used to customize rule sets 28, workloads 30 and
importance factors 88, respectively. Once the analysis input
is specified, the analysis can be executed. The analysis
results can be viewed through the web client user interface
44/74. The results include the 1-to-1 compatibility maps for
the overall and one for each rule set 28 and workload type
30. Such compatibility maps and corresponding analysis
map details are shown in FIGS. 37 to 45.
Multi-Dimensional Compatibility Analysis Example

Continuing with the above example, one or more transfer
sets 23 can be defined and the transfer sets 23 evaluated
through a multi-dimensional compatibility analysis. The
transfer sets 23 can be defined through the user interface,
and are signified by one or more arrows that connect the
source to the target. The color of the arrow can be used to
indicate the transfer type (see FIG. 46). Once the transfer
sets 23 have been defined, the net effect mode may be
selected to run the multi-dimensional analysis. In the result-
ing compatibility maps, the score in the cells that comprise
the transfer set 23 reflects the multi-dimensional compat-
ibility score (see FIG. 47).

The corresponding overall compatibility details report is
shown in FIG. 48. Note that there are two sources transferred
to the single target.

Consolidation Analysis Example

Again continuing from the above example; a consolida-
tion analysis may be performed to search for a consolidation
solution by automating the analysis of the multi-dimensional
scenarios. The input screen for the consolidation analysis is
shown in FIG. 49. Users can specify several parameters
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including the minimum allowable overall compatibility
score and the transfer type. As well, users can choose to keep
or remove existing transfer sets before performing the
consolidation analysis.

Once specified, the consolidation analysis can be
executed and the chosen transfer sets 23 are presented in the
map as shown in FIG. 50. The multi-dimensional compat-
ibility score calculations are also used. Finally, a consoli-
dation summary is provided as shown in FIGS. 51 and 52.
FIG. 51 shows that should the proposed transfers be applied,
28 systems would be consolidated to 17 systems, resulting
in a 39% reduction of systems. FIG. 52 lists the actual
transfers proposed by the consolidation analysis.
Commentary

Accordingly, the compatibility and consolidation analyses
can be performed on a collection of system to 1) evaluate the
1-to-1 compatibility of every source-target pair, 2) evaluate
the multi-dimensional compatibility of specific transfer sets,
and 3) to determine the best consolidation solution based on
various constraints including the compatibility scores of the
transfer sets. Though these analyses share many common
elements, they can be performed independently.

These analyses are based on collected system data related
to their technical configuration, business factors and work-
loads. Differential rule sets and workload compatibility
algorithms are used to evaluate the compatibility of systems.
The technical configuration, business and workload related
compatibility results are combined to create an overall
compatibility assessment. These results are visually repre-
sented using color coded scorecard maps.

It will be appreciated that although the system and work-
load analyses are performed in this example to contribute to
the overall compatibility analyses, each analysis is suitable
to be performed on its own and can be conducted separately
for finer analyses. The finer analysis may be performed to
focus on the remediation of only configuration settings at
one time and spreading workload at another time. As such,
each analysis and associated map may be generated on an
individual basis without the need to perform the other
analyses.

It will be appreciated that each analysis and associated
map discussed above may instead be used for purposes other
than consolidation such as capacity planning, regulatory
compliance, change, inventory, optimization, administration
etc. and any other purpose where compatibility of systems is
useful for analyzing systems 16. It will also be appreciated
that the program 10 may also be configured to allow
user-entered attributes (e.g. location) that are not available
via the auditing process and can factor such attributes into
the rules and subsequent analysis.

It will further be appreciated that although the examples
provided above are in the context of a distributed system of
computer servers, the principles and algorithms discusses
are applicable to any system having a plurality of sub-
systems where the sub-systems perform similar tasks and
thus are capable theoretically of being consolidation. For
example, a local network having a number of personal
computers (PCs) could also benefit from a consolidation
analysis.

Although the invention has been described with reference
to certain specific embodiments, various modifications
thereof will be apparent to those skilled in the art without
departing from the spirit and scope of the invention as
outlined in the claims appended hereto.
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The invention claimed is:

1. A system for determining placement of source com-
puter systems on target computer systems, the system con-
figured to execute operations causing the system to:

collect data for a collection of computer systems, the

collection of computer systems comprising a plurality

of source systems and a plurality of target systems;

determine a placement of at least one source system from

the collection of computer systems on at least one target

system from the collection of computer systems by

employing the following operations:

evaluate compatibility between a specific source sys-
tem from the plurality of source systems and a
specific target system from the plurality of target
systems by evaluating one or more rules that operate
against attributes or data relating to the source and
target systems being evaluated;

evaluate compatibility between the specific source sys-
tem from the plurality of source systems and one or
more other source systems either already placed on
the specific target system, or being evaluated for
placement onto the specific target system, to deter-
mine if the specific source system can be placed with
those other source systems on the specific target
system, by evaluating one or more rules that operate
against attributes or data relating to the source sys-
tems;

evaluate compatibility between the specific source sys-
tem and the specific any onc of the plurality of target
system by evaluating the impact on resource utiliza-
tion of the specific target system of placing the
specific source system on the specific target system,
in combination with the one or more other source
systems, either already placed on the specific target
system, or being evaluated for placement onto the
specific target system; and

issue instructions to place the at least one source system

on the at least one target system in accordance with the
determined placement.

2. The system of claim 1, wherein the at least one source
system being placed on the at least one target system
comprises a new computer system that is not currently
running on a target system in the collection of computer
systems.

3. The system of claim 2, wherein the rules relating to the
evaluation of source and target systems, and the rules
relating to the evaluation of source systems against other
source systems, are capable of being user-defined.

4. The system of claim 3, further configured to factor in
user-entered attributes of any of the systems in the collection
of computer systems.

5. The system of claim 2, wherein the rule-based com-
patibility analysis evaluates technical considerations.

6. The system of claim 5, wherein the technical consid-
erations comprise an evaluation of operating system, OS
version, patches, application settings, or hardware devices.

7. The system of claim 2 wherein the rule-based compat-
ibility analysis evaluates business considerations.

8. The system of claim 7, wherein the business consid-
erations comprise an evaluation of physical location, orga-
nization department, data segregation requirements, owner,
service level agreements, maintenance windows, hardware
lease agreements, or software licensing agreements.

9. The system of claim 2, wherein the rule-based com-
patibility analysis is capable of evaluating both technical and
business considerations between source and target systems
and between source systems and other source systems.
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10. The system of claim 1, wherein the rules relating to the
evaluation of source and target systems, and the rules
relating to the evaluation of source systems against other
source systems, are capable of being user-defined.

11. The system of claim 10, further configured to factor in
user-entered attributes of any of the systems in the collection
of computer systems.

12. The system of claim 10, wherein the rule-based
compatibility analysis evaluates technical considerations.

13. The system of claim 12, wherein the technical con-
siderations comprise an evaluation of operating system, OS
version, patches, application settings, or hardware devices.

14. The system of claim 10 wherein the rule-based
compatibility analysis evaluates business considerations.

15. The system of claim 14, wherein the business con-
siderations comprise an evaluation of physical location,
organization department, data segregation requirements,
owner, service level agreements, maintenance windows,
hardware lease agreements, or software licensing agree-
ments.

16. The system of claim 10, wherein the rule-based
compatibility analysis is capable of evaluating both techni-
cal and business considerations between source and target
systems and between source systems and other source
systems.

17. The system of claim 16, wherein the at least one
source system being placed on the at least one target system
comprises a new computer system that is not currently
running on a target system in the collection of computer
systems.

18. The system of claim 1, wherein the rule-based com-
patibility analysis evaluates technical considerations.

19. The system of claim 18, wherein the technical con-
siderations comprise an evaluation of operating system, OS
version, patches, application settings, or hardware devices.

20. The system of claim 1, wherein the rule-based com-
patibility analysis evaluates business considerations.

21. The system of claim 20, wherein the business con-
siderations comprise an evaluation of physical location,
organization department, data segregation requirements,
owner, service level agreements, maintenance windows,
hardware lease agreements, or software licensing agree-
ments.

22. The system of claim 1, wherein the rule-based com-
patibility analysis is capable of evaluating both technical and
business considerations between source and target systems
and between source systems and other source systems.

23. The system of claim 22, wherein benchmarks are used
to normalize CPU utilization data between source and target
systems in order to account for differing CPU performance
for different systems.

24. The system of claim 1, wherein the system is located
remotely from the collection of computer systems.

25. The system of claim 1, wherein the placement takes
into account a pre-existing source-target transfer set, and any
placements are incremental to the transfer set.

26. The system of claim 1, wherein the at least one target
system onto which the at least one source system is placed
comprises a new computer system.

27. The system of claim 1, wherein the evaluating opera-
tions are performed in two or more iterations using the
specific source system and different specific target systems,
and wherein a specific iteration is selected to determine
placement according to at least one predetermined criterion.

28. The system of claim 2, wherein the evaluating opera-
tions are performed in two or more iterations using the
specific source system and different specific target systems,
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and wherein a specific iteration is selected to determine
placement according to at least one predetermined criterion.
29. The system of claim 10, wherein the evaluating
operations are performed in two or more iterations using the
specific source system and different specific target systems,
and wherein a specific iteration is selected to determine
placement according to at least one predetermined criterion.
30. The system of claim 22, wherein the evaluating
operations are performed in two or more iterations using the
specific source system and different specific target systems,
and wherein a specific iteration is selected to determine
placement according to at least one predetermined criterion.
31. The system of claim 1, wherein:
the at least one source system being placed on the at least
one target system comprises a new computer system
that is not currently running on a target system in the
collection of computer systems;
the rules relating to the evaluation of source and target
systems, and the rules relating to the evaluation of
source systems against other source systems, are
capable of being user- defined;
the rule-based compatibility analysis is capable of evalu-
ating both technical and business considerations
between source and target systems and between source
systems and other source systems, wherein benchmarks
are used to normalize CPU utilization data between
source and target systems in order to account for
differing CPU performance for different systems; and
the evaluating operations are performed in two or more
iterations using the specific source system and different
specific target systems, and wherein a specific iteration
is selected to determine placement according to at least
one predetermined criterion.
32. A computer implemented method for placing a source
system on a target system, the method comprising:
collecting data for a collection of computer systems, the
collection of computer systems comprising a plurality
of source systems and a plurality of target systems;
determining a placement of at least one source system
from the collection of computer systems on at least one
target system from the collection of computer systems
by employing the following operations:
evaluating compatibility between a specific source system
from the plurality of source systems and a specific
target system from the plurality of target systems by
evaluating one or more rules that operate against attri-
butes or data relating to the source and target systems
being evaluated;
evaluating compatibility between of the specific source
system from the plurality of source systems and one or
more other source systems either already placed on the
specific target system, or being evaluated for placement
onto the specific target system, to determine if the
specific source system can be placed with those other
source systems on the specific target system, by evalu-
ating one or more rules that operate against attributes or
data relating to the source systems;
evaluating compatibility between the specific source sys-
tem and the specific target system systems by evaluat-
ing the impact on resource utilization of the specific
target system of placing the specific source system on
the specific target system, in combination with the one
or more other source systems, either already placed on
the specific target system, or being evaluated for place-
ment onto the specific target system; and
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issuing instructions to place the at least one source system
on the at least one target system in accordance with the
determined placement determining.

33. The method of claim 32, wherein the at least one
source system being placed on the at least one target system
comprises a new computer system that is not currently
running on a target system in the collection of computer
systems.

34. The method of claim 33, wherein the rules relating to
the evaluation of source and target systems, and the rules
relating to the evaluation of source systems against other
source systems, are user-defined.

35. The method of claim 34, further comprising factoring
in user-entered attributes of any of the systems in the
collection of computer systems.

36. The method of claim 33, wherein the rule-based
compatibility analysis evaluates technical considerations.

37. The method of claim 36, wherein the technical con-
siderations comprise an evaluation of operating system, OS
version, patches, application settings, or hardware devices.

38. The method of claim 33 wherein the rule-based
compatibility analysis evaluates business considerations.

39. The method of claim 38, wherein the business con-
siderations comprise an evaluation of physical location,
organization department, data segregation requirements,
owner, service level agreements, maintenance windows,
hardware lease agreements, or software licensing agree-
ments.

40. The method of claim 32, wherein the rule-based
compatibility analysis evaluates both technical and business
considerations between source and target systems and
between source systems and other source systems.

41. The method of claim 32, wherein the rules relating to
the evaluation of source and target systems, and the rules
relating to the evaluation of source systems against other
source systems, are user-defined.

42. The method of claim 41, further comprising factoring
in user-entered attributes of any of the systems in the
collection of computer systems.

43. The method of claim 41, wherein the rule-based
compatibility analysis evaluates technical considerations.

44. The method of claim 43, wherein the technical con-
siderations comprise an evaluation of operating system, OS
version, patches, application settings, or hardware devices.

45. The method of claim 41 wherein the rule-based
compatibility analysis evaluates business considerations.

46. The method of claim 45, wherein the business con-
siderations comprise an evaluation of physical location,
organization department, data segregation requirements,
owner, service level agreements, maintenance windows,
hardware lease agreements, or software licensing agree-
ments.

47. The method of claim 41, wherein the rule-based
compatibility analysis evaluates both technical and business
considerations between source and target systems and
between source systems and other source systems.

48. The method of claim 47, wherein the at least one
source system being placed on the at least one target system
comprises a new computer system that is not currently
running on a target system in the collection of computer
systems.

49. The method of claim 33, wherein the rule-based
compatibility analysis evaluates technical considerations.

50. The method of claim 49, wherein the technical con-
siderations comprise an evaluation of operating system, OS
version, patches, application settings, or hardware devices.
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51. The method of claim 32, wherein the rule-based
compatibility analysis evaluates business considerations.

52. The method of claim 51, wherein the business con-
siderations comprise an evaluation of physical location,
organization department, data segregation requirements,
owner, service level agreements, maintenance windows,
hardware lease agreements, or software licensing agree-
ments.

53. The method of claim 32, wherein the rule-based
compatibility analysis evaluates both technical and business
considerations between source and target systems and
between source systems and other source systems.

54. The method of claim 53, wherein benchmarks are used
to normalize CPU utilization data between source and target
systems in order to account for differing CPU performance
for different systems.

55. The method of claim 32, wherein the method is
implemented remotely from the collection of computer
systems.

56. The method of claim 32, wherein the placement takes
into account a pre-existing source-target transfer set, and any
placements are incremental to the transfer set.

57. The method of claim 32, wherein the at least one target
system onto which the at least one source system is placed
comprises a new computer system.

58. The method of claim 32, wherein the evaluating
operations are performed in two or more iterations using the
specific source system and different specific target systems,
and wherein a specific iteration is selected to determine
placement according to at least one predetermined criterion.

59. The method of claim 33, wherein the evaluating
operations are performed in two or more iterations using the
specific source system and different specific target systems,
and wherein a specific iteration is selected to determine
placement according to at least one predetermined criterion.

60. The method of claim 41, wherein the evaluating
operations are performed in two or more iterations using the
specific source system and different specific target systems,
and wherein a specific iteration is selected to determine
placement according to at least one predetermined criterion.

61. The method of claim 53, wherein the evaluating
operations are performed in two or more iterations using the
specific source system and different specific target systems,
and wherein a specific iteration is selected to determine
placement according to at least one predetermined criterion.

62. The method of claim 32, wherein:

the at least one source system being placed on the at least

one target system comprises a new computer system
that is not currently running on a target system in the
collection of computer systems;

the rules relating to the evaluation of source and target

systems, and the rules relating to the evaluation of
source systems against other source systems, are user-
defined;

the rule-based compatibility analysis evaluates both tech-

nical and business considerations between source and
target systems and between source systems and other
source systems, wherein benchmarks are used to nor-
malize CPU utilization data between source and target
systems in order to account for differing CPU perfor-
mance for different systems; and

the evaluating operations are performed in two or more

iterations using the specific source system and different
specific target systems, and wherein a specific iteration
is selected to determine placement according to at least
one predetermined criterion.
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63. A non-transitory computer readable medium compris-
ing computer-executable instructions for placing a source
system on a target system, comprising instructions for:

collecting data for a collection of computer systems, the

collection of computer systems comprising a plurality
of source systems and a plurality of target systems;
determining a placement of at least one source system
from the collection of computer systems on at least one
target system from the collection of computer systems
by employing the following operations:
evaluating compatibility between a specific source sys-
tem from any onc of the plurality of source systems
and a specific target system from any one of the
plurality of target systems by evaluating one or more
rules that operate against attributes or data relating to
the source and target systems being evaluated;
evaluating compatibility between any two or more of
the specific source system from the plurality of
source systems and one or more other source systems
either already placed on the specific target system, or

10

46

being evaluated for placement onto the specific tar-
get system, to determine if the specific source system
can be placed with those other source systems on the
specific target system, by evaluating one or more
rules that operate against attributes or data relating to
the two or more source systems;

evaluating compatibility between any onc of the plu-
rality of the specific source system systems and the
specific any onc of the plurality of target system
systems by evaluating the impact on resource utili-
zation of the specific target system of placing the
specific source system on the specific target system,
in combination with the one or more other source
systems, either already placed on the specific target
system, or being evaluated for placement onto the
specific target system; and

issuing instructions to place the at least one source system
on the at least one target system in accordance with the
determined placement.

#* #* #* #* #*
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