i,

%

\
Gt
5

% ot

r 3 \\“
% \
% 2

\\\\\\\\

ANDREW HILLIER

CIRBA INC.

corvyrRIGHT © 2004-2006, CIRBA INC. ALL RIGHTS RESERVED

Exhibit 1012 Page 1

VMware, Inc.



CIRBA SERVER CONSOLIDATION WHITE PAPER

CONTENTS
LN doTo [ e 1T ] o I S USSR 3
IT Asset Optimization DEfiNed ........oii it eeee s 3
Traditional Approaches to Asset Optimization.........oe e 4
A Quantitative and Statistical Approach to Asset Optimization.........occcvee e, 6
Server Consolidation ANAlYSIS OVEIVIEW ... ...oiiiiiii ettt se e seeeeeneens 6
How Consolidation ANalySis IS USEU ... .ei ittt reee e e seae e e e 6
How Consolidation ANAIYSIS WOIKS .....ee ittt st e e see e see e seae e e eee e 7
Factors AffeCting RUIE SEtS ... eii et 11
Factors Affecting WOrkload ANAIYSIS .......oueiiiii et 12
Other Technical ANalySIS FACIONS ..o uuiii ettt e 13
NoN-TechniCal ANAIYSIS FACIOIS .....iiiiiiiiii it 14
Benefits of a Quantitative and Statistical APProach ........ccoccviiiiiiie i 14
Realization of COSt REAUCHONS .. .eiii it se e se e e 15
Estimating Target REAUCTIONS .....cei ittt ee e ab e ee e 15
Validating Targets with Contracts Management ... . ..o 16
Determining TrUE RO ... . ettt ettt e et et be et e e e e e e amae e e en e e eeeeenneeas 16
(070 T o] 011 T o P 17
COPYRIGHT @ 2004-2006, CIRBA INC. ALL RIGHTS RESERVED PAGE 2

VMware, Inc. Exhibit 1012 Page 2



CIRBA SERVER CONSOLIDATION WHITE PAPER

INTRODUCTION

Over the past 20 years the IT infrastructures of most organizations have moved
away from a reliance on centralized computing power toward distributed systems.
While the benefits of a distributed approach are numerous and well understood,
the associated management challenges are yet to be mastered. A significant part
of the challenge is the sprawl that can occur over time as applications and servers
proliferate. Decentralized control and decision making around capacity,
provisioning of new applications and hardware combined with a perceived low
cost of server hardware have created environments with far more processing
capacity than is required. When cost is considered on a server by server basis
this may not be troubling, but when you consider the multiples in a large
environment, having too many servers becomes a significant burden. Simple
math suggests that on license redundancy alone, taking even a modest number of
servers out of an environment saves a significant amount on a yearly basis.

This dynamic has caused many organizations to begin asking the question:
“How do we consolidate some of this capacity to drive out cost?”

The heterogeneous nature of distributed configurations makes this question
extremely difficult and time consuming to answer.

This paper looks at the challenge of IT asset optimization, specifically server
consolidation, and how an approach that relies on quantitative and statistical
analysis can greatly assist in meeting the challenge.

IT ASSET OPTIMIZATION DEFINED

True asset optimization is multi-faceted. When considering the optimization of
assets you must include four sub activities:

RoOTiOMALIZATHIN

Rationalization is the systematic process of removing “slack” from the system and
re-negotiating contracts and expenditures to match actual resource needs. This is
especially important in areas such as software licensing; where being over-
licensed has adverse budgetary impact and being under-licensed has adverse
governance implications.

CRTIMIZATION

The complement to rationalization, optimization, is the process of altering actual
resource requirements to allow gains to be realized in efficiency and economies of
scale. ltis typically used to free up resources so they can be utilized for other
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purposes, and can be exploited in initiatives such as consolidation and
virtualization.

CONSOLIDATHIN

Consolidation refers to the process of combining applications and/or data on
systems in order to achieve economies of scale and increase aggregate resource
utilization. Variants on consolidation include physical consolidation (merging
similar / identical platforms into larger ones) and application consolidation
(“stacking” multiple applications, or multiple instances of the same application, on
a single server).

VMIRTWUALIZATIHDM

Virtualization is the process of combining several OS images into a single
virtualized platform, providing economies of scale in resource utilization while
maintaining a partition between operational environments. This is often used as a
mechanism to perform consolidation, but also complicates the process of
rationalization, and is therefore best performed in a planned and controlled
manner.

TRADITIONAL APPROACHES TO ASSET OPTIMIZATION

Asset sprawl and the potential of consolidating are an increasingly popular topic in
IT and finance circles. There are significant savings to be had through
successfully culling surplus licenses, maintenance and hardware from
infrastructure. The issue is that identifying the low hanging fruit is very difficult as
the number of parameters and variables the come into play when considering
something like server consolidation is massive.

IMPFORMATION REQUIRED IM A SERVER COMNSDOLIDATIOM INITIATIVE

Server consolidation is a complex undertaking that requires a detailed knowledge
of the static and dynamic attributes of an environment. In order to accurately
identify consolidation candidates and assure that any planned transitions will be
problem-free, a significant amount of information on the target systems is
required. Information required in a typical consolidation analysis includes:

e Hardware Inventory & Configuration
= System models
CPU architectures
Non-volatile (EEPROM) settings
Device settings
Serial numbers
o Operatmg System Settings & Files
OS versions and rev levels
Kernel parameters & Registry settings
Name service parameters
Locale and Time zone settings
Scheduled job configurations
Library versions
Local user accounts
¢ |Installed Patches/Hot fixes
= Security patches
= Infrastructure software patches
= Patch application frequencies
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e Application Inventory & Configuration
= Application versions
= Application configuration settings
= Application usage
¢ Middleware Configuration
= Middleware versions
= JVM versions in use
= Heap settings
= (Class Paths
e Database Configuration
= Database versions
=  SGA parameters
= Data dictionary
= Formatting and locale settings
e System Capacity and Utilization
= CPU utilization
Network 1/0
Per-process statistics
Device and resource statistics
Platform benchmarks

Although daunting to some, this list is just a starting point — in order to perform a
comprehensive analysis it is necessary to scrutinize system configurations and
runtime behavior to a much deeper level. Subtleties within the configuration of
systems and environments can have a drastic impact on the well-being of
applications and business services; as in all aspects of server management, the
devil is often in the detail.

Viewed in this way, it is easy to see why server consolidation must start with a
detailed understanding of the environment, a fact that must not be overlooked
when undertaking a consolidation initiative.

METHDIDS COMMONLY UWRSED FOR SERVER DRONSDLIDATION

In most organizations the methods employed to optimize assets are often ad-hoc
and/or unstructured in nature. Even in cases where projects are well structured,
the absence of sufficient data in the analysis process often means that the
undertaking will ultimately involve a leap of faith with no guarantee of success.

Common approaches to server consolidation include:

Incremental: During the course of business a consolidation opportunity
becomes obvious, a manual analysis is performed and decisions are
made.

Departmental: Small numbers of systems are scrutinized in a specific
area of an organization, often with objectives that are tactical in nature
with little support in the form of information, tools or methodologies.

Monumental: A high-level initiative is identified and planned, but the lack
of a clear methodology makes it overly manual in its execution. Such
initiatives often have a highly variable return on investment and may
experience creeping timeframes, mainly due to imprecise objectives, ad-
hoc analysis and the involvement of many parties (including external
consulting firms)
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While each approach has its own merits, each also suffers from limitations due to
lack of rigor, the lack of the information or the lack of a coherent approach to
solving the problem.

A QQUANTITATIVE AND STATISTICAL APPROACH TO
ASSET OPTIMIZATION

A quantitative and statistical approach to asset optimization is a process that
considers all of the critical variables discussed earlier and results in a data driven
and accurate view of optimization potential. This approach contains four main
steps:

1. Discovery: An in-depth understanding of what is currently deployed and
how it is configured and operating in an environment.

2. Configuration comparison: An analysis of configuration synergies
across systems in iterative one to one comparisons to identify
opportunities to stack applications, rationalize configurations, optimize
resources or virtualize OS images. Candidates are identified due to
similarity and consideration for the cost and effort required to make
systems similar.

3. Workload analysis: Detailed workload information to enable what-if
workload stacking analysis on candidate systems. This process effectively
determines if synergistic workload capacity and patterns are present and
can be exploited to the benefit of the organization.

4. Scoring: The creation of a scorecard based on the combination of
configuration and workload data.

SERVER CONSOLIDATION ANALYSIS OVERVIEW

How CaoNsOLIDATION ANALYSIS IS USED

A server consolidation analysis is typically used in one of three ways:

VALIDATION OF ExXISTING PLoaMS

Data driven analysis helps validate plans by ensuring that the source and
destination systems are compliant from a configuration perspective and have
sufficient capacity from a workload perspective. In other words, it can benefit
initiatives that are already underway by providing independent validation and
verification of the intended changes.

DIRECTED AMNALYSIS

Using this method for a specific project allows the targeting of specific platform
types, business groups or physical locations, in order to uncover consolidation
potential and identify viable strategies. In other words, it provides the analysis
mechanism when overall goals and strategies have been defined.
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OrRrPrORTUNISTIO TARGET IRENTIFIDATIONG

This approach, sometimes referred to as “scavenging”, looks across broad sets of
systems or entire environments, letting the rulesets and algorithms do the work of
identifying candidates in a purely empirical manner. This replaces human
resource intensive-tasks with rule-based number crunching, and the resulting
scorecards often uncover “regions of compatibility” in areas that may not have
been previously considered.

As is implied, the strategy employed is somewhat dependent on the scope and
overall lifecycle of a consolidation initiative. In practice, however, all three are
typically leveraged in order to automate the various phases of the project and
provide an ongoing “dashboard” of optimization potential.
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How CoONSOLIDATION ANALYSIS WORKS

As discussed, Server Consolidation Analysis is a multi-step process that analyzes
multiple areas of system configuration and operation, and combines these into a
single composite scorecard. The two general areas of analysis are Configuration
Compliance and Workload Compatibility.

CONFIBURATION DOMPLIANDCE AMALYSIS

Configuration Compliance Analysis begins by performing a deep N-to-N
comparison of all systems in the scope of the analysis. This yields a comparison
matrix that indicates the complete set of differences between each server and all
of its counterparts. In such a raw form this is not yet in a state that where
conclusions can be drawn, as it is common for servers to have many differences
from one another, particularly if they perform different functions.

The next step involves the application of a compliance ruleset, or consolidation
“cookbook”, in order to analyze the differences between servers and derive
weighted scores of how compatible they are for a particular purpose, such as
running applications or sharing data. This step produces a System Compliance
Index matrix, or SCI matrix, that provides a visual representation of compatibilities
between systems.
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Individual rules within a compliance ruleset may

CIRBA SERVER CONSOLIDATION WHITE PAPER

This is useful for several types of analysis, including estimating upgrade costs and
calculating the software overhead of virtualization, but in consolidation analysis it
is used to represent the cost of “conditioning” a platform to allow application

optionally contain a remediation cost estimate, and if that rule is not satisfied then
stacking.

the cost is factored in. This allows the analysis to provide more than just a
representation of compatibility; is can also compute an aggregate remediation

Another important aspect of the configuration compliance analysis step is the
cost that represents what it would take to make the systems compliant.

modeling of remediation costs.

PAGE B
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WOREKLOAD GDOIMPATIBILITY ANALYSZIS

While configuration compliance analyzes the compatibility between systems from
a static perspective, workload analysis looks at the dynamics of systems to
understand if workload levels and patterns are compatible.

Workload analysis starts with the tracking of key operational statistics of each
system in the scope of the analysis, and results in historical histograms of the
operational patterns over time. Most analysis strategies make use of a few key
stats, such as CPU utilization and network activity, but workload tracking facilities
can track up to 100 distinct stats on a typical UNIX system, providing considerable
breadth and strategy-specific detail to the analysis process.

Target Server - base_workload-wise

1004

cpu.pctsys

0 2 4 6 8 10 12 14 16 18 20 22
Time of Day

The resulting histograms can be then used to perform a what-if analysis by
normalizing the histograms and stacking them on one another. Using a matrix
correlation strategy similar to the configuration compliance analysis, the selected
workload statistics can be stacked on one another for each server combination to
identify which combinations will fit within the resources of the target system and
which ones will not. This is a multi-step process that independently analyzes
peak loads and third quartile (75%) loads, at both like times and worst-case times
(simulating detrimental shifts in the processing pattern of the servers), in order to
product a weighted score of each scenario.
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100"

cpu.pctsys

Time of Day

Source mapped to Target (Ratio 1, -9 Hour Offset)

cpu.pctsys

0 2 4 6 8 10 12 14 16 18 20 22
Time of Day

Workload Compatibility Index (WCIl) Computation Scorecard:

Criteria Value Score

Aggregate WCI

98

The output of this step is a Workload Compatibility Index matrix, or WCI matrix,
that highlights favorable consolidation candidates from a workload perspective. If
multiple stats are being analyzed, then this step is repeated for each, and the

resulting matrices are mathematically combined to produce a single composite
WCI matrix.
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EENERATING A DOMBUISITE BCORECARD

After the completion of the configuration compliance and workload compatibility
analyses, the two can be overlaid and mathematically combined to produce a Co-

Habitation Index matrix, or CHI Matrix. This is the ultimate scorecard in the
analysis process, and provides a visual representation of consolidation

candidates.

All other analysis outputs are indexed to this matrix, allowing a promising

opportunity to be investigated by looking into the workload scores, the individual
workload patterns, the compliance scores, the detailed differences between

servers, and the remediation costs.

FACTORS AFFECTING RULE SETS

A key element of the configuration compliance analysis is the rule set, or

It must reflect the nature of the opportunity being

investigated, and different rulesets exist for different purposes:

cookbook, that is being used.

HMEavyywEISHMT /) BINARY APPLIDATIONNS

The analysis of heavyweight applications is mainly concerned with binary

compatibility and the global settings on the system that affect the application. For
example, the following factors are typically scrutinized when determining if two

such applications can co-exist on a single OS image:

OS version

Maintenance and patch levels

kernel settings

name service settings

locale and time zone settings

corvyrRIGHT © 2004-2006, CIRBA INC. ALL RIGHTS RESERVED
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¢ infrastructure software versions
e library versions

A typical cookbook for this purpose will contain dozens of distinct rules, and may
also include site-specific or application-specific conditions that must be met, such
as the existence of a specific user account, in order to produce a high score.

doave / MET APPLICATIDNS

Because applications that run within virtual machines are somewhat isolated from
the OS environment, the rulesets typically focus on the environmental
components affecting their operation, and not necessarily the platform
compatibility itself. Examples of configuration areas that are scrutinized in this
case include:

JVM versions

class paths

name service settings
registry settings

file systems and shares
gueue manager settings
web archives

As in other scenarios, rulesets may be augmented with specific conditions that
must be met, such as the presence of specific Java/XML resources.

Data/ DOMTEMT DOMSOLIDATIIN

The consolidation of data content, such as is the focus of database consolidation
initiatives, focuses on the compatibility of the data management infrastructure.
Examples of system properties scrutinized in this type of analysis include:

RDBMS manufacturer and version
System Global Area (SGA) settings
Data Dictionary settings

Date formatting settings

Server Time zone settings

Again, many other factors can be considered, including security patch levels and
other data integrity-related requirements, when performing this type of analysis.

FACTORS AFFECTING WORKLOAD ANALYSIS

As with configuration compliance analysis, workload analysis can focus on
specific aspects of system operation in order to portray an accurate picture of the
post-consolidation world.

WHIDH STATISTICS T AMNALYZE

Almost every workload analysis begins with the CPU utilization, and the most
common variant to use is the overall usage (i.e. the inverted idle time, rather than
system or user time) as it is typically reflective of the overall impact of an
application on the system and its compute resources.
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Applications that communicate over networks (which means virtually all
applications) will benefit from the analysis of network utilization, as stacking such
applications will incur an aggregate load on the network interfaces that should be
understood.

Other statistics that can be factored into the analysis include:

per-process CPU utilization

run queues

file system 1/O

swap space and commit charge

inter-process communication activity (e.g. semaphores)

oG BENOHMARKS T NORMALIZE WRIRKLOADS

When performing the what-if analysis, systems are first normalized to reflect their
relative power. This is critical, as it allows the modeling of scenarios where small
servers are being consolidated onto larger ones, or where new servers are being
introduced. For example, a heavy workload on a low end server may translate
into a negligible workload on a powerful server, and vice versa. There are several
mechanisms available for normalizing workloads, including referencing industry
benchmarks as well as empirical benchmarking.

The use of industry benchmarks allows a consolidation scenario to be analyzed in
a manner consistent with the use pattern of the application being consolidated.
For example, applications that perform integer operations will be best represented
if the analysis uses SPECint numbers to normalize the CPU workloads. Similarly,
floating point, 1/0 and Java-specific benchmarks can be utilized depending on the
scenario.

If purely data-driven analysis is desired, then empirical benchmarking can be used
to represent the relative power of two systems. Workload tracking facilities can be
used to provide the data for the analysis. The results of this can be used to
estimate relative computational power without referencing industry benchmarks,
allowing the analysis to be completely data-driven.

For even more accurate results, the benchmark can be replaced with an
application-specific benchmark that more precisely mimics the operation of the
target application, providing an extremely accurate answer.

OTHER TECHNICAL ANALYSIS FACTORS

There are a variety of other factors beyond configuration and workload that can
greatly impact the compatibility of consolidation candidates. Consideration for the
following should be included in any consolidation exercise:

CrHanNGs FHIisTORY DOMPATIEBILITY

If the sample history gathered during the consolidation analysis includes a
sufficient span of time then the change histories of the target systems can be
scrutinized. The main consideration with change histories is the change tolerance
of given applications; if the target system is frequently changed in ways that may
disrupt the operation of an application then this may be cause for concern. Paich
activity is a example of change where the tolerances of two applications may not
line up, and combining them onto a single OS image may be detrimental.
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ADDESS DONTROL DOMPATIRILITY

Although this is an area often covered by the configuration compatibility analysis,
it warrants special mention. If an application is designed to allow user-level
access to a server then it may be incompatible with another application that
assumes its server is locked-down. In other words, if data access rules are
designed in a non-shared environment then moving to a shared environment may
compromise data integrity. In such cases the answer may be to go to virtualized
partitions and not share a common OS image.

NON-TECHNICAL ANALYSIS FACTORS

There is more to server consolidation analysis than number crunching, and there
are a number of non-technical considerations that must be addressed in most
initiatives. These include:

BUSINESS BROUPS

Crossing business group boundaries as part of a consolidation initiative can be
difficult, as business service boundaries are often not addressed through
empirical analysis alone. To be truly effective this must be part of an overall
infrastructure management strategy, and take chargeback models and other
agreements into account in the analysis phase.

EEOGRARMY anND TiMe ZONES

Consolidation across time zones can be problematic, as applications may be
sensitive to the global locale settings of the system and therefore may experience
problems if they were to change. Given this, analysis should avoid stacking
servers that are in different locations unless it is part of the overall strategy, and if
it is part of the strategy then all location-specific aspects of system operation
should be factored into the analysis.

BUDRESSFUL IMPLEMENTATIHIN

It is often helpful to combine risky changes with features or improvements that are
considered value-add to the end user. By bundling performance or functional
improvements with the overall technology transition, an implicit buy-in can be
fostered in the user community, thus mitigating the risks of operational issues by
providing a perceived upside that justifies this risk.

BENEFITS OF A QUANTITATIVE AND STATISTICAL
APPROACH

A methodical, analytical approach to Asset Optimization provides several key
benefits:

LITTLE OR NO RESEARIEH DBVYERMEAD

Empirical and data driven results are produced from actual system data,
signatures and rulesets rather than manual evaluation and comparison.
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ADDURATE REJULTS

Because results are data-driven they are not as prone to errors in judgment or
data entry. Detailed mathematical analysis ensures that the problem is treated
with the same degree of sophistication as the systems being analyzed.

Broan, MULTFDIMENSIONAL DOVERAGE

The unique combination of configuration and workload analysis give a broader
view of opportunities and provides a higher degree of validation for existing plans.
Furthermore, the ability to use multiple workload statistics, weighted through a
variety of industry and empirical benchmarks, adds further dimensions to the
overall scoring mechanism.

Fr.exigly RULESETS AND BOORING

Because there are several flavors of optimization and consolidation, and because
applications, systems and environments must be analyzed within a broader
ecosystem, the ability to employ multiple distinct rulesets allows meaningful
analysis to be performed and multiple strategies to be simultaneously pursued.

REALIZATION OF COST REDUCTIONS

ESTIMATING TARGET REDUCTIONS

The detailed hardware, OS and software inventories that are generated as part of
the data gathering process are indispensable in the planning stages of a
consolidation project. Accurate reporting of “actuals” at the outset of an analysis
helps set goals and identifies areas for directed analysis.

By using these inventories, a calculator can be used to plan overall strategies and
estimate reduction levels:

G0

(%]

e A T I e =)

A
g
%
i
33:
3
5
-

fe

1%]
poglE
g
2>

coPvyrRIGHT © 2004-2006, CIRBA INC. ALL RIGHTS RESERVED PAGE 15

VMware, Inc.  Exhibit 1012 Page 15



CIRBA SERVER CONSOLIDATION WHITE PAPER

VALIDATING TARGETS WITH CONTRACTS MANAGEMENT

It is critical that any consolidation initiative target gains that are attainable. The
act of consolidating servers is as much a political and contractual exercise as it is
a technical one. To that end, it is critical that all affected parties be engaged, and
that buy-in is sought in order to facilitate the project and mitigate risk.

One very important aspect of this process is the “contracts heads-up”, a process
in which contracts groups are consulted regarding all planned asset reductions.
Communicating with contracts groups early on allows them to verify whether the
targeted gains can be realized from a contracts perspective, and long-term
contracts and outsourcing agreements will often affect whether financial benefits
can be realized.

GUF server fHM - 0an

Tyt Mumbies Varge! Reductisn Vargel Number

folicwing reductions W o sesver fam - cap
Feooup the £osis s year?

e

o e B 0 1 o e e i

&

Coerant Humiar Target Red Target Huraar
i 3%

You should send this early... ...80 you don't receive this too late

The other major benefit of the contracts heads-up is that it gives contracts
management groups important information for future negotiations by
communicating the architectural direction that the organization is taking. It may
turn out that contractual options for more capacity are less important than options
on less. It may also turn out that a contract can be renegotiated within the
timeframe of a long consolidation initiative, thus allowing a strategy to proceed.

DETERMINING TRUE ROI

By basing a consolidation strategy on factual data and accurate analysis, the
likelihood of achieving a substantial ROl is greatly increased. Also, by providing
quality information to all affected groups early on in the process, strategies that
are “red herrings” and are not realizable can be avoided. Both of these factors
are critical to the successful planning and execution of server consolidation
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CIRBA SERVER CONSOLIDATION WHITE PAPER

projects. A common mistake when considering ROl is forgetting about the need
to do some engineering and validation of the proposed consolidations. Depending
on the nature of the applications that will be moved, this cost can vary
considerably. The following chart illustrates how although you might incur an up
front cost for analysis and validation, it isn’t uncommon to see an “in year” return
on the investment. A significant portion of the ROl is from the removal of the
operational costs associated with keeping a server running. By far, the most
significant contributor is the rationalization of vendor contracts around software
that is no longer required.

CoNSOLIpATIaN DudMUuLATIVE RO

e
——

e
.\\\\5\\\\\\\\\\\\\\\

CONCLUSION

The motivations behind asset optimization and specifically server consolidation
are usually very clear. Identifying excess capacity and license costs frees
precious budget for initiatives that are more strategic and helpful to the business.
It would be difficult to find a less strategic spend that unused hardware and
unneeded software licenses. That said, spending significant effort and budget on
consolidation efforts only chews into the ROl — good money after bad. The issue
for many is the realization that it’s the right thing to do, but paralysis with respect
to how to get it done in a reasonably efficient and cost effective way. Many are
turning to major hardware vendors for advice and even software that helps
analyze consolidation potential. Turning to hardware vendors is a bit like letting a
fox into the hen house; one has to wonder about motivations. A self guided
quantitative and analytical approach makes it pure, removes the mystery and
makes the exercise one that everyone can understand. Additionally, it optimizes
the process so that not only is it “optimally inclusive” with respect to the hardware
you can consider, it also significantly raises the likelihood of success and drives
out risk.
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There are a number of consolidation ROI calculators available that estimate the
savings and payback period of server consolidation analysis. For more
information on this, and details on how consolidation analysis can be evaluated in
a specific environment, please contact CiRBA at the coordinates below.
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A method for analyzing computer system configurations and system resource
utilization in order to determine inter-system compatibilities. Method consists of
comparative analysis of configurations using rule-based weighting factors as well
as combinatorial “what-if” analysis of normalized resource utilization to provide
overall scoring and rankings. Such rankings are indicative of the propensity of
software applications to migrate between systems or to be combined together on
a single system, revealing optimization opportunities in areas such as server
consolidation, application stacking and server virtualization.

We claim:

1. A method for analyzing computer system configurations and system
resource utilization in order to determine inter-system compatibilities.
Method consists of comparative analysis of configurations using rule-
based weighting factors and combinatorial “what-if” analysis of normalized
resource utilization to provide normalized scoring and rankings.

2. A method to render analysis results in matrix form

3. Method consists of cross-correlation of system hardware and software
configurations, scoring of configuration correlation results, cross-
correlation of system resource utilization (workloads) through
normalization of metrics and additive “what-if” analysis, scoring of
workload stacking results, and the combination of the configuration and
workload scores into an overall co-habitation score for each system
combination.

4. Software to perform said analysis and provide results in electronic form.

VMware, Inc.  Exhibit 1012 Page 21



A method for analyzing computer system configurations and system resource
utilization in order to determine inter-system compatibilities. Method consists of
comparative analysis of hardware and software configurations using rule-based
weighting factors as well as combinatorial “what-if” analysis of normalized
resource utilization to provide overall scoring and rankings. Such rankings are
indicative of the propensity of software applications to migrate between systems
or to be combined together on a single system, revealing optimization
opportunities in areas such as server consolidation, application stacking and
server virtualization.

We claim:

1. A method for analyzing system configurations in order to determine
system compatibilities (SCI Analysis)

2. A method for analyzing system workload patterns in order to determine
workloads compatibilities (complementary resource utilization) between
systems (WCI Analysis)

3. A method for assigning scores to inter-system configuration compatibilities
using rule sets that correlate weighting factors and remediation costs to
key items that can potentially differ between systems

4. A method for assigning scores to inter-system workload combinations that
are complementary in nature, with such method accounting for peak and
typical usage in both well-behaved (like-times) and worst-case (time
shifted) scenarios

5. A method for scoring N:1 workload stacking scenarios (“multi stack”) that
allows multiple workloads to be assessed against an actual or theoretical
server

6. A method for combining the configuration and workload scores to produce
an overall co-habitation index for each combination of systems (CHI
Computation)

7. A method for rendering the various scoring outputs in a colour-coded
matrix form, allowing visualization of system compatibilities

8. A method for sorting scoring matrices that allows ranking of system by
both propensity to move applications off as well as propensity to receive
new applications

9. Software to perform the analysis, scoring and rendering steps described
above
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Compatibility Configuration Workload Benchmark Workload Workload

Rule Set Data Set Category Data Data Set Usage Limit

vV V VvV V
Workload
Compatibility

Analysis

A 4 A 4

Overlay

Configuration
Compatibility
Analysis

Algorithm

Configuration Workload
Compatibility Compatibility
Results Results

Co-Habitation
Analysis

Analysis
Results
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Representative
Workload
Determination

A 4

For Each Server Workload File in the Workload Data

Set

Find the beginning of the next Set of Data for the
specified Workload Category

Load the data for the next hour in the Data Set

A

Create a Histogram using the data, inverting any
inverted percentages if necessary

Is the Data
Valid?

Is there 24

Hours of Data?

Is the data set
the worst case?

Save the Worst Case 24

hours of histogram data

for the Server, replacing

the previously saved one
for that Server if

Is it End of Data
for that Server?

Is it End of
Workload Data?

Representative
Workload
Determination

necessary

Representative
Workload
Histogram Data
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Workload
Compatibility
Analysis

Representative
Workload
Determination

Cross Correlate Each Server Workload File (the Source) with Each Server Workload File (the Target).

Create a Score Card for the Source Server to Target Server Comparison. Plot the Source Server
Workload as a graph showing the Histogram values.

Set the Target Server to be a fictitious Server with no workload.
Set the Target Server Benchmark Value as the same Value as the
Source Server Benchmark Value.

Is Source =
Target?

Yes

Is Multistack
Server A Real
Server?

Is Multistack
Enabled?

Set the Multi Stack Server as a fictitious server with no
workload and the benchmark specified in the GUI

A 4 A 4

Calculate the Relative power of the Target Server compared with the Source Server by comparing their
Benchmark values in the Benchmark Data. Divide the Target Benchmark Value by the Source
Benchmark value to obtain a scale factor.

Apply the Benchmark Scale Factor to the Targets Workload data so that it can be compared directly to
the Source’s Workload data. Plot a graph of the Target’s scaled workload Data on the Score Card.
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l

Stack the Target’s Workload on top of the Sources Workload by adding the like time values together.
Record the Like Times Maximum 3™ and 4" Quartile Peaks. Plot a graph of the resulting Like Times
stacked workload on the Score Card.

Stack the Target’s Workload on top of the Sources Workload by offsetting the time values such that the
Targets maximum value is added to the Sources maximum value to obtain a “worst case” stacked
workload. Record the Worst Case Maximum 3™ and 4" Quartile Peaks. Plot a graph of the resulting
Worst Case stacked workload on the Score Card.

Assign a Score for the each of the 4 recorded Quartile Peaks by comparing their values to the Workload
Usage Limit. Peaks Less than or Equal to the Usage Limit receive a score of 100 while those greater
than the Usage Limit receive a scaled score reaching 0 when Twice the Usage Limit is Reached. Create
an Aggregate score between 0 and 100 by using the scoring function on the 4 scores. Save all of the
Scores on the Score Card.

Save the Aggregate Score to the Workload Compatibility Index Matrix where the Source Server Cross-
References The Target Server

Plot the Source Server on the Multistack Score Card.
Accumulate the scaled Source Server Histogram values so that
the total Workload of all Source Servers combined is being Saved
for both Like Times and Worst Case.

Is Multistack
Enabled?

Add The Accumulated Like Times Workload To the Multistack

End of Records? Server Workload using Like Times. Plot the resulting Like

Times workload on the Multistack Score Card and note the 3™
and 4™ Quartile peaks. Add the Accumulated Worst Case
Workload to the Multistack Server Workload, offsetting the time
values such that the Accumulated Workloads Maximum Value is
added to the Multistack Server’s Maximum Value, and note the
3™ and 4" Quartile Peaks. Assign a score to the 4 peaks as before
and calculate the Aggregate score, adding these to the Multistack

Is Multistack
Enabled?

Score Card.
No
Workload
tibilit
COKE);;S;SI y Workload
Compatibility

Results
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Configuration
Comparison Data
Determination

Cross Correlate Each Server Configuration Data record (the Baseline) with Each other Server
Configuration Data record (the Target).

Yes

Baseline = Target?

Create a Configuration Comparison Record for the Baseline to Target Server Pair

Cross Correlate Each entry in the Baseline Data with each Entry in the Target Data. For each
Entry in which the Baseline and Target have the same values for Object, Property and
Instance, write the following entry to the Comparison Record.

Save the Object, Property and Instance values that were matched

Save the Baseline’s value of that Object, Property and Instance as “Baseline”

Save the Target’s value of that Object, Property and Instance as “Target”

No End of Matching

Entries?

Save Configuration Comparison Record for the Baseline to Target Comparison

No
End of Records?
Configuration
Comparison
Yes P
Data

Configuration

Comparison Data

Determination
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Configuration
Compatibility
Analysis

Configuration
Comparison Data
Determination

For Each Configuration Comparison Record Examine the Entries

For Each Entry in the Record, Compare the Object Value to the Object Value of each Rule in

the Compatibility Rule Set

Do the Object
Values Match?

Yes

Is Property Defined
for the Rule?

\ 4

Examine the Rule Baseline. Itis
considered to match the Entry
Baseline if it is empty, both are the
string “absent”, both are the string
“present”, or it is an expression that
evaluates to true. Compare the
Target values in the same fashion.

A

Do The Property
Values Match?

\ 4

Is Instance Defined
for the Rule?

Do the Instance
Values Match?

Yes
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Do the Baseline No

and Target Match?

Yes

Add the Rule to the Score Card for No

\ 4

this Compatibility Comparison > End of Entries?

Record
l Yes

Accumulate a Score and Remediation Cost for the Score Card based on the weight and cost parameters specified in each
included Rule. If the Mutex Flag for the Rule is set, the weight and cost of this Rule are only counted. If the Match Flag for an
included Rule contains any value, all Rules with Suppress Flag parameters that contain the same value will not be counted.

A 4

Save the Score Card. Add the Score to the Configuration Compatibility Matrix For

the Comparison Record

Configuration
No End of Records? o Compatibility

7 Results
l Yes

Configuration
Compatibility

Analysis
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Co-Habitation
Analysis

For Each Server Pair in the Workload Compatibility Matrix

A 4

Find the corresponding Server Pair in the Configuration
Compatibility Matrix

A 4

Compute a Co-Habitation Score for the Server Pair by applying
the formula specified by the Overlay Algorithm and record this
Score in a Score Sheet for the Server Pair

A 4

Add the score to the Co-Habitation Matrix where the server
Pairs cross-reference each other

No End of Server

Pairs?

Display the Co-Habitation Matrix and link each cell to the
corresponding Co-Habitation Score Card so that the Score
Card for that Server Pair can also be viewed

Apply Sorting

Algorithm to Matrix

Co-Habitation
Matrix

Score Cards

Co-Habitation >

Apply Sorting

A 4

Display Workload Compatibility Index Matrix and link each
cell to the corresponding Workload Compatibility Index Score
Card so that the Score Card and plots for that Server Pair can
also be viewed

Algorithm to Matrix

Workload
Compatibility
Index Matrix

Compatibility
Score Cards
and Plots

Workload >

Apply Sorting

A 4

Display the Configuration Compatibility Index Matrix and link
each cell to the corresponding Configuration Compatibility
Index Score Card so that the Score Card for that Server Pair

can also be viewed

A 4

Co-Habitation
Analysis
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Sample Inputs and Outputs
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Figure 1 Workload Usage Limit
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Figure2 Workload Category
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Figure 3 Detailed Workload Data
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Figure 4 Benchmark Data
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Figure 5 Multistack GUI
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Figure 6 Server Configuration Data Record
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Figure 7 Compatibility Rule Set
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Figure 8 Configuration Comparison Data
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Figure 9 Overlay Algorithm
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Figure 10 Co-Habitation Matrix
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Figure 11 Co-Habitation Score Card
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Figure 12 Workload Compatibility Matrix
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Figure 13 Workload Compatibility Score Card
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Figure 14 Workload Compatibility Plots 1
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Figure 15 Workload Compatibility Plots 2
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Figure 16 Configuration Compatibility Matrix
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Figure 17 Configuration Compatibility Score Card
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Figure 18 Multistack Score Card
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Figure 19 Multistack Plots
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