
CIRBA IP EXHIBIT 2022 
VMWARE, INC. v. CIRBA IP, INC. 

PGR2021-00098 
Page 1 of 9



CIRBA IP EXHIBIT 2022 
VMWARE, INC. v. CIRBA IP, INC. 

PGR2021-00098 
Page 2 of 9



CIRBA IP EXHIBIT 2022 
VMWARE, INC. v. CIRBA IP, INC. 

PGR2021-00098 
Page 3 of 9



CIRBA IP EXHIBIT 2022 
VMWARE, INC. v. CIRBA IP, INC. 

PGR2021-00098 
Page 4 of 9



CIRBA IP EXHIBIT 2022 
VMWARE, INC. v. CIRBA IP, INC. 

PGR2021-00098 
Page 5 of 9



CIRBA IP EXHIBIT 2022 
VMWARE, INC. v. CIRBA IP, INC. 

PGR2021-00098 
Page 6 of 9



CIRBA IP EXHIBIT 2022 
VMWARE, INC. v. CIRBA IP, INC. 

PGR2021-00098 
Page 7 of 9



CIRBA IP EXHIBIT 2022 
VMWARE, INC. v. CIRBA IP, INC. 

PGR2021-00098 
Page 8 of 9



May 2005 47

in virtual machines. Rather than having to install
the entire complex environment to test the software,
users simply boot the virtual machine.

Although the use of virtual machines as a distri-
bution mechanism is widespread for software
demonstration, the model could also work well for
production environments, creating a fundamentally
different way of distributing software. Admini-
strators using VMware’s ACE product can publish
virtual machines and control how these virtual
machines can be used. The Collective project
explored in depth the idea of bundling applications
into virtual appliances. The idea is to provide file
servers, desktop applications, and so on in a form
that lets users treat the virtual machines as a stand-
alone application. An appliance maintainer han-
dles issues like patch management, thus relieving
normal users of the maintenance burden.

The virtual machine-based distribution model
will require software vendors to update their license
agreements. Software that is licensed to run on a
particular CPU or physical machine will not trans-
late as well into this new environment, relative to
licenses based on use or to sitewide licenses. Users
and system administrators will tend to favor oper-
ating system environments that they can easily and
inexpensively distribute in virtual machines, rather
than more restrictive and expensive options.

T he VMM resurgence seems to be fundamen-
tally altering the way software and hardware
designers view, manage, and structure complex

software environments. VMMs also provide a back-
ward-capability path for deploying innovative oper-
ating system solutions that both meet current needs
and safely pull along the existing software base. This
capability will be key to meeting future computing
challenges.

Companies are increasingly abandoning the
strategy of procuring individual machines and
tightly bundling complex software environments.
VMMs are giving these fragile, difficult-to-manage
systems new freedom. In coming years, virtual
machines will move beyond their simple provi-
sioning capabilities and beyond the machine room
to provide a fundamental building block for mobil-
ity, security, and usability on the desktop. Indeed,
VMM capabilities should continue to be an impor-
tant part of the shift in the computing landscape. ■
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